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An interesting problem in the field of quantum error correction involves finding a physical sys-
tem that hosts a “self-correcting quantum memory,” defined as an encoded qubit coupled to an
environment that naturally wants to correct errors. To date, a quantum memory stable against
finite-temperature effects is only known in four spatial dimensions or higher. Here, we take a differ-
ent approach to realize a stable quantum memory by relying on a driven-dissipative environment. We
propose a new model which appears to self correct against both bit-flip and phase-flip errors in two
dimensions: A square lattice composed of photonic “cat qubits” coupled via dissipative terms which
tend to fix errors locally. Inspired by the presence of two distinct Zz-symmetry-broken phases, our
scheme relies on Ising-like dissipators to protect against bit flips and on a driven-dissipative photonic

environment to protect against phase flips.

Quantum error correction remains one of the biggest
challenges towards building a practical quantum com-
puter [1, 2]. One of the leading candidates for realiz-
ing fault tolerance is the family of quantum stabilizer
codes [3], including the surface code [4-6] and the GKP
code [7]. These error-correcting schemes are based on fast
error recovery controlled by the feedback from repetitive
syndrome measurements.

A prominent alternative is the finite-temperature
quantum memory: Certain thermal environments nat-
urally evolve arbitrary initial states into a qubit sub-
space of interest at low temperature, thus eliminating
the need for active measurements and correcting oper-
ations. Many recent studies have investigated thermal
self-correcting properties [6, 8-19]. To date, the only
known models that exhibit self correction via this mech-
anism are topological codes in four dimensions (4D) and
higher, e.g. the 4D toric code [6, 19].

A separate line of research aims to uncover a self-
correcting quantum memory via engineered “driven-
dissipative” systems [20-39]. Such self correction in-
cludes but is not limited to the finite-temperature case,
since a thermal-equilibrium steady state is not required.
The quantum memory is dynamically protected against
certain noise channels by (local) Markovian dissipation.
In this work, we study a model with engineered dissi-
pation which appears to protect against both bit flips
and phase flips and lives in two spatial dimensions. In-
stead of relying on topological order, we suggest that
the model should belong to a phase that spontaneously
breaks two different Zs symmetries. Each Zs-symmetry-
broken phase protects a “classical bit,” which together
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form a robust qubit.

Quantum memory.—Consider a Hilbert space H, and
define two encoded, logical states |0),]1) € H that span
the codespace C. We assume the system is always ini-
tilized in the codespace: p; = [¢) (| where |¢) € C.

A local continuous-time Markovian generator £ in
Lindblad form is defined by

d : 1
d—f = L(p) = —i[H,p] + Y (LJPL}L‘ - Q{L}Lﬂ'ap}) ’
J

(1)

where H is the Hamiltonian of the system and L; are lo-
cal dissipators which arise due to the system-environment
coupling [40]. We consider a dynamical process that can
be decomposed into two parts, an “error” generator and a
“recovery” generator: L = L. + L,. The error generator
describes the main channels of physical noise which move
the initial state out of the codespace. The recovery gen-
erator stabilizes the codespace: L,.(p;) = 0, i.e. any state
in the codespace is a steady state of the recovery. We
allow for this noisy process to occur for a time ¢, which
generically sends p; to a mixed state p,,(t) = e~ (p;).

Finally, we employ a “single-shot” decoding quantum
channel &, which sends every state in the Hilbert space
back to the codespace [41]. The final state is

pr(t) = Ee ' (p;). (2)

We wish to find systems where the difference between
the initial and final states is exponentially small in the
system size:

1 —Tr[pips(t)] = O(e™ ™) as M — o0, (3)

where v > 0 is a time-independent constant and M is
the linear system size. A system described by £ hosts a



self-correcting quantum memory for any finite time ¢ if
Eq. (3) holds as the thermodynamic limit is approached:
The recovery Lindbladian £, ensures that errors do not
corrupt quantum information for any finite time.

The bit-flip and phase-flip errors of a two-level system
are generated via the Pauli operators X, Z respectively.
A good quantum memory should thus protect against
both sources of noise. Recent work [39] has described
the connection between Zo symmetry breaking and error
correction: A symmetry-broken phase protects quantum
information against X or Z errors, but not both. This
leads to a protected classical bit, which can be viewed as
a quantum bit experiencing biased noise [42].

In this work, we attempt to glue two different clas-
sical bits together to form a robust qubit. Our strat-
egy involves studying a system that self corrects against
bit flips due to Ising-like dissipators which tend to align
qubits locally. Furthermore, phase flips will self correct
due to driven-dissipative stabilization of the photonic cat
code. We begin by describing spontaneous symmetry
breaking in the cat code and in the Ising model sepa-
rately. We then describe a model which inherits both
protecting features.

Photonic cat code.—Let us briefly review Zs spon-
taneous symmetry breaking in the photonic cat code
[28, 43]. [For a detailed analysis, we refer to Ref. [39].]
Consider a driven-dissipative photonic cavity in the pres-
ence of two-photon drive and two-photon loss. The
rotating-frame Hamiltonian and dissipator read H =
A(a*+ (a")?), Ly = \/k2a®. Here a is the annihilation
operator for a cavity photon, A is the drive strength, and
ko is the two-photon loss rate. While the model has
Zo symmetry [H, Q] = [L2, Q] = 0 generated by parity
Q= ei"‘““, the steady state can violate this symmetry:

pss = [0)L ) = colae) +erlao),  (4)
for |co|? + |e1]? = 1, where |a.) ~ |a) + | — ), |a,) ~
|a) —|—a), and |«) is a coherent state with amplitude oo =

e~""/4\/N and N = \/ky photons. The even and odd cat
states | /,) represent logical 0 and 1, respectively.

The cat code is protected against phase-flip errors gen-
erated by photon dephasing Ly = \/kqa’a. Indeed, the
phase-flip logical error rate scales as e~ "N where 7 is
a constant [28]. The symmetry-broken states | £ a) ~
(Jae) # |ao))/+/2 have an exponentially-long lifetime in
the limit of large IV, ensuring that logical phase flips are
unlikely.

The dominant decoherence mechanism for the cat
qubit stems from the bit flip, generated via single-
photon loss L1 = (/ria: alaes,) ~ |ag/e), which re-
duces the qubit steady state structure to a classical bit:
pss = o + a)(+al + (1 — ¢)] — a)(=al,c € [0,1] [39].
More generally, perturbations that commute with pho-
ton parity (e.g. [Lq4, @] = 0) are expected to be self cor-
rected, while terms which explicitly break the symmetry

(e.g. {L1,Q} = 0) are not.

2D Ising model—We now turn our attention to a sys-
tem that has the opposite problem: Zs symmetry break-
ing will protect against bit flips but not phase flips. In
particular, we construct local dissipators which repro-
duce the thermal phase transition for the 2D classical
Ising model. The low-temperature phase protects a clas-
sical bit against bit flips.

We design a local Lindbladian such that its steady
state is the thermal state of the 2D Ising model on an
M x M lattice with periodic boundary conditions. The
2D Ising model Hamiltonian reads

M
His = — Z (Z:r,yZ:r+1,y + Zr,er,erl) ) (5)

z,y=1

where Z, , is the Z Pauli operator on site (x,y). The
ferromagnetic states are the ground states of this model
and span the codespace: [0) = | LI} ...),[1) =M1 ...),
with Z 1) = 1) and Z[1) = — [1).

We define dissipators and bit flips that locally obey
detailed balance with respect to this Hamiltonian. (For
simplicity, we set the Hamiltonian in the master equation
to zero.) Consider dissipators that are a product of a spin
flip (X) with a projector onto a particular domain-wall
configuration. In other words, these jumps will cause
a spin to flip sign according to a local “majority rule,”
i.e. only if more than two of the neighboring spins are
misaligned. Specifically:

L) = VEXeyPr .  Pr 1P

=" 2yt w—17y;—>Pr7y71;T’

3 ~ — — —
L;J)J = \/EX%?/P;y;pryy;TPw—17y;—>Px7y71;T’ (6)
where £ = VAk+A? — A and Pf,., = (1 £
ZyyZst14)/2 P;y;T =1+ Z;yZyy+1)/2 are projec-

tors onto particular local configurations of spins. The
superscripts indicate the number of domain walls which
the projector is checking for, and we neglect to write
jumps related by rotational invariance (i.e. there are 4
different L) operators per site) [44]. We also consider
an error process in the form of a uniform bit flip rate on
each lattice site:

L, =VAX,,. (7)

We have chosen our dissipators above such that the
steady state of the model is the thermal state of the 2D
classical Ising model:

e ﬂzlh{“ZA} (8)

Pss = Tr[e—BHis]’ 8
with the effective temperature set by the relative ratio
of the correction rate to the bit-flip rate. Within the
quantum jump picture [45, 46], the rates of transitioning
between different classical configurations respect detailed
balance. (See e.g. Fig. 1.)
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FIG. 1. The total rate of transitioning from a configuration
with 4 domain walls to a configuration with 0 domain walls
satisfies detailed balance: k4—0/Ko—4 = e8P,

While the thermal state (8) is always a steady state of
the model, it is not unique. All dissipators commute with
the parity operator Q = Hlj\ﬁ X;: [Lj, Q] = 0, which
means that the dynamics preserves the parity of the state
(called a “strong Zo symmetry” [47]). This implies that
there are at least two different steady states, one for each
parity sector. However this degeneracy is enlarged to four
in the symmetry-broken phase. In the thermodynamic
limit of the low-temperature phase, the steady state is:

=y e e (98 ) ()
)

for |co|? + |e1]? = 1, where the states |EE) are energy
eigenstates of the classical Ising Hamiltonian labeled by
their parity: Q|EF) = +|EF). This is an example of a
“noiseless subsystem,” and implies that a qubit can be
stored in the steady state [48-50].

We can confirm this picture via numerical simulations.
Suppose we initialize our system in a ferromagnetic state:
) = [0) = ([BJ) + By ))/V2 where |Ef) are ground
states in the different parity sectors [51]. We then quench
the system with the noisy Lindbladian for a time 7" much
larger than the inverse of the dissipative gap, so that the
system settles into its steady state. Finally, we apply a
single-shot decoder which brings the state back to the
codespace by measuring all domain walls in the system
then flipping all bits in the smaller domain.

Our results are summarized in Fig. 2. In the low-
temperature phase, the overlap starts to approach the
ideal value of 1 exponentially fast in M. Since domain
walls cost an energy proportional to their perimeter, it
is exponentially unlikely to flip a macroscopic number of
spins in the thermodynamic limit of the low-temperature
(symmetry-broken) phase, 8 > 8. = In(14++v2)/2 ~
0.44. Qualitatively different behavior occurs in the high-
temperature phase (red dots). Here, the success rate of
the decoder is only 50%.

Unfortunately, such a qubit structure (9) is unsta-
ble to noise that violates the strong symmetry. In
particular, the presence of Z dephasing (phase flips),
L; ~ Z;, reduces the strong Z, symmetry to a “weak
Zo symmetry” (defined at the level of the superopera-
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FIG. 2. (a) The overlap between the initial and final states

for the protocol given in the main text, for a Lindbladian
in the high-temperature phase (red dots), and in the low-
temperature phase (black and blue dots). As linear system
size M grows, the overlap approaches one only in the low-
temperature (symmetry-broken) phase corresponding to 8 >
Be ~ 0.44. (b) Same black data points on a log plot; the
overlap tends to one exponentially fast in M. In both (a) and
(b), the quench time is T' = 800/k, i.e. long enough to reach
the steady state. The simulation employs the quantum jump
approach by averaging over 10° trajectories.

tor: [£, Q] = 0, where Q(p) = QpQT), such that only a
classical bit can be stored in the steady state. In this
case, the steady state at low-temperature has the struc-
ture pss = ¢|0)(0] + (1 —¢)|1)(1], for ¢ € [0, 1]. In analogy
with the cat qubit in the presence of single-photon loss,
Z dephasing destroys the coherence between Ising ferro-
magnetic states.

2D photonic-Ising model. —We have found that the cat
code self corrects against phase flips but not bit flips, and
that the 2D Ising model self corrects against bit flips but
not phase flips. Is it possible to combine the protecting
features of both models to construct a system that self
corrects against both sources of noise?

Consider an M x M square lattice of photonic cavities.
Each cavity undergoes a two-photon drive process and a
two-photon loss process:

Hl”vy = )‘(a’i,y + (ai’,y)2)7 L2,z,y Y Kza’i,y ) (10)

where a,, is the annihilation operator on site (z,y).
Next, we consider local nearest-neighbor dissipators of
the following form:

(4) = Vhnnlzy my%szTpily—)sz 1,1
(3) = Vﬁnna’ly xy%nyT‘Pi 1,1/,—>P:;y 1,1 (11)

where a,, is the annihilation operator for the cav-

ity at site z,y, Fnn = \/Kiknn + K2 — K1, K1 IS the

single-photon loss rate (corresponding to the dissipator:

Loy = VEi0ay), P, —(1inme+1y)/2 aij
(1+£Qz,yQz,y+1)/2, and Q5 , = € mal 402y The following
states are the steady states of the model in the absence
of errors (k1 = 0) and span the codespace:

1Y) = colae)|ae)|ae) ...

Iy*}

+ cr]aod|ao) ) - ..y (12)



for |c|? + |c1]? = 1.

For thermal systems, the existence of a self-correcting
quantum memory is related to the presence of an ex-
tensive energy barrier which local errors must overcome
in order to create a logical bit-flip or phase-flip opera-
tion [52]. In the model described above, a logical bit-
flip operation can be created via local single-photon loss
Li .y = \/K1a., only by passing through a configura-
tion with an extensive number of domain walls, which
is exponentially unlikely in the limit of large lattice size
M — oo. Similarly, a phase-flip error can only be gener-
ated by taking the state |ae) £ |ao) to |ae) F|ay) for any
of the cavities. However, such a process is also unlikely to
occur via dephasing perturbations Lg s, = \/@alyyaz,y
which perturb states locally in phase space, since the
states | £ a) & |a.) £ |a,) are well separated in phase
space and an unstable fixed point sits between them [53].
The logical phase-flip errors are again exponentially un-
likely as N — oo.

The single-photon loss and the dephasing lead to terms
proportional to afa and (a'a)? in the Lindbladian, which
result in leakage out of the effective two-level codespace
for each cavity into other states of the cavity. This leak-
age poses a challenge for numerical simulation since (un-
like the Ising model) we need to keep track of more than
two degrees of freedom per lattice site. Nevertheless, we
shall provide evidence for a stable quantum memory by
employing a variety of approximations.

First, let us consider an approximation that allows us
to map the dynamics of the photonic-Ising model directly
to the classical-Ising model studied above. Specifically,
we introduce an idealized model by replacing the single-
photon loss dissipator L1 = /kia with Ey = /k1b,
where b = aV and V is the projector onto the codespace:
V = |ae){(ae| + |ao){a,|. We also assume an absence of
dephasing errors, i.e. kg = 0. This allows us to treat each
site as an effective two-level system |0) = |a), |1) = |ao),
avoiding any leakage out of the codespace. We similarly
replace a — b in the nearest-neighbor coupling dissipa-
tors (11) (except in the definition of @). The operator
b can be regarded as an “idealized bit flip” since, for
N > 1, it takes the form b &~ a(|ae){a,| + |ao) {ae|). The
idealized model maps exactly to the Ising model stud-
ied above, with an effective bit-flip error rate of Nk,
an effective Ising-correction rate of Nk,,, and an inverse
temperature 5 = In[(knn + k1)/k1] /8. We therefore find
that this model self corrects against bit flips in the limit
M — oo of the low-temperature phase. In the limit of
large driving strength and small single-photon loss, we
expect the photonic-Ising model to be well approximated
by the idealized model since the state rarely leaves the
codespace. We provide quantitative evidence for this in
the Supplemental Material (SM) [54].

Dephasing, single-photon loss, and bit-flip recovery
jumps (LSCSL and L§042,) cause leakage out of the codespace
which is neglected within the idealized model. It is nat-
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FIG. 3. The mean-field phase diagram for kq = k1. The top
right corner shades the region where both (Q) and (a?) are
non-zero. Both phase and bit-flip errors are protected. When
(a®) # 0 but (Q) = 0, we expect protection only for phase
errors. When <a2> = 0, we expect the memory to become
fragile under either noise.

ural to ask whether this leakage is detrimental to the
self-correcting properties of the qubit when the idealized
model is no longer a good approximation. We provide ev-
idence that this is not the case by studying a toy model
which resembles the 2D model. Consider a single cav-
ity coupled to a spin-1/2 particle (described by Pauli
operators X,Y, Z), leading to two logical states ||)|c.)
and |})|a,). The Hamiltonian and jump operators read
h = XNa® + (a")?), lo = r2d?, 1 = JriXa, lg =
VEaata, Ly = \/Fan3X(1 — Z)a. The model assumes
that single-photon loss is accompanied by a spin flip,
while two-photon drive and dephasing are not. The flip-
recovery jump l,, is triggered by a flipped spin state |1),
similar to the bit-flip recovery jump caused by a par-
ity misalignment in 2D. Importantly, leakage caused by
the noise processes l1,lq, and the flip-recovery jump is
captured by this model. In the SM [54], we analyze this
model numerically and analytically. We find that the ini-
tial state can always be perfectly restored via a decoder
(up to corrections exponentially small in N).

Finally, the stability of the memory can also be un-
derstood as the coexistence of two order parameters:
@) = (e““’fa> # 0 indicates the ferromagnetic phase
and therefore suppression of bit-flip errors, while (a?) # 0
indicates that the cat states are stabilized, implying sup-
pression of phase-flip errors. We use a product-state
mean-field ansatz p = ®§\C/’Iy:1 Pz,y, Where each p, ., is
a density matrix for a two-level system in the basis of
|£an r) for some mean-field coherent parameter apsp.
A non-trivial ordering of the system is identified by non-
zero fixed points of (Q) and (a?). The mean-field solu-
tions suggest that, for small k1, k4, both phase and bit-
flip errors are exponentially suppressed. When k1 or kg
exceeds a threshold, the order parameters undergo two
second-order phase transitions and the quantum mem-
ory is no longer stable (see the SM [54]). The mean-field



phase diagram is sketched in Fig. 3.

Discussion and outlook.—Photonic cat qubits are the
building blocks for several proposals aimed at achieving
a fault-tolerant quantum computer [42, 53]. A promis-
ing solution for dealing with the bit-flip error in the cat
code is to construct a quantum repetition code using cat
codes on a 1D lattice. The bit-flip errors are detected
and recovered globally by repeated fast syndrome mea-
surements [42, 53]. In contrast to this active protocol,
our result suggests that the errors can be continuously
suppressed by local interactions in 2D.

We can estimate the logical error rates in the photonic-
Ising model as follows. While the bit-flip error rate be-
comes extensive (~ O(N)) in the limit of large cavity
photon number, the Ising-type interaction gives rise to
an exponentially-suppressed error rate O(poly(M )e~7M)
with v > 0 [55-57], resulting in a logical bit-flip error rate
of O(Npoly(M)e="M). Similarly, a single cavity yields
a phase-flip error rate of O(e‘"’/N) with 7/ > 0, while
this is made extensive by the spatially-extended lattice
configuration, resulting in a logical phase flip error rate
of O(M?e=7'N),

The key ingredients for our proposal are the nearest-
neighbor coupling dissipators defined in Eq. (11). Future
efforts should design schemes that realize such effective
dissipators in experiments. We note that dissipators of
the form: L ~ af P (where P is a projector onto a parity
state) have been proposed theoretically [58, 59] and re-
alized experimentally [60] in the context of fixing errors
from single-photon loss for a single cavity. We speculate
that similar techniques can be used for many-body gen-
eralizations. The coupling dissipators (11) also arise nat-
urally as the thermal dissipators for the Ising-like Hamil-
tonian H = — ZW) Q;Q;, where Q; is the photon par-
ity operator for cavity ¢, and j is its nearest neighbor.
Schemes that result in the Hamiltonian terms @;Q; have
been proposed [58, 59]. The dissipators (11) could also
be implemented digitally with the assistance of ancilla
qubits, similar to the setup in Ref. [61]. A single time
step is implemented by storing the result of a ;@Q; mea-
surement [42, 53, 59] in an ancilla, applying a gate on it,
and then using an incoherent process to reset the ancilla.

The photonic-Ising model can be generalized to adapt
the Toom’s rule [62], or to higher dimensions [63] for a
better tolerance against single-photon loss and a more
robust perturbative stability. The full perturbative sta-
bility of the model remains an interesting open question.
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Supplemental Material for “Candidate for a self-correcting quantum memory in two
dimensions”

The Supplemental Material is organized as follows: In Sec. 1, we provide numerical evidence that the idealized bit
flip approximation introduced in the main text is reasonable in the limit of large drive, small single-photon loss, and
no dephasing. In Sec. 2, we study a “toy model”, which was introduced in the main text, which mimics the dynamics
of the 2D photonic-Ising model, and which is tractable both numerically and analytically. This model suggests that
leakage out of the codespace arising from single-photon loss and dephasing is not detrimental to self correction. In
Sec. 3, we provide details on the mean-field theory order parameters described in the main text.

1. IDEALIZED BIT FLIP APPROXIMATION

In this section, we elaborate on the idealized bit flip approximation used in the main text. In experiments, the
bit flip error for a single photonic cat qubit is generated via single-photon loss L; = /k1a. However, in order to
map our many-body-cat-qubit system to the 2D Ising model, we must replace this noise generator with an “idealized
bit flip”, represented via the jump operator: E; = \/k1aV where V is a projector onto the codespace. We provide
evidence that E; is a reasonable approximation for L; in the limit of small single-photon loss and large two-photon
drive (compared to the two-photon loss rate), which is the relevant regime for modern experiments involving photonic
cat qubits [42]. We also assume the absence of photon dephasing. To this end, we shall present two models for a
single cavity and show that their steady states and dissipative gaps converge in this limit.

Model 1 has the standard single-photon loss term which is expected to appear in experiment. Model 2 has the
“idealized bit flip” which is needed to make numerical progress.

Model 1: Let us consider a single photonic cavity in the presence of two-photon drive H = A[a?+ (a')?], two photon
loss Ly = \/k2a?, and single-photon loss L1 = \/k1a. It is convenient to utilize the gauge freedom of the Lindbladian
to eliminate the Hamiltonian by incorporating it in a dissipative term. The following two dissipators share the same
master equation as the model just described:

L. = \/ra(a* — a?), o= g/%e_”/‘l (S1)
2
Ly = \/kia. (52)

The dissipator L. will cause states in the Hilbert space to evolve towards the coherent states | & ), which are dark
states of L.. We thus find that L. generates the “recovery” part of the Lindbladian, while L; generates bit flip errors
and causes leakage out of the codespace.

From the perspective of quantum trajectories, single-photon loss causes the amplitude of a coherent state to decay
due to the non-Hermitian Hamiltonian term proportional to x1a’a which (by itself) causes the coherent state parameter
to decay via ae™ !, The two-photon drive process ensures that the steady state amplitude remains non-zero, but
nevertheless the photon population decreases due to the single-photon loss. Within mean-field theory, the average
number 72 of photons in the cavity satisfies

2/\—I€1

ﬁ =
2/€2

(S3)

This suggests that, in the limit of \/kg > 1, the steady state of the system should start to converge to a coherent
state | & ) with a shifted amplitude:

[2X— K1 _ix
al £ p) = £pu| £ p), M= TJG /, (54)

Numerics suggest that the true steady state of the system will be a mixture of several pure states [39]. However,
the steady state will have large overlap with the states | £ ). In the limit k1 /K2 < 1, the steady state will start to
converge to a mixture of the states | £ p).
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FIG. S1. Model 1: (a) Expectation value of |u)(u] in the steady state of the model described in Egs. (S1), (S2) with A\/k2 = N

for different choices of k1/k2. In the limit A/k2 > 1, k1 /k2 < 1, the system converges to the coherent state |u). We use exact

Lindblad evolution starting from the initial state |a) and evolving for a time ¢ = 200/k2 to reach the steady state. (b) The
dissipative gap A4 scales linearly as a function of the drive strength, for k1 /k2 = 1073,
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FIG. S2. Model 2: (a) Expectation value of |u){u| in the steady state of the model described in Egs. (S6), (S7) with parameters:
A/k2 = N for different choices of £1/k2. In the limit, A/k2 > 1, k1/k2 < 1 the system converges to the coherent state |u). We
use exact Lindblad evolution starting from the initial state |a) and evolving for a time ¢t = 200/k2 to reach the steady state.
(b) The dissipative gap A, scales linearly as a function of the drive strength, for s /r2 = 1073,

We can confirm this via numerical simulations. In Fig. S1 we plot the overlap of the steady state with |u) as
a function of the drive strength A/kq, for different choices of x1/k2. We find that the steady state of the system
approaches |u) in the limit A\/ke > 1,k1/kg < 1. These parameters are in a regime that is relevant for modern
experiments [42]. We also plot the dissipative gap, which scales linearly with the drive strength.

Beyond a shift in the coherent state amplitude, single-photon loss also has the effect of reducing the qubit-steady-
state structure to a classical-bit-steady-state structure. Only classical mixtures of coherent states are stable, while
off-diagonal coherences have a finite lifetime:

pss = clp)(pl + (1 = )] = p)(=pl. (S5)

for ¢ € [0,1],A\/k2 > 1,k1/Kk2 < 1. The steady state is thus two dimensional, enough only to store a classical bit.

Model 2: Let us now consider a different model which will have the same steady state and dissipative gap in the
limit A\/k2 > 1,k1/Kk2 < 1, but will involve the “idealized bit flip” rather than single-photon loss. Consider the
dissipators

Lo= Vi@ —a?),  a= e (S6)

Ey = \/k1b = /k1adV, V = Jae) {e] + o) (ol (S7)
where |a.) ~ o) + | — a), |a,) ~ |a) — | — a). In this model, the dissipator E; does not cause any leakage of photons

out of |«). This is because the non-Hermitian Hamiltonian term proportional to EI E keeps superpositions of | + «)
in this subspace (due to the projector V). Nevertheless, the term F; ensures that quantum superpostions of | + &) are
unstable, while classical mixtures are stable. The steady state starts to converge to the following state in the limit of
large drive \/ko > 1:

pss = cle){al + (1 = )| — a)(=al, (S8)



for ¢ € [0,1].
The overlap between |«) and |u) satisfies
2 2
2 k1 k1
= - ~1-— e S9
alif? = exp| - o | 1 (59)

This implies that the deviation from unity scales as k3 when koA > k3. We confirm this in Fig. S2: The deviation
between the steady state of Model 2 and |u) scales quadratically with sy in the limit of large drive. We also plot the
dissipative gap, which again scales linearly with the drive strength.

We have shown that Models 1 and 2 converge to each other in terms of their steady state and their dissipative gap
in the limit A\/kg > 1,k1/ka < 1. This suggests that Model 2 is a reasonable approximation for Model 1 in this
regime. Intuitively, this happens because the system quickly evolves toward the codespace, such that the projector
term V acts trivially on the state. In the main text, we demonstrated that Model 2 self corrects against bit flip errors
via the Ising-like dissipators described above. We expect Model 1 to behave in qualitatively the same manner after
the replacement of b — a.

We note that, although we used the limit A/k2 > 1, k1 /k2 < 1 to establish the exact mapping to the Ising model,
we do not expect that this limit is needed to preserve quantum information in general. Rather, the system only needs
to stay within the ordered phase (see Fig. 3 in the main text and SM Sec. 3). A relatively small x; ensures that
the steady state of the dynamics is a mixed state. Nevertheless, we expect that this mixed state will be a “noiseless
subsystem” [see Eq. (9) in the main text], which implies that it can be decoded with a channel superoperator at the
end of the dynamics.

2. TOY MODEL

The Ising-inspired bit-flip recovery jump operators [Egs. (11) in the main text] by themselves will not give rise to
protection against single-photon loss in the absence of a drive, since single-photon loss will cause the system to evolve
to a vacuum state. In this section, we argue that, when the bit-flip recovery is coupled with the driving, the resulting
environment is able to protect against both dephasing and single-photon loss errors.

Ideally, we would like to numerically simulate the 2D array of M?2 cat qubits introduced in the main text. However,
such a simulation is computationally expensive. We restrict ourselves to the toy model introduced in the main text:
a single cat qubit coupled to a two-level system, the latter described by Pauli operators X, Y, Z. The logical states of
this toy system are defined as |}) |a,) and |}) |ae), where |ae) , |a,) are the logical states for a single cat qubit. The
noise and recovery jump operators are modified to

le = \/Ra(a® — a?), o= @/ie_”/4 (S10)
K2

lh = riXa, lg=/rea'a, (S11)

lpn = \/nnn%X(l —Z)a, (S12)

where [. generates a Lindbladian that is equivalent to the combined action of i and [ in the main text. In this
toy model, the spin-1/2 particle is essentially a “classical bit” that takes the discrete value of up or down. Any
single-photon loss event is always accompanied by a flip of the spin. A bit-flip recovery for the cat qubit can then be
achieved by checking the orientation of the spin: an annhilation operator a is applied to the cavity if the spin points
upwards, otherwise nothing happens. This mimics the full 2D case where a bit-flip recovery jump is triggered by a
parity misalignment between nearest-neighbor cat qubits. The difference between the 2D model and the toy model
is that the latter always knows when an odd number of single photon-loss events has occurred. What remains to be
tested is whether the errors can be corrected by introducing the bit-flip recovery jump.

Suppose we initialize the dynamics with a generic state in the codespace. We consider the following two scenarios:
We choose the model with (i) ko = 1,k4 = 0.1,k1 = 0.1, Ky, = 0 and (ii) ko = 1,54 = 0.1, k1 = 0.1, Ky, = 0.3. The
system size parameter is N = A/ky with N — oo representing the thermodynamic limit. The initial state is first
evolved with this Lindbladian for duration 7" = 15, then followed by the corresponding noiseless Lindbladian evolution
(kg = k1 = 0) for another T' = 15. In the end, we compute the fidelity between the final state and the initial state.
The results for the two scenarios are shown in Fig. S3 for different N.

The results clearly show distinct behaviors. For case (i), where k,, = 0, the single-photon loss causes uncorrectable
errors in the stored memory, leading to a saturated fidelity of 1/2 (due to an equal mixture of the flipped and unflipped
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FIG. S3. We initialize the dynamics with state p; = |¢) (1|, where |¢) = % ) lae) + 22— ) |ao). (a) Overlap between
the initial and final states for knn = 0 [case (i)] and knn/k2 = 0.3 [case (ii)] as N = A\/k2 increases. Parameters: kq/k2 =
0.1,k1/k2 = 0.1. (b) For case (ii), i.e. knn # 0, the log scale plot shows that the fidelity converges exponentially quickly to 1
as N — oo.
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FIG. S4. Repeating the same simulation as in Fig. S3, except the recovery (noiseless) Lindblad evolution is done using
Knn = ka = k1 = 0 in both cases (i) and (ii) [not just case (i)]. The overlap between the initial and final states is larger than
1/2 when knpn # 0 during the noisy dynamics [modified case (ii)], while the overlap saturates to 1/2 when rn, = 0 [the original
case (i)]. In the thermodynamic limit, the overlap values agree with mean-field results (shown as horizontal dashed lines).

states) as N increases. For case (ii), where k,, # 0, increasing N leads to a fidelity exponentially close to the ideal
value of 1.

As a sanity check, let us consider the same numerical simulation but modify case (ii) by setting x,, = 0 during
the noiseless dynamics (while still keeping k,, = 0.3 during the noisy dynamics). The results of the simulation are
shown in Fig. S4. In case (i), which is identical to the one studied in Fig. S3, the fidelity relaxes to 1/2 regardless of
the system size as before. The modified case (ii) shows a saturated fidelity between 1/2 and 1, suggesting a partial
preservation of the initial quantum memory. This again confirms the dynamical quantum memory protection arising
from the flip-recovery jump and two-photon drive.

Mean-field analysis of the toy model.—We use a mean field approach to show that, despite the spin-boson
coupling in our toy model, the Zy symmetry-breaking phase diagram of the single cat qubit is reproduced. Given an
observable O and a Lindbladian term £ generated by the jump operator L, the expectation value obeys

N 1 A ~
Tr [0@} — 5T [[0, LYLp+ LY[L, O}p} . (S13)
Using this, we can derive a coupled set of mean-field equations of motion for (a) and (Z):
d 1 K
il - Ty _ = nnol — — 2
“Ha) = =iMal) = 5 (w1 + ka+ 222 (1= (2))) (@) = ralal(a), (s14)
d
—(2) = =2m]al*(Z) + nnlal*(1 = (2)). (S15)
This yields the mean-field fixed point solutions for both observables
K
7\ = nn , S16
() = o (S16)

Ralal? = |\ — = (m + kg + ﬁ’“”"“) . (S17)



The expression closely matches the simulation in the thermodynamic limit (see Fig. S4).
It is interesting to note that if k;/k2 is small enough, then any non-zero k,, can give rise to a stable memory
((Z), (a) # 0). On the other hand, if k1 /Ko is large, a large Ky, can destabilize the memory, leading to {(a) = 0.

3. MEAN-FIELD SOLUTION FOR THE 2D PHOTONIC-ISING MODEL

In this section, we present the mean-field solution for the 2D photonic-Ising model. The mean-field analysis shows
the existence of two symmetry-breaking transitions via two order parameters: a? and Q = eima'a,

We consider a product-state mean-field ansatz p = ®fy:1 Px.y- At each site, p, , is a density matrix for a two-level
system in the basis of |+ap r) for some coherent parameter app. We first begin by deriving the mean-field equation
for Q = eim@'e Note that all the terms that commute with @ do not contribute to the time evolution. We are
therefore left to consider only the single-photon loss term and the bit-flip correction term. Using Eq. (S13), we obtain

d .
% = -2 (m(aTaQ) + kinn(a'aQP,, ) + nnn<aTaQP,gm>) , (S18)
where P, , Pz, . are sums of projectors onto different parity configurations with rates Kpnn, fnn, as introduced in the
main text. Within mean-field theory, we replace the expectations by a product of expectations at each site, yielding

1 d<Q> Rnn — 4’%nn 5 Knn + 4’%nn 3 3Hnn + 4/2%71
- = S . 1
Sl i Q)P 4 et ) S ) @) (s19)
Similarly, we can derive the mean-field equation for a?:
2
d<;t ) = —rp(2(aTaa®) + (a?)) —iN(2(aTa) + 1) — k1 (a®) — 2k4(a®) — Kpn(a®Py,,) — Fpn{a®Px, ). (S20)

With the mean-field ansatz, we may approximate (afaa?) ~ |y r|*(a?). We also have (a®P;, ) = (a?)(Pz,, ) and

(a®P,,,) = (a®)(Py,,). After some algebra, the mean-field fixed points at the thermodynamic limit (e.g. xa — 0)
can be found to satisfy

2v/k2, — 4k1(Fnn — 4Finn) — Knn — 4R

2 _ nn nn nn nn nn 21
(@) Fnn — 4Fnn ’ (521
2X — K1 — 26q — 1 {(Q)* — 12(Q)2 — 7o

2/432

|Oé]\/[F|2 s (822)

where 74 = (=3Knn + 4Fnn) /16, Yo = (Knn — 48nn)/8, and Yo = (Knn + 4Rn,)/16. In addition, (Q)? # 0 is only
possible when |apsr|? # 0. Intuitively, when (a?) = 0, the cavity will lose coherence and decay to the vacuum due to
the noise. The logical states are no longer well-defined in this case.

It is important to note that the mean-field solution suggests that the leakage caused by both finite k1 and finite kg
is compensated by the two-photon drive. The effect of this leakage amounts to a shift in the steady state coherent
parameter.
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