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We observe interaction-induced broadening of the two-photon 5s-18s transition in 87Rb atoms trapped in
a 3D optical lattice. The measured linewidth increases by nearly 2 orders of magnitude with increasing
atomic density and excitation strength, with corresponding suppression of resonant scattering and
enhancement of off-resonant scattering. We attribute the increased linewidth to resonant dipole-dipole
interactions of 18s atoms with blackbody induced population in nearby np states. Over a range of initial
atomic densities and excitation strengths, the transition width is described by a single function of the
steady-state density of Rydberg atoms, and the observed resonant excitation rate corresponds to that of a
two-level system with the measured, rather than natural, linewidth. The broadening mechanism observed
here is likely to have negative implications for many proposals with coherently interacting Rydberg atoms.
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Because of their strong, long-range, coherently control-
lable interactions, Rydberg atoms have been proposed as a
basis for quantum information processing and simulation
of many-body physics [1–4]. Using the coherent dynamics
of such highly excited atomic states, however, requires
addressing challenges posed by the dense spectrum of
Rydberg levels, the detrimental effects of spontaneous
emission, and strong interactions.One approach is to operate
on time scales much faster than the long Rydberg lifetime,
typically microseconds to milliseconds [5–8]. Another
proposed approach is to off-resonantly couple the ground
and Rydberg state, admixing a small amount of the strongly
interacting character into the ground state while substan-
tially reducing spontaneous emission [9–19]. This Rydberg-
dressed atom approach has been recently demonstrated with
pairs of atoms [20], but has been difficult to realize in a
many-body context [21]. A full understanding of the scope
and limitations of these proposals requires including the
effects of spontaneous decay within the dense energy level
structure, which typically cannot be described by a mean-
field treatment in interacting gases due to correlated quan-
tum coherent and dissipative effects.
We study the effect of interactions in a driven, dissipative

system of Rydberg atoms in a 3D optical lattice.We observe
significant deviation from the expected excitation rates both
on and off resonance that cannot be explained by van der
Waals interactions or a mean-field treatment of the system.
We attribute these effects to blackbody induced transitions to
nearby Rydberg states of opposite parity, which have large,
resonant dipole-dipole interactions with the state of interest.
These off-diagonal exchange interactions result in complex

many-body states of the system. Previouswork has explored
the impact of similar, controlled, interactions [22–25];
however, the uncontrolled creation of strongly interacting
Rydberg levels due to spontaneous or blackbody processes
is typically ignored in discussions of coherent Rydberg
dynamics. These interactions may significantly modify the
parameter regimes available for many-body Rydberg-based
systems. In particular, we show that even at low densities of
Rydberg atoms, uncontrolled production of atoms in other
states significantly modifies the energy levels of the remain-
ing atoms.
We use a state in 87Rb with principal quantum number

n ¼ 18, and relatively short natural lifetime, 1=Γ0 ¼ 3.5 μs
(including blackbody transitions), to study dissipative
effects in a Rydberg system. Atoms in the same Rydberg
level interact primarily via the C6=r6 van der Waals
interaction, which for the 18s state is repulsive and equals
the 18s linewidth at 800 nm separation. On the other hand,
atoms in states of opposite parity interact via themuch larger
resonant dipole-dipole interaction, ∝ C3=r3, whose angular
dependence allows it to be positive or negative [26,27]
and, for 18s interacting with 17p or 18p, equals the 18s
linewidth at 16 μm separation. Blackbody-induced transi-
tions to other Rydberg levels constitute≳20% of the decay.
We note that molecular resonances can be ignored due to the
low principal quantum number that allows molecule for-
mation only at extremely high densities [28].
We excite the 18s1=2 state using a two-photon transition

via the 5p1=2 state [Fig. 1(a)], with intermediate state
detuning Δ=2π ≈ 235 MHz and independently calibrated
single-photon Rabi frequencies, Ω1=2π < 10 MHz and
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Ω2=2π ≈ 7 MHz [29]. The two excitation lasers are stabi-
lized to the same high-finesse optical cavity with< 10 kHz
linewidth, and are polarized and tuned to couple the
ground j5s1=2;F ¼ 2; mF ¼ −2i hyperfine state to the
j18s1=2;F ¼ 2; mF ¼ −2i state with two-photon detuning
δ and Rabi frequency Ω ¼ Ω1Ω2=2Δ.
The atomic system consists of a Bose-Einstein con-

densate of ≈4 × 104 atoms initially in the jF ¼ 1; mF ¼
−1i ground state, loaded into a 3D optical lattice [29,31].
The lattice provides a minimum separation of 406 nm and
additionally suppresses superradiant Rayleigh scattering
on the 5s-5p transition [32]. We control the atomic density
available for Rydberg excitation with microwave rapid
adiabatic passage that puts a fraction, f, of the atoms in
the jF ¼ 2; mF ¼ −2i hyperfine state and shelves all
remaining atoms in the nonparticipating jF ¼ 2; mF ¼
þ2i state. This technique varies the average density ρg ¼
f × 57 μm−3 without altering the geometry of the cloud.
We quantify excitation to the Rydberg state by measuring
the population remaining in the initial state (or, equiv-
alently, pumped into the initially empty mF ¼ 0, #1
states) following excitation. The ground hyperfine
populations are separated in time of flight with a Stern-
Gerlach magnetic field gradient and measured via absorp-
tion imaging.
We measure the Rydberg excitation rate R (proportional

to the optically pumped fraction following a fixed excita-
tion time at least several 18s lifetimes, but shorter than the
time to depump the initial state) as a function of δ, Ω, and
ρg. Observed line shapes are symmetric and well charac-
terized by Lorentzians [Fig. 1(b)]

R ¼ R0

1þ 4δ2=Γ2
: ð1Þ

We fit a decaying exponential to the population remaining
in the initial state as a function of excitation time for two-
photon excitation with δ ¼ 0 and for the lower 5s-5p field
alone [Fig. 2(a)]. For eachΩ and ρg, we extract the resonant
excitation rate R0 by subtracting the 5s-5p optical pumping
rate from the measured two-photon rate and scaling by the
45% fraction that decays to states other than the initial state.
The linewidth Γ is determined from a Lorentzian fit to the
optical pumping as a function of δ [Fig. 2(b)]. We observe
that Γ increases dramatically with both Ω and ρg, reaching
values as large as ≈200Γ0. At small Ω and ρg the narrowest
observed linewidth is ≈3Γ0 and the residual broadening is
attributed to inhomogeneities such as optical trapping light
shifts and laser frequency noise.
Remarkably, R0 is linear in Ω (with slope that depends

on ρg) and shows no sign of saturation up to Ω ¼ 3 Γ0

[Fig. 2(a)]. This behavior is inconsistent with standard
single-atom theory and purely inhomogeneous broadening,
which predicts faster excitation that depends on Ω2 for

FIG. 1. (a) Level diagram for two-photon excitation to the 18s
Rydberg level. Fractional density f in the jF ¼ 2; mF ¼ −2i
ground state is controlled by microwave transfer, remaining atoms
are shelved in the nonparticipating jF ¼ 2; mF ¼ þ2i state (spec-
trally resolvable due to a 0.3 mT magnetic field along the optical
axis).Decay from the18s state occurs viamany channels, including
via Rydberg np levels and the 5p3=2 state. Atoms are optically
pumped to the jF ¼ 1; 2;mF ¼ −1; 0i ground states. (b) Example
18s spectrameasured as the population in themF ¼ 0,#1 states vs
two-photon detuning δ. Blue isΩ=2π ¼ 3 kHz, f ¼ 0.3 and red is
Ω=2π ¼ 140 kHz, f ¼ 0.75.
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FIG. 2. (a) Measured optical pumping rate for 5s-5p field only
(red) vs Ω1 (top axis) and two-photon resonant excitation with
lower rate subtracted (black) vs Ω (bottom axis). The black line is
a linear fit to R0 and the red line is the calculated 5s-5p rate with
no adjustable parameters. The gray dashed line is the expected
single particle rate. (b) Measured width Γ in units of the natural
linewidth Γ0 ¼ 2π × 45 kHz vs Ω for different fractional den-
sities. The dashed line is linear scaling. Error bars represent
statistical fitting uncertainties.
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smallΩ and saturates at largeΩ [Fig. 2(a) dashed line]. The
observed R0 corresponds to a single-atom theory assuming
the measured Γ as the transition linewidth: R0 ≈Ω2=Γ.
To determine whether the observed broadening corre-

sponds to a concomitant shortening of the 18s lifetime,
as would broadening due to superradiance [33], we
collect fluorescence emitted on the 5p3=2-5s1=2 transition
[Fig. 1(a)]. The fluorescence, which scales with the optical
pumping signal and is proportional to the number of 18s
atoms, is collected by a lens relay system (NA ¼ 0.12) with
an interference filter to block the 5s-5p1=2 excitation light,
detected by a single photon avalanche diode, time tagged
with 21-ns resolution, and summed over many excitation
pulses. The observed lifetime, measured as the decay in
detected photons after extinguishing the excitation light, is
consistent with the 3.5 μs natural lifetime and independent
of Ω (see Fig. 4 inset and Ref. [29] for more information).
This result is consistent with previous observations of the
suppression of superradiance due to driven dipole inter-
actions [34]. The confirmation of the natural lifetime, along
with the lack of saturation of the optical pumping, rules out
superradiance and suggests the broadening is due to rapid
dephasing of the optical coherence. In addition, confirma-
tion of the lifetime allows an estimate of the steady-state
18s population.
The steady-state density of 18s atoms, under resonant

excitation, is the atomic density ρg scaled by the ratio of the
excitation rate R0 to the decay rate Γ0: ρ18s ¼ ρgR0=Γ0. The
steady-state densities in nearby np states are equal to ρ18s
scaled by the ratios of the 18s-np transition rates to the np
decay rates: ρnp ¼ ρ18sbnpΓ0=Γnp ¼ ρgR0bnp=Γnp, where
bnp are the branching ratios from 18s to np (dominated by
blackbody transitions to 17p and 18p states), andΓnp are the
decayratesof thenpstates (includingblackbodytransitions).
We observe Γ as large as 8 MHz, inconsistent with the

1.9 MHz van der Waals shift expected at our highest 18s
densities [29]. In addition, the observed line shapes are
symmetric, inconsistent with the repulsive van der Waals
interaction. Also, the broadening depends only on the
average density ρg and is independent of the microscopic
configuration, which we alter by transferring atoms in
every other lattice site in 2D to the shelving state [35]. The
width, line shape symmetry, and insensitivity to nearest-
neighbor spacing are consistent with the larger, longer-
range, symmetric, dipole-dipole interaction between states
of opposite parity.
For broadening due to dipole interactions, we expect a

width of order
P

jCðnpÞ
3 jρnp, where the sum is over the np

states, which have different effective interaction strengths
and branching ratios. This can be rewritten as β3ρgR0

using the expression above for ρnp and defining the

quantity β3 ¼
P

jCðnpÞ
3 jbnp=Γnp ¼ 116 μm3 (including

the root-mean-squared average of the angular dependence
of C3). Combined with the observed relation R0 ≈ Ω2=Γ,

this provides expressions for Γ and R0 in terms of
independently controlled variables Ω and ρg:

Γ ≈Ω
ffiffiffiffiffiffiffiffiffi
ρgβ3

q
;

R0 ≈
Ωffiffiffiffiffiffiffiffiffi
ρgβ3

p : ð2Þ

Γ and R0 are plotted in terms of these expressions in Fig. 3.
The data not only collapse to approximately linear curves
over 2 orders of magnitude, but the magnitude is well
described by the dipole-dipole energy scale characterized
by the independently calculated factor β3. (Neither of these
features is present for scaling with the van der Waals
interaction [29]). This agreement is highly suggestive of a
broadening mechanism dominated by dipole interactions
with contaminant states. The fluctuating microscopic con-
figuration of np states being populated and decaying leads
to dephasing that is not accompanied by either saturated
optical pumping or shortening of the lifetime.
This broadening mechanism requires some initial time to

populate the contaminant states. We study the time dynam-
ics of resonant and detuned excitation using the fluores-
cence on the 5p3=2-5s1=2 transition. Figure 4 shows the
fluorescence, converted into a number of 18s atoms, as
a function of time for excitation at different detunings
with Ω=2π ¼ 140 kHz and f ¼ 1. At the two nonzero
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detunings, the population reaches a significant fraction of
the resonantly excited population in a few μs. This is in
stark contrast to the expected single-atom scattering times
of 3 and 11 ms for these nominally far detuned cases
(τs ¼ 4δ2=Γ0Ω2 for δ ≫ Ω, Γ0). The faster excitation off
resonance leads to observed 18s populations larger by a
factor of ≳30 than expected. For the resonant case, on the
other hand, the observed population is smaller than
expected from a single-atom picture by a factor of ≳10,
which cannot be explained by van der Waals interactions
alone. The expected noninteracting excitation rates, both on
and off resonance, are central to the feasibility of both
dressed Rydberg proposals and Rydberg quantum gate
implementations. We observe substantial deviations from
these expected rates, which must be addressed for a full
analysis of any Rydberg system.
This shortening of the off-resonant scattering time may

not be a problem in few atom systems such as arrays of
microtraps or other 2D systems [20,36,37], but it is likely
problematic for implementing Rydberg-dressed atom pro-
posals in large, many-body systems [9–12]. The time until
the creation of the first contaminant atom is τ ¼ τs=bN0,
where b≳ 20% is the branching to contaminant states and
N0 is the total number of atoms. Interaction with the first
np atom allows excitation of other atoms at a faster,
resonant rate, leading to additional np atoms that, in turn,
increase the number of atoms resonantly excited, similar to
Rydberg aggregation at shorter time scales due to van der
Waals shifts [38–40]. The long-range nature of the dipole
interaction causes aggregation on length scales comparable
to typical experimental system sizes, leading to rapid

broadening over the entire ensemble. This simple time
scale estimate gives a qualitative understanding of the early
time dynamics, and future work to develop a full micro-
scopic model will hopefully provide quantitative descrip-
tions of both the dynamic and steady-state behavior [29].
Finally, the magnitude of the uncontrolled interactions with
contaminant atoms is large compared to the interactions in a
Rydberg-dressed approach. In particular, a dressed atom’s
uncontrolled dipole interaction with a contaminant atom is
larger than its interaction with another dressed atom for
ρnp > Ω2=δC3 [21], which is quickly exceeded under
reasonable experimental conditions [29].
In conclusion, we report experimental observation of

large spectral broadening of a Rydberg transition modify-
ing the scattering rate both on and off resonance. We infer
this effect results from the uncontrolled buildup of atoms in
nearby Rydberg states. Resonant dipole-dipole interaction
with those states causes dephasing and broadens the driven
transition. Any single-atom approach to this problem is
inherently nonlinear, as the broadening depends on the
excited population, leading to distinctly non-Lorentzian
line shapes that contradict our observations. Mean-field
approaches fail because the off-diagonal interaction
requires single-atom coherences between the driven state
and contaminant states, which do not develop under
blackbody induced population of the contaminant states
[29]. This suggests the importance of correlations and is the
focus of future theoretical efforts. Nonetheless, indepen-
dent of a microscopic model, a simple analysis supported
by experimental observation suggests the time available for
coherent manipulations is much shorter than the expected
single-atom scattering time, placing significant constraints
on Rydberg dressing proposals. Importantly, the mecha-
nism described here scales unfavorably with principal
quantum number [29] and implies the need to account
for even a small number of impurity Rydberg atoms when
considering interactions in dense gases. And, although we
have focused on exciting to an s state with contaminant p
states, this mechanism is similarly present for excitation
to any Rydberg state, which will populate nearby states of
opposite parity. We note similar broadening has been
observed in Rydberg transitions in strontium [41].
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