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Abstract
Precise control over quantum systems can enable the realization of fascinating ap-

plications such as powerful computers, secure communication devices, and simulators
that can elucidate the physics of complex condensed matter systems. However, the
fragility of quantum effects makes it very difficult to harness the power of quantum
mechanics. In this thesis, we present novel systems and tools for gaining fundamental
insights into the complex quantum world and for bringing practical applications of
quantum mechanics closer to reality.

We first optimize and show equivalence between a wide range of techniques for
storage of photons in atomic ensembles. We describe experiments demonstrating the
potential of our optimization algorithms for quantum communication and computa-
tion applications. Next, we combine the technique of photon storage with strong
atom-atom interactions to propose a robust protocol for implementing the two-qubit
photonic phase gate, which is an important ingredient in many quantum computation
and communication tasks.

In contrast to photon storage, many quantum computation and simulation appli-
cations require individual addressing of closely-spaced atoms, ions, quantum dots, or
solid state defects. To meet this requirement, we propose a method for coherent op-
tical far-field manipulation of quantum systems with a resolution that is not limited
by the wavelength of radiation.

While alkali atoms are currently the system of choice for photon storage and many
other applications, we develop new methods for quantum information processing and
quantum simulation with ultracold alkaline-earth atoms in optical lattices. We show
how multiple qubits can be encoded in individual alkaline-earth atoms and harnessed
for quantum computing and precision measurements applications. We also demon-
strate that alkaline-earth atoms can be used to simulate highly symmetric systems
exhibiting spin-orbital interactions and capable of providing valuable insights into
strongly correlated physics of transition metal oxides, heavy fermion materials, and
spin liquid phases.

While ultracold atoms typically exhibit only short-range interactions, numerous
exotic phenomena and practical applications require long-range interactions, which
can be achieved with ultracold polar molecules. We demonstrate the possibility to
engineer a repulsive interaction between polar molecules, which allows for the sup-
pression of inelastic collisions, efficient evaporative cooling, and the creation of novel
phases of polar molecules.
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Chapter 1

Introduction, Motivation, and
Outline

To convey the main message of the thesis to a non-expert reader, before diving
into details, let us begin with a paragraph-long non-technical abstract. Very small
particles, such as individual atoms or photons (particles of light), obey the laws of
quantum mechanics, which are strikingly different from the laws of classical mechanics
that describe the motion of large objects in everyday life. Quantum mechanics allows
for very peculiar effects such as the ability of particles to be in different places at
the same time. Within the past twenty years, physicists have realized that quantum
systems can potentially be harnessed for a variety of practical applications, such as
extraordinarily powerful computers and unbreakably secure communication devices.
However, due to the fragile nature of quantum effects, the realization of these ideas is
very challenging. In fact, it is currently unknown if a large-scale controllable quantum
system such as a quantum computer can be built, in practice or even in principle.
In this thesis, we combine ideas and techniques from different areas of the physical
sciences to bridge the gap between cutting-edge experimental systems and fascinating
potential applications enabled by quantum mechanics. The author hopes that this
work indeed helps (and will help) bring quantum computers and quantum communi-
cation devices closer to reality and at the same time provides fundamental insights
into the laws of the quantum world.

Let us now discuss all of this in more detail. Why should one consider building
technologies that employ the laws of quantum mechanics? There are two main rea-
sons. The first reason is that modern devices, such as telephones and computers, are
getting smaller and smaller at such a fast pace that device elements made of several
atoms will soon become inevitable. At that point, one will simply be forced to face
the laws of quantum mechanics as these are the laws that govern the behavior of such
small objects. The second reason is that quantum technologies can be much more
powerful than their classical counterparts, as we will discuss below. To put this power
in perspective, it may very well be that the impact of emerging quantum technologies
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will be greater than the impressive impact the introduction of classical computing
had on the world [1].

Turning these ideas into real quantum technologies is, however, extremely chal-
lenging. Indeed, we do not normally encounter quantum mechanical effects in every-
day life. The reason is that quantum systems interact with the environment and, as a
result, quickly lose their quantum properties (decohere). The goal of a quantum en-
gineer is, thus, to isolate from the environment a quantum system that is sufficiently
large and powerful to perform the desired tasks. However, there are two more require-
ments that must be satisfied at the same time: first, the different parts of the isolated
quantum system must be sufficiently well-coupled to each other, and, second, the
quantum engineer must be able manipulate the system into performing the desired
tasks (such as, for example, initializing a quantum computer and then reading out
the answer). The requirements of having a quantum system that is strongly coupled
within itself and that can be well-controlled by the quantum engineer, but that is, at
the same time, well-isolated from the environment, are nearly contradictory. Indeed,
there is a fundamental unanswered question: to what extent can one engineer such
quantum systems, both in principle and in practice? This question currently drives
much theoretical and experimental effort in physics, information theory, mathemat-
ics, chemistry, materials science, and engineering. Motivated by this challenge, in
this thesis, we explore new systems and develop new tools, at the interface of atomic,
molecular, optical, and condensed matter physics, to bridge the gap between available
experimental technology and the theoretically proposed applications.

In the remainder of this Chapter, we will first review those quantum systems
that may form the basis for quantum technologies. We will then review possible
applications of these systems (i.e. possible quantum technologies). Various tools are
used to control quantum systems with the goal of realizing the applications. The
work in this thesis covers the development of new systems, as well as new tools
applied to new and existing systems. We will therefore conclude this Chapter by
giving an outline of the remainder of the thesis, showing how different systems and
tools discussed connect to each other and to the outlined applications of quantum
mechanics. We also mention related work by the author that is not discussed in
detail in the thesis.

Before proceeding, we note that this Chapter is based on existing excellent re-
views, which cover both the applications of quantum mechanics and the quantum
systems that can be used to get access to these applications. Specifically, quantum
communication, computation, and simulation are discussed in Refs. [1, 2, 3, 4, 5],
Refs. [1, 6, 4, 5, 7], and Refs. [1, 8, 9, 10], respectively.
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1.1 Quantum Systems

In this Section, we review the range of quantum systems that one can potentially
use to harness the power of quantum mechanics. One reason for exploring several
different systems rather than focusing on a single one is that different systems possess
different advantages, and the winning architecture is likely to be a hybrid combining
advantages of several constituents. Another reason is the necessity to implement the
same model in several systems in the context of quantum simulation (see Sec. 1.2.3).

We are mostly interested in quantum mechanical degrees of freedom accessible at
low energies, and therefore treat atomic nuclei as unbreakable. The main available
quantum systems can therefore be approximately divided into matter (composed of
nuclei and electrons) and light (electromagnetic fields). On the matter side, for both
the electrons and the nuclei, the available degrees of freedom are the motion and
the spin, which often mix, even within a single atom1. Some of the most popular
matter systems include isolated neutral atoms, ions, and molecules, as well as solid-
state systems, such as quantum dots [11], nitrogen-vacancy (NV) color centers in
diamond [12], and nuclear spins in silicon [13]. On the side of light, the available
degrees of freedom are the spatial and polarization degrees of freedom of photons
[14, 2, 15]. Systems whose degrees of freedom are most conveniently described as
hybrids between matter and light are also common. Examples include dark-state
polaritons (coupled excitations of light and matter associated with the propagation
of quantum fields in atomic media under conditions of electromagnetically induced
transparency [16, 17]), exciton polaritons (photons strongly confined in semiconductor
microcavities and strongly coupled to electronic excitations [18, 19]), and surface
plasmons (electromagnetic excitations coupled to charge density waves propagating
along conducting surfaces [20, 21]).

1.2 Applications of Quantum Mechanics

Having reviewed the range of possible quantum systems in the previous Section, we
turn in this Section to the discussion of promising applications of quantum mechanics,
which constitute the main motivation for the work presented in this thesis.

Of course, the most direct application of a given quantum system is the funda-
mental study of the quantum system itself, which is always rewarding and challenging
in itself, given the peculiarity and complexity of the quantum world. More practical
applications, however, also abound. These applications rely on the unusual features
of quantum mechanics that have no classical counterparts. We will introduce these
features as we discuss the specific applications. In Secs. 1.2.1, 1.2.2, and 1.2.3, we will

1Consider, for example, the total electronic angular momentum J = L+S, which is a sum of the
electronic orbital angular momentum L and the electronic spin S, or the total angular momentum
F = J + I, which is a sum of the total electronic angular momentum J and the nuclear spin I.
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discuss quantum communication [1, 2, 3, 4, 5], quantum computation [1, 6, 4, 5, 7],
and quantum simulation [1, 8, 9, 10], respectively, followed by a brief summary of
some other applications in Sec. 1.2.4. It is worth noting that while we tried to do our
best to organize the various applications of quantum mechanics, the division between
different applications that we discuss is not clear-cut and the application list we give
is certainly not exhaustive.

1.2.1 Quantum Communication

We begin by a discussion of quantum communication, a discussion based on ex-
cellent reviews in Refs. [1, 2, 3, 4, 5]. Quantum communication holds the promise to
provide unbreakably secure communication, in which unconditional security results
directly from the laws of quantum mechanics, and not from the difficulty of solv-
ing a certain mathematical problem (as is often the case in classical cryptography).
The basic approach to secure communication between Alice and Bob is to establish
a shared random binary key that only Alice and Bob know. Transmission by Alice
of a the secret message added (in binary fashion) to the key will then be absolutely
secure and easily decodable by Bob via the addition of the same key. The problem of
secure communication then reduces to the secure distribution of a shared key. The
quantum approach to this distribution is referred to as quantum key distribution
(QKD). In most naive terms, quantum key distribution can be done in a completely
secure fashion because quantum information is so fragile that one cannot eavesdrop
on a quantum channel without perturbing the quantum information that is being
transmitted. Thus, if Alice tries to transmit a piece of quantum information to Bob,
they can always check whether there is an eavesdropper or not.

To be slightly more precise, it is convenient to introduce the concept of a quantum
bit. While classical information relies on the concept of a bit, which can be in states
0 or 1, quantum bits (qubits2) can be in both states (0 and 1) at the same tame, a
phenomenon referred to as a quantum superposition. A measurement of a quantum
bit can still give only 0 or 1 (with the probability of each outcome determined by
the superposition, in which the measured qubit is prepared). Moreover, the mea-
surement destroys the underlying superposition by projecting it on the result of the
measurement (0 or 1). Thus, by measuring the transmitted state, an eavesdropper
Eve destroys the underlying state and, at the same time, does not acquire enough
information to fully reconstruct it, which makes her detectable.

What quantum system should be used as the carrier of quantum information
during quantum communication? Given their weak interactions with the environment
and fast propagation speeds, photons are, in fact, the only viable information carrier
for long-distance quantum communication [1, 4, 2]. However, after propagating for

2While an alternative approach to quantum information in terms of continuous variables [22],
rather than qubits, exists, we will not discuss it in the present thesis.
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at most 100 kilometers in an optical fiber, the photons eventually get absorbed (i.e.
lost). The way around this problem of loss is a quantum repeater.

The explanation of what a quantum repeater is requires the introduction of the
concept of entanglement. The concept of superposition extended to several subsys-
tems allows for the existence of strong correlations between the subsystems that have
no classical analogue. These strong correlations are the manifestation of entanglement
between the subsystems. In the context of quantum communication, if Alice and Bob
can each obtain a qubit, such that their two qubits are entangled, they can use the
underlying correlations to generate the shared key. The problem, thus, reduces to the
establishment of an entangled state shared between Alice and Bob. Since sending one
photon out of an entangled pair from Alice to Bob suffers from exponential losses if
Alice and Bob are far apart, a different approach is needed. This approach, termed
a quantum repeater, subdivides the distance between Alice and Bob by intermediate
nodes into shorter segments, establishes entanglement over these shorter segments,
and then uses entanglement swapping (i.e. teleportation) to link the shorter segments
into a single entangled state connecting Alice and Bob.

Quantum repeaters thus require storing photons at intermediate nodes, which
calls for the creation of efficient light-matter interfaces. The creation of efficient
light-matter interfaces will be the subject of Chapters 2 and 3, as well as Appendices
A-E. In Chapter 4, the capabilities of quantum memories will be extended beyond
storage of photons to generating nonlinear interactions between them.

1.2.2 Quantum Computation

We now turn to quantum computation, whose discussion will be based on excellent
reviews in Refs. [1, 6, 4, 5, 7]. While an N -bit classical register can be in one of
2N states, the corresponding N -qubit quantum register can be in a superposition
of all 2N states at the same time. The massive parallelism, which characterizes the
processing of such a superposition, is the main feature that allows quantum computers
to solve certain problems qualitatively faster than would be possible on a classical
computer. Examples of such problems are factoring of large integers into prime
factors, which can be done on a quantum computer using Shor’s algorithm [23], and
searching an unsorted database, which can be done on a quantum computer using
Grover’s algorithm [24]. Quantum computers may also be used as nodes in a quantum
communication network, as quantum simulators (Sec. 1.2.3), and as systems that can
be prepared in highly entangled many-body states such as squeezed states for precision
measurements (Sec. 1.2.4). Examples of systems used for quantum computing are
ions [25, 26, 27], neutral atoms in individual dipole traps [28] or in optical lattices
[25, 29, 30, 31] (possibly enclosed in cavities [32]), superconducting circuits [33, 34],
quantum dots [11], photons [15], and impurity spins in solids (e.g. NV centers [12] or
nuclear spins in silicon [13]).

The design of a quantum computer will be the main subject of Chapter 6. How-
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ever, Chapters 4, 5, and 8 will also discuss novel tools and systems that can be used
for quantum computing.

1.2.3 Quantum Simulation

To understand how a given complex quantum system works means to come up
with a model (e.g. a Hamiltonian) that reproduces all experimental observations and,
preferably, to show that this model is the only reasonably possible one. However,
for large strongly-interacting quantum systems, even if one manages to come up with
the correct model, it is often close to impossible to make calculations on it (using a
classical computer) that would connect the model to experimental observations. The
main reason for the difficulty of doing these calculations is the mere size of the Hilbert
space describing a many-particle system. This Hilbert space grows exponentially with
the number of particles, making it impossibly to even write down the state of the
system. For example, the description of a state of 500 qubits requires 2500 complex
amplitudes, a number that is larger than the estimated total number of atoms in the
observable universe. As a result of the complexity of this problem, often the only way
to learn something about a given complex quantum model is to tune another quantum
system into exhibiting the same model and make measurements on that system. This
process of using one quantum system to simulate the behavior of another system or
of a given model is known as quantum simulation [35, 36, 37, 1, 8, 9, 10].

We have just argued that many quantum systems cannot be efficiently simulated
on a classical computer. Can a quantum computer efficiently simulate any quantum
system? This is indeed the case, as conjectured by Feynman [35] and as proved
later by Lloyd [36]. However, even if a given quantum system is not sufficiently well-
controlled, powerful, or large to be a universal quantum computer, it can still be useful
as a quantum simulator. In fact, the use of quantum systems for quantum simulation
is often regarded as an intermediate step towards building a true quantum computer.
Examples of systems currently explored in the context of quantum simulation include
matter systems such as ions [8, 37] and neutral atoms [9, 37], light systems such as
photons in coupled cavity arrays [10], as well as hybrid matter-light systems such
as surface plasmons [20, 21, 38, 39], dark-state polaritons [40, 41, 42], and exciton
polaritons in semiconductor microcavities [19, 43, 44]. The availability for quantum
simulation of such a large number of different quantum systems is quite fortunate.
Indeed, the only sure way to verify that a given quantum simulator exhibits the
desired model sufficiently precisely is to compare its behavior to several other quantum
simulators exhibiting the same model, so the more quantum simulators are available
the better.

Quantum simulation will be the main subject of Chapter 7. However, Chapters
5, 6, and 8 will also discuss novel systems and tools that can be used for quantum
simulation.
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1.2.4 Other Applications

While the present thesis primarily focuses on quantum communication, computa-
tion, and simulation, accurate control over quantum systems allows for many other
fascinating applications. One group of such applications involves precision mea-
surements, with examples including timekeeping [45, 46], rotation sensing [47, 48],
magnetometry [49, 50, 51, 52], and electrometry [53]. Quantum mechanics also en-
ables enhanced imaging such as optical imaging with nanoscale resolution [54] and
high-sensitivity imaging with entangled light [55]. Other applications of controlled
quantum systems include cold controlled chemistry [56], tests of the fundamental
symmetries of nature [57], and fundamental tests of quantum mechanics [58].

While none of the Chapters in this thesis have these applications as the primary
focus, the tools and systems proposed will often be useful for some of these applica-
tions. Applications of Chapter 8 to controlled chemistry [56], of Chapter 5 to imaging
and magnetometry [52, 50], and of Chapters 6 and 7 to precision measurements (see
Ref. [59] for the application of Chapter 7 to precise timekeeping) are just some of the
examples.

1.3 Outline of the Thesis

In this Section, we show how the systems and tools developed in the following
Chapters relate to each other and to the quantum mechanical applications described
above. We will also mention related work by the author that is not discussed in detail
in the thesis for space reasons.

1.3.1 Quantum Memory for Photons (Chapters 2 and 3)

As noted in Sec. 1.2.1, long-distance quantum communication relies on quantum
repeaters, which in turn rely on quantum memories for photons and the underly-
ing light-matter interface. Quantum memories for photons also enable more efficient
eavesdropping in the context of quantum cryptography [1, 2]. Another application of
quantum memories is the conversion of a heralded single-photon source into a deter-
ministic single-photon source, which is important for linear optics quantum computing
[15]. More generally, in a world of quantum computers, classical internet and classical
networks will have to be replaced by quantum internet and quantum networks, which
will require a light-matter interface [4, 32].

Atomic ensembles constitute one of the most promising candidate systems for im-
plementing a quantum memory [60, 61]. The performance of ensemble-based quantum
memories, however, still needs to be greatly improved before they become practically
useful. Thus, in Chapter 2, we optimize and show equivalence between a wide range
of techniques for storage and retrieval of photon wavepackets in Λ-type atomic media.
Then in Chapter 3, in collaboration with Irina Novikova, Nathaniel Phillips, Ronald
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Walsworth, and coworkers, we verify experimentally the proposed methods for opti-
mizing photon storage. The demonstrated improvement in the efficiency of photonic
quantum memories and the demonstrated control over pulse shapes will likely play
an important role in realizing quantum technologies, such as quantum repeaters, that
rely on photonic quantum memories. Moreover, the demonstrated optimization pro-
cedures should be applicable to a wide range of ensemble systems in both classical and
quantum regimes. For the sake of clarity, it is worth noting that while the author of
this dissertation was involved in suggesting, planning, analyzing, and writing up the
experiments, the actual experimental work was done by the author’s collaborators,
most notably Irina Novikova and Nathaniel Phillips.

To avoid overwhelming the reader with details and to achieve fair coverage of
other topics of the thesis, Chapters 2 and 3 provide only a very concise description
of the underlying theoretical and experimental work on quantum memories by the
author. The reader is referred to Appendices and references for additional informa-
tion. In particular, details and extensions of the theory of Chapter 2 are presented in
Appendices A-D, which cover the cavity model (Appendix A), the free-space model
(Appendix B), the effects of inhomogeneous broadening (Appendix C), and the use
of optimal control theory to extend photon storage to previously inaccessible regimes
(Appendix D). Then, in Appendix E, we present a detailed experimental analysis of
optimal photon storage that goes beyond the analysis of Chapter 3. We have also
reported on the experimental demonstration of the optimal photon storage techniques
of Chapter 2 in Refs. [62, 63]. In addition, we carried out an experimental and the-
oretical study [64] of four-wave mixing, a process that often limits the performance
of quantum memories. In collaboration with Philip Walther, Matthew Eisaman, and
coworkers, we also studied experimentally the application of quantum memories to
quantum repeaters at single-photon level [65].

Finally, we mention two other projects closely related to the quantum memory
work of Chapters 2 and 3, in which the author was involved. The first project is the
collaboration with Tao Hong, Alexander Zibrov, and coworkers to produce via buffer-
gas cooling a novel coherent optically dense medium and to study its properties [66].
This medium – buffer-gas cooled atomic vapor – may enable better quantum memories
than the room-temperature ensembles studied in Chapter 3 and may have other
applications such as wave-mixing or precision measurements. In the second project,
in collaboration with Jonatan Brask (Copenhagen), Liang Jiang, and coworkers, we
proposed a novel quantum repeater protocol, which makes use of the light-matter
interface theory, fluorescent detection, and an improved encoding of qubits in atomic
ensembles [67].

1.3.2 Quantum Gate between Two Photons (Chapter 4)

While photons interact with each other very weakly, atom-atom interactions can
be very strong. It is thus natural to consider using photonic quantum memories to
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effectively induce interactions between photons. Indeed, this is what we do in Chapter
4: we combine the technique of photon storage with strong atom-atom interactions to
propose a robust protocol for implementing the two-qubit photonic phase gate. The
π phase is acquired via the exchange of two fermionic spin-waves that temporarily
carry the photonic qubits. Such a two-photon gate has numerous applications in
quantum computing and communication. For example, it allows to replace a partial
Bell-state measurement on two photons with a complete Bell-state measurement and
to implement photon-number-splitting eavesdropping attacks [2, 3, 68, 69, 15].

1.3.3 Addressing Quantum Systems with Subwavelenth Res-

olution (Chapter 5)

Quantum technologies discussed in Chapters 2-4 do not require addressing indi-
vidual atoms. In contrast, many quantum computing and quantum simulation appli-
cations require individual addressing of closely-spaced atoms, ions, quantum dots, or
solid state defects, where the close spacing is often necessary to achieve sufficiently
strong coupling. To meet this requirement of individual addressing, in Chapter 5, we
propose a method for coherent optical far-field manipulation of quantum systems with
a resolution that is not limited by the wavelength of radiation and can, in principle,
approach a few nanometers. The selectivity is enabled by the nonlinear atomic re-
sponse, under the conditions of electromagnetically induced transparency, to a control
beam with intensity vanishing at a certain location.

Two projects not discussed in detail in this thesis were closely related to the
work presented in Chapter 5. In the first project, in collaboration with Liang Jiang
and coworkers, we used the subwavelength addressability of Chapter 5 to propose
a method to read and write topologically protected quantum memories, as well as
to probe abelian anyonic statistics associated with topological order [70]. While
topologically protected memories are of great value for quantum communication, the
extension of the work of Ref. [70] to non-abelian anyons may play an important role
in enabling (highly accurate) topological quantum computation [71].

The second project was motivated by the fact that, despite impressive experimen-
tal progress in ionic systems and in ultracold gases, many researchers believe that
solid state systems will eventually be the backbone of quantum computers. Thus, in
collaboration with Peter Maurer, Jero Maze, and coworkers, we demonstrated exper-
imentally that the quantum Zeno effect induced by a doughnut-shaped laser beam
allows for sub-wavelength manipulation of the electronic spin in nitrogen-vacancy
(NV) color centers [52]. In analogy with the method of Chapter 5, this manipulation
was achieved by suppressing coherent evolution on all centers except for the one that
sits at the center of the doughnut. We are currently working on using this idea to
develop a realistic scheme for room-temperature quantum computation. This scheme
will use magnetic dipole-dipole interactions between closely spaced NV centers and
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will rely on nuclear spins for quantum information storage. This project has promising
applications in nanoscale magnetometry [50] and quantum computing.

1.3.4 Alkaline-Earth Atoms (Chapters 6 and 7)

As exemplified by Chapters 2-5, most experimental work on quantum computa-
tion, communication, and simulation with neutral atoms makes use of alkali atoms
(atoms in the first column of Mendeleev’s periodic table). The main reason is their
relatively simple electronic structure (due to the presence of only one valence electron)
and electronic transition wavelengths that are readily accessible with commercially
available lasers. Alkaline-earth atoms – atoms in the second column of Mendeleev’s
periodic table and, hence, atoms with two outer electrons – have wavelengths that are
less convenient. However, certain features of their more complex electronic structure
make it worthwhile to consider them for quantum information processing and quan-
tum simulation applications, which is what we argue in Chapters 6 and 7. On the
quantum information processing side (Chapter 6), we show that multiple qubits can
be encoded in electronic and nuclear degrees of freedom associated with individual
ultracold alkaline-earth atoms trapped in an optical lattice and describe specific ap-
plications of this system to quantum computing and precision measurements. On the
quantum simulation side (Chapter 7), we show that ultracold alkaline-earth atoms
in optical lattices can be used to realize models that exhibit spin-orbital physics and
that are characterized by an unprecedented degree of symmetry. The realization of
these models in ultracold atoms may provide valuable insights into strongly correlated
physics of transition metal oxides, heavy fermion materials, and spin liquid phases.

As an application of the many-body Hamiltonian studied in Chapter 7, in collabo-
ration with Ana Maria Rey and Chester Rubbo, we carried out a many-body analysis
of the collisional frequency shift in fermionic atoms [59]. This analysis, which may
play a key role in improving the precision of atomic clocks based on fermionic atoms,
is not presented in this thesis for space reasons.

1.3.5 Diatomic Polar Molecules (Chapter 8)

While ultracold atoms typically exhibit only short-range interactions, numerous
exotic phenomena and practical applications require long-range interactions, which
can be achieved with ultracold polar molecules [72, 73]. However, gases of polar
molecules suffer from inelastic collisions, which reduce the lifetime of the molecules
and inhibit efficient evaporative cooling [72]. Thus, in Chapter 8, we show how the
application of DC electric and continuous-wave microwave fields can give rise to a
three dimensional repulsive interaction between polar molecules, which allows for the
suppression of inelastic collisions, while simultaneously enhancing elastic collisions.
This technique may open up a way towards efficient evaporative cooling and the
creation of novel long-lived quantum degenerate phases of polar molecules.



Chapter 2

Optimal Photon Storage in Atomic
Ensembles: Theory

2.1 Introduction

In quantum networks, states are easily transmitted by photons, but the pho-
tonic states need to be stored locally to process the information. Motivated by
this and other ideas from quantum information science, techniques to facilitate con-
trolled interactions between single photons and atoms are now being actively explored
[74, 75, 16, 17, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87]. A promising approach to a
matter-light quantum interface uses classical laser fields to manipulate pulses of light
in optically dense media such as atomic gases [16, 17, 76, 77, 78, 80, 81, 79, 84, 85, 86]
or impurities embedded in a solid state material [82, 83, 87]. The challenge is to map
an incoming signal pulse into a long-lived atomic coherence (referred to as a spin
wave), so that it can be later retrieved “on demand” with the highest possible effi-
ciency. Using several different techniques, significant experimental progress towards
this goal has been made recently [79, 80, 81]. A central question that emerges from
these advances is which approach represents the best possible strategy and how the
maximum efficiency can be achieved. In this Chapter, we present a physical picture
that unifies several different approaches to photon storage in Λ-type atomic media
and yields the optimal control strategy. This picture is based on two key observations.
First, we show that the retrieval efficiency of any given stored spin wave depends only
on the optical depth d of the medium. Physically, this follows from the fact that the
branching ratio between collectively enhanced emission into desired modes and spon-
taneous decay (with a rate 2γ) depends only on d. The second observation is that
the optimal storage process is the time reverse of retrieval (see also [86, 87]). This
universal picture implies that the maximum efficiency is the same for all approaches
considered and depends only on d. It can be attained by adjusting the control or the
shape of the photon wave packet. For a more detailed analysis of all the issues raised

11
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Figure 2.1: (a) Λ-type medium coupled to a classical field with Rabi frequency Ω(t)
and a quantum field with an effective coupling constant g

√
N . (b) Storage setup.

The solid Ω curve is the generic control shape for adiabatic storage; the dashed line
indicates a π-pulse control field for fast storage. For retrieval, the inverse operation
is performed.

in this Chapter and for various extensions, we refer the reader to Appendix B.
A generic model for a quantum memory uses the Λ-type level configuration shown

in Fig. 2.1(a), in which a weak (quantum) signal field with frequency ν is detuned
by ∆ from the |g〉 − |e〉 transition. A copropagating (classical) control beam with
the same detuning ∆ from the |s〉 − |e〉 transition is used to coherently manipulate
the signal propagation and to facilitate the light–atom state mapping. In this system
several different approaches to photon storage can be taken. In electromagnetically
induced transparency (EIT) [16, 17, 76, 77, 78, 80, 81, 82, 83], resonant fields (∆ = 0)
are used to open a spectral transparency window, where the quantum field travels at
a reduced group velocity, which is then adiabatically reduced to zero. In the Raman
configuration [84, 85], the fields have a large detuning (|∆| ≫ γd) and the photons are
absorbed into the stable ground state |s〉 by stimulated Raman transitions. Finally,
in the photon-echo approach [86, 87], photon storage is achieved by applying a fast
resonant π pulse, which maps excitations from the unstable excited state |e〉 into the
stable ground state |s〉.

A common problem in all of these techniques is that the pulse should be com-
pletely localized inside the medium at the time of the storage. For example, in the
EIT configuration, a reduction in group velocity, which compresses the pulse to fit
inside the medium, is accompanied by narrowing of the transparency window, which
increases spontaneous emission. Similarly, in the photon-echo technique, if a photon
pulse is very short, its spectral width will be too large to be absorbed by the atoms.
To achieve the maximum storage efficiency one thus has to make a compromise be-
tween the different sources of errors. Ideal performance is only achieved in the limit
of infinite d [16, 17].
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2.2 Model

In our model, illustrated in Fig. 2.1(a) and discussed in much more detail in Ap-
pendix B, the incoming signal interacts with N atoms in the uniform medium of length
L (z = 0 to z = L) and cross-section area A. The control field is characterized by the
slowly varying Rabi frequency Ω(t−z/c). P (z, t) =

√
N
∑

i |g〉i〈e|/Nz, where the sum
is over all Nz atoms in a small region positioned at z, describes the slowly varying
collective |g〉 − |e〉 coherence. All atoms are initially pumped into level |g〉. As indi-
cated in Fig. 2.1(b), we first map a quantum field mode with slowly varying envelope
Ein(t) (nonzero on t ∈ [0, T ] and incident in the forward direction at z = 0) to some
slowly varying mode of the collective |s〉 − |g〉 coherence S(z, t) =

√
N
∑

i |g〉i〈s|/Nz.
Then starting at a time Tr > T , we perform the inverse operation to retrieve S back
onto a field mode. As we explain below, the optimal efficiency is achieved by sending
the retrieval control pulse in the backward direction; storage followed by forward re-
trieval is, however, also considered. The goal is to solve the optimal control problem
(see Appendix D and Refs. [88, 89, 90] for discussions of optimal control theory) of
finding the control fields that will maximize the efficiency of storage followed by re-
trieval for given optical depth d = g2NL/(γc) and input mode Ein(t). Here c is the
speed of light, the atom-photon coupling g = ℘(ν/(2~ǫ0AL))1/2 is assumed real for
simplicity, and ℘ is the dipole matrix element. The efficiency is defined as the ratio
of the number of retrieved photons to the number of incident photons. It is worth
pointing out that, in order to avoid carrying around extra factors of 2, d is defined as
half of the usual definition of optical depth: with our definition of d, in the absence
of a control field, a resonant probe would suffer exp(−2d) intensity attenuation after
passing through the medium.

Since the quantum memory operates in the linear regime, an analysis of the in-
teraction process where all variables are treated as complex numbers is sufficient (as
we formally prove in Appendix B). In this limit, the equations of motion read (see
Appendix B)

(∂t + c∂z)E(z, t) = ig
√
NP (z, t), (2.1)

∂tP (z, t) = −(γ + i∆)P (z, t) + ig
√
NE(z, t) + iΩ(t− z/c)S(z, t), (2.2)

∂tS(z, t) = iΩ∗(t− z/c)P (z, t). (2.3)

Here we have neglected the slow decay of S (see Sec. B.6.5 for the discussion of the
effects of the decay of S). Notice that, in order to avoid carrying around extra factors
of 2, Ω is defined as half of the usual definition of Rabi frequency: with our definition
of Ω, a π pulse would take time π/(2Ω). For storage, the initial conditions are
E(0, t) = Ein(t), E(z, 0) = 0, P (z, 0) = 0, and S(z, 0) = 0. Being the shape of a mode,

Ein(t) is normalized according to (c/L)
∫ T

0
|Ein(t)|2dt = 1, so the storage efficiency is

given by ηs = (1/L)
∫ L

0
|S(z, T )|2dz. For the reverse process, i.e. retrieval, the initial

conditions are E(0, t) = 0, E(z, Tr) = 0, P (z, Tr) = 0, and S(z, Tr) = S(L − z, T ) for
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backward retrieval1 or S(z, Tr) = S(z, T ) for forward retrieval. The total efficiency in
both cases is ηback/forw = (c/L)

∫∞
Tr

|Eout(t)|2dt, where Eout(t) ≡ E(L, t).

2.3 Optimal Retrieval

It is instructive to first discuss the retrieval process (see Sec. B.3 for an ex-
tended discussion). In a co-moving frame t′ = t − z/c, using a normalized co-
ordinate ζ = z/L and a Laplace transformation in space ζ → s, Eq. (2.1) gives
E(s, t′) = i

√

dγL/cP (s, t′)/s. Therefore, the retrieval efficiency is given by

ηr =L−1

{

γd/(ss′)

∫ ∞

Tr

dt′P (s, t′) [P (s′∗, t′)]
∗
}

, (2.4)

where L−1 means that two inverse Laplace transforms (s→ ζ and s′ → ζ ′) are taken
and are both evaluated at ζ = ζ ′ = 1. To calculate ηr, we insert E(s, t′) found from
Eq. (2.1) into Eq. (2.2) and use Eqs. (2.2,2.3) to find

∂t

{

P (s, t′) [P (s′∗, t′)]
∗

+ S(s, t′) [S(s′∗, t′)]
∗}

= −γ(2 + d/s+ d/s′)P (s, t′) [P (s′∗, t′)]
∗
. (2.5)

Eqs. (2.4,2.5) allow us to express ηr in terms of the initial and final values of the
term inside the curly brackets in Eq. (2.5). Assuming P (s,∞) = S(s,∞) = 0 (i.e. no
excitations are left in the atoms) and taking L−1, we get

ηr =

∫ 1

0

dζ

∫ 1

0

dζ ′kd(ζ, ζ ′)S(ζ, Tr)S
∗(ζ ′, Tr), (2.6)

kd(ζ, ζ ′) =
d

2
e−d
(

1−(ζ+ζ′)/2
)

I0

(

d
√

(1 − ζ)(1 − ζ ′)
)

, (2.7)

where I0 is the zeroth-order modified Bessel function of the first kind. Note that ηr

does not depend on ∆ and Ω(t). Physically, this means that a fixed branching ratio
exists between the transfer of atomic excitations into the output mode Eout(t) and the
decay into all other directions. This ratio only depends on d and S(ζ, Tr) (see Secs.
B.3 and B.6.1 for a detailed analysis of this dependence).

The efficiency ηr in Eq. (2.6) is an expectation value of a real symmetric operator
kr(ζ, ζ

′) in the state S(ζ). It is, therefore, maximized when S(ζ) is the eigenvector
(call it S̃d(ζ)) with the largest eigenvalue ηmax

r of the real eigenvalue problem

ηr S(ζ) =

∫ 1

0

dζ ′ kd(ζ, ζ ′)S(ζ ′). (2.8)

1As discussed in Sec. B.8, we can ignore spin wave momentum if
√

d ≫ wsgL/c.
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Figure 2.2: (a) Input mode Ein(t) (dashed) and control fields Ω(t) (in units of
√

dγ/T )
that maximize for this Ein(t) the efficiency for resonant adiabatic storage (alone or
followed by backward retrieval) at d = 1, 10, 100, and d → ∞. (b) Optimal modes
S̃d(1− ζ) to retrieve from backwards at d = 1, 10, 100, and d→ ∞ (ζ = z/L). These
are also normalized spin waves S(ζ, T )/

√
ηmax

s in adiabatic and fast storage if it is
optimized alone or followed by backward retrieval.

To find S̃d(ζ), we start with a trial S(ζ) and iterate the integral in Eq. (2.8) several
times. The resulting optimal spin wave S̃d(1 − ζ) is plotted in Fig. 2.2(b) for d =
1, 10, 100, and d→ ∞. These shapes represent a compromise attaining the smoothest
possible spin wave with the least amount of (backward) propagation (see Sec. B.6.1
for the details of this line of reasoning).

2.4 Optimal Storage

We now discuss storage. We claim that if, for a given d, ∆, and Ein(t), we can find
a control Ω(t) that retrieves backwards from S̃d(1 − ζ) into E∗

in(T − t), then the time
reverse of this control, Ω∗(T −t), will give the optimal storage of Ein(t). To prove this,
we represent our retrieval transformation as a unitary map U [Ω(t)] in the Hilbert space
H spanned by subspace A of spin-wave modes, subspace B of output field modes, as
well as a subspace containing (empty) input and reservoir field modes (note that it is
essential to include the reservoir modes, since the dynamics is unitary only in the full
Hilbert space of the problem). For a given unit vector |a〉 in A (a given spin wave), the
retrieval efficiency is ηr = |〈b|U [Ω(t)]|a〉|2 = |〈a|U−1[Ω(t)]|b〉|2, where we have used
the unitarity of U [Ω(t)], and where |b〉 is a normalized projection of U [Ω(t)]|a〉 on B,
i.e. the mode onto which the spin wave is retrieved. Introducing the time reversal
operator T (see Secs. B.4 and B.10.3), we find ηr = |〈a|T T U−1[Ω(t)]T T |b〉|2. One
can show (see Secs. B.4 and B.10.3) that the time reverse of the inverse propagator
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T U−1[Ω(t)]T is simply U [Ω∗(T − t)] so that we have ηr = |〈a|T U [Ω∗(T − t)]T |b〉|2.
This immediately tells us that the time-reversed control Ω∗(T − t) will map the time
reverse of the retrieved pulse into the complex conjugate of the original spin-wave
mode with the same efficiency. The optimal spin waves are, however, real so that
complex conjugation plays no role. Furthermore, the storage efficiency cannot exceed
ηmax

r since the time reverse of such storage would then by the same argument give
a retrieval efficiency higher than ηmax

r , which is a contradiction. Optimal storage
is thus the time reverse of optimal backward retrieval and has the same efficiency
ηmax

s = ηmax
r (and involves the same optimal spin wave).

2.5 Adiabatic Limit

To identify the input modes, for which the optimal storage can be achieved, we
use Eqs. (2.1-2.3) to analytically solve the retrieval problem in two important limits:
“adiabatic” and “fast”. The “adiabatic” limit, whose two special cases are the Raman
and the EIT regimes discussed above, corresponds to a smooth control field, such that
P can be adiabatically eliminated in Eq. (2.2). Using the Laplace transform technique
to eliminate E from Eqs. (2.1,2.2), we reduce Eqs. (2.2,2.3) to a simple differential
equation on S. We solve it, compute E , and take the inverse Laplace transform to
obtain

Eout(Tr+
L

c
+t)=−

√

dγL

c

∫ 1

0

dζ
Ω(t)

γ + i∆
e−

γdζ+h(t)
γ+i∆

×I0
(

2
√

γdζh(t)/ (γ + i∆)
)

S(1 − ζ, Tr), (2.9)

where h(t) =
∫ t

0
dt′|Ω(t′)|2. We will now show that for a given d, ∆, and spin wave

S(ζ), one can always find a control Ω(t) that maps S(ζ) to any desired normalized
output mode E2(t) of duration Tout, so that Eout(Tr+

L
c

+t) =
√
ηrE2(t) [provided we

are in the “adiabatic” limit Toutdγ ≫ 1 (see Sec. B.6.4)]. To do this, we replace
Eout(Tr+

L
c

+t) in Eq. (2.9) with
√
ηrE2(t), integrate the norm squared of both sides

from 0 to t, change variables t→ h(t), and get

ηr

∫ t

0
dt′ |E2(t

′)|2 = dγL
c

∫ h(t)

0
dh′
∣

∣

∣

∫ 1

0
dζ 1

γ+i∆
e−

γdζ+h′

γ+i∆

×I0
(

2
√
γdζh′/ (γ + i∆)

)

S(1 − ζ, Tr)
∣

∣

∣

2

, (2.10)

which allows us to solve numerically for the unique h(t). Then |Ω(t)| =
(

d
dt
h(t)

)1/2
,

while the phase is found by inserting h(t) into Eq. (2.9). In Sec. 3.4, we verify
experimentally that, in the adiabatic limit, one can indeed shape the retrieval control
field to retrieve into any desired output mode.
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Optimal storage controls then follow from the time reversal argument above. Fig.
2.2(a) shows a particular Gaussian-like input mode Ein(t) and the corresponding op-
timal2 storage control shapes Ω for the case ∆ = 0 and d = 1, 10, 100, as well as
the limiting shape of the optimal Ω as d → ∞. As we have argued, the normalized
atomic mode S(ζ, T )/

√
ηmax

s , into which Ein(t) is stored using these optimal control
fields, is precisely S̃d(1 − ζ), the optimal mode to retrieve backwards shown in Fig.
2.2(b). In Secs. 3.4 and E.5, we verify experimentally that, in the adiabatic limit, one
can indeed shape the storage control field to store any given input mode optimally
(i.e. into the optimal spin-wave mode).

2.6 Fast Limit

The “fast” limit corresponds to a short and powerful resonant retrieval control
satisfying Ω ≫ dγ that implements a perfect π pulse between the optical and spin
polarizations, P and S. This retrieval and the corresponding storage technique are
similar to the photon-echo method of Refs. [86, 87]. Again using the Laplace transform
technique, we find for a perfect π pulse that enters the medium at time Tr

Eout(Tr+
L

c
+ t)=−

√

γdL

c

∫ 1

0

dζe−γtJ0

(

2
√

γdζt
)

S(1 − ζ,Tr), (2.11)

where J0(x) = I0(ix). Since the fast retrieval control cannot be shaped, at each d,
there is, thus, only one mode (of duration T ∼ 1/(γd)) that can be stored optimally.
This mode is the time reverse of the output mode in Eq. (2.11) retrieved from the
optimal spin wave S̃d.

2.7 Iterative Time-Reversal-Based Optimization

We will now show that time reversal can not only be used to deduce optimal
storage from optimal retrieval, but can also be used to find S̃d in the first place. In
the discussion above, the normalized projection of U−1|b〉 on A (call it |a′〉) might
have a component orthogonal to |a〉. In this case, the efficiency of U−1 as a map from
B to A will be η′r = |〈a′|U−1|b〉| > ηr. Now if the normalized projection of U |a′〉 on B
is not equal to |b〉, the map U acting on |a′〉 will similarly have efficiency η′′r > η′r > ηr.
Therefore, such iterative application of U and U−1 converges to the optimal input in
A and the corresponding optimal output in B. Indeed, a detailed calculation (Sec.
B.5) shows that the search for the optimal spin wave by iterating Eq. (2.8) precisely
corresponds to retrieving S(ζ) with a given control, time-reversing the output, and
storing it with the time-reversed control profile.

2Although Ω(t=0)→∞ for optimal Ω, we show in Secs. B.6.1 and B.6.4 that truncating it does
not affect ηs, provided the control pulse energy is large enough to satisfy γd

∫

dt Ω2 ≫ |γd + i∆|2.



Chapter 2: Optimal Photon Storage in Atomic Ensembles: Theory 18

0 25 50 75 100
0

0.25

0.5

0.75

1

Figure 2.3: ηmax
back (solid) and ηmax

forw (dotted) are maximum total efficiency for storage
followed by backward or forward retrieval, respectively. ηsquare (dashed) is the total
efficiency for resonant storage of Ein(t) from Fig. 2.2(a) followed by backward retrieval,
where the storage control field is a näıve square pulse.

This time-reversal optimization procedure for finding the optimal |a〉 ∈ A can be
used to optimize not only retrieval, but also any map including storage followed by
retrieval. For storage followed by backward retrieval, this procedure yields S̃d(1 − ζ)
and maximum efficiency ηmax

back = (ηmax
r )2, since S̃d(1 − ζ) optimizes both storage and

backward retrieval. Fig. 2.3 demonstrates that for resonant adiabatic storage of the
field mode in Fig. 2.2(a) followed by backward retrieval, optimal controls result in a
much higher efficiency ηmax

back than näıve square control pulses on [0,T ] with power set
by vgT = L (ηsquare curve), where vg = cΩ2/(g2N) is the EIT group velocity [76].

For the case of storage followed by forward retrieval, iterations yield the maximum
efficiency ηmax

forw plotted in Fig. 2.3. It is less than ηmax
back since with backward retrieval,

storage and retrieval are each separately optimal, while for forward retrieval a com-
promise has to be made. From a different perspective, forward retrieval makes it more
difficult to minimize propagation since the excitation has to propagate through the
entire medium. Experimental demonstration of the iterative optimization of storage
followed by forward retrieval is the subject of Secs. 3.3 and E.4.

2.8 Conclusion and Outlook

In conclusion, we have shown that the performance of EIT, Raman, and photon-
echo approaches to a quantum light-matter interface can be understood and optimized
within a universal physical picture based on time reversal and a fixed branching ratio
between loss and the desired quantum state transfer. For a given optical depth d,
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the optimal strategy yields a universal maximum efficiency and a universal optimal
spin wave, thus, demonstrating a certain degree of equivalence between these three
seemingly different approaches. We showed that the optimal storage can be achieved
for any smooth input mode with Tdγ ≫ 1 and any ∆ and for a class of resonant input
modes satisfying Tdγ ∼ 1. The presented optimization of the storage and retrieval
processes leads to a substantial increase in the memory efficiency.

The results described here are of direct relevance to ongoing experimental efforts,
where optical depth d is limited by experimental constraints such as density of cold
atoms, imperfect optical pumping, or competing nonlinear effects. For example, in
two recent experiments [80, 81], d ∼ 5 was used. ηmax

back and ηsquare curves in Fig. 2.3
indicate that at this d, by properly shaping the control pulses, the efficiency can be
increased by more than a factor of 2. In Chapter 3 and Appendix E, we demonstrate
the proposed optimization procedures experimentally using classical light and find
excellent agreement between the experiment and the theory presented in the present
Chapter. Direct comparison to many other experiments, however, will require the
inclusion of decoherence processes and other imperfections. In Appendices A-D, we
discuss some of these imperfections, as well as the details of the present analysis
and its extensions to atomic ensembles enclosed in a cavity (Appendix A) and to
inhomogeneously broadened media (Appendix C).

Finally, we note that the time-reversal based iterative optimization we suggest is
not only a convenient mathematical tool but is also a readily accessible experimental
technique for finding the optimal spin wave and optimal input-control pairs: one
just has to measure the output mode and generate its time reverse. Indeed, we
experimentally demonstrate this optimization procedure, as well as optimal control
field shaping, experimentally in Chapter 3 and Appendix E. We also expect this
procedure to be applicable to the optimization of other linear quantum maps both
within the field of light storage (e.g. light storage using tunable photonic crystals [91])
and outside of it.



Chapter 3

Optimal Photon Storage in Atomic
Ensembles: Experiment

3.1 Introduction

In Chapter 2 and in the Introduction (Chapter 1), we argued that quantum mem-
ory for light is essential for the implementation of long-distance quantum commu-
nication [61] and of linear optical quantum computation [15]. We also argued that
one of the leading candidates for implementing a quantum memory relies on auxiliary
control fields to form an interface between light and collective atomic excitations in
Λ-type atomic ensembles. However, we also noted that practical applications will
require significant improvements in the memory efficiency beyond values achieved to
date. Therefore, in Chapter 2, we proposed several protocols for obtaining the max-
imum memory efficiency possible at any given optical depth. In this Chapter, we
demonstrate these protocols experimentally. In particular, in Sec. 3.3, we experimen-
tally demonstrate time-reversal based iterative optimization of photon storage with
respect to the input pulse, while in Sec. 3.4, we experimentally demonstrate optimiza-
tion with respect to the auxiliary control field (which allows for optimal storage of
input pulses of arbitrary shape). The experiment of Sec. 3.4 also demonstrates precise
retrieval into any predetermined temporal profile. Both experiments agree with the-
oretical predictions and attain efficiencies approaching the fundamental limit. While
our results are obtained in warm Rb vapor using electromagnetically induced trans-
parency (EIT) [76, 80], the presented procedures are universal (see Chapter 2) and
applicable to a wide range of systems, including ensembles of cold atoms [92, 81, 93]
and solid-state impurities [94, 95], as well as to other light storage protocols (e.g., the
far-off-resonant Raman scheme [84]). Although our experiments use weak classical
pulses, the linearity of the corresponding equations of motion allows us to expect that
our results will be applicable to quantum states confined to the mode defined by the
classical pulse (see Secs. B.2 and B.10.1).

20
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Figure 3.1: Schematic of the Λ-type interaction scheme (top) and the iterative signal-
pulse optimization procedure. (a) An input signal pulse Ein(t) is mapped into a
spin-wave S(z) using a control field envelope Ω(t). (b) After a storage period τ , the
spin-wave is mapped into an output signal pulse Eout using the time-reversed control
field envelope Ω(τ−t). (c) The time-reversed and normalized version of the measured
Eout is used as the input Ein in the next iteration.

We consider the propagation of a weak signal pulse (with slowly varying envelope
E(t)) in the presence of a strong classical control field (with Rabi frequency Ω(t)) in
a resonant Λ-type ensemble under EIT conditions, as shown at the top of Fig. 3.1.
An incoming signal pulse propagates with slow group velocity vg, which is uniform
throughout the medium and is proportional to the intensity of the control field vg ≈
2|Ω|2/(αγ) ≪ c [16, 17]. Here, γ is the decay rate of the optical polarization, and α
is the absorption coefficient, so that αL is the optical depth of the atomic medium of
length L. We note a change in notation relative to the theoretical work in Chapter 2:
while in Chapter 2 we used the parameter d, which, to avoid carrying around factors
of 2, was equal to half of the optical depth, here we use the actual optical depth
αL = 2d, which is a more appropriate parameter for the experimental discussion of
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the present Chapter. In particular, the probe intensity is attenuated by e−αL after
passing through the medium in the absence of the control field.

For quantum memory applications, a signal pulse can be “stored” (i.e. reversibly
mapped) onto a collective spin excitation of an ensemble (spin wave) by reducing the
control intensity to zero [16, 17]. For ideal writing, storage, and retrieval, the signal
pulse’s frequency components must fit well within the EIT spectral window (∆ωEIT)
to avoid incoherent absorptive loss: i.e., 1/T ≪ ∆ωEIT ≃

√
αLvg/L [16, 17], where T

is the temporal length of the signal pulse. In addition, vg must be small enough for the
entire signal pulse to be spatially compressed into the ensemble before storage — i.e.,
vgT ≪ L — so as to avoid “leakage” of the front edge of the pulse outside the medium
before the back edge has entered. Simultaneous satisfaction of both these conditions
is possible only at very large optical depth αL. Indeed, in the limit of infinitely
large optical depth and negligible ground state decoherence, any input pulse can be
converted into a spin wave and back with 100% efficiency. Under the same conditions,
any desired output pulse shape can be easily obtained by adjusting the control field
power (and hence the group velocity) as the pulse exists the medium. However, most
current experimental realizations of ensemble-based quantum memories operate at
limited optical depth αL . 10 due to various constraints (see Sec. E.6 and Refs.
[81, 92, 93, 80, 94, 95]). At finite αL, losses limit the maximum achievable memory
efficiency to a value below 100%, making efficiency optimization and output-pulse
shaping important and nontrivial (see Chapter 2). Thus, in Secs. 3.3 and 3.4, we
experimentally demonstrate how to achieve the maximum memory efficiency for any
given αL by adjusting the input pulse shape and the control field, respectively. In Sec.
3.4, we also experimentally demonstrate the retrieval into any desired output mode.
For the sake of clarity, it is worth noting that while the author of this dissertation
was involved in suggesting, planning, analyzing, and writing up the experiments, the
actual experimental work was done by the author’s collaborators, most notably Irina
Novikova and Nathaniel Phillips.

3.2 Experimental Setup

The experiments were performed using a standard Rb vapor EIT setup. While
the experiments of Secs. 3.3 and 3.4 were performed in different laboratories (that
of Prof. Ronald Walsworth at Harvard and that of Prof. Irina Novikova at the Col-
lege of William & Mary, respectively), the experimental setup was almost identical.
Therefore, we describe both experimental setups in this Section at the same time.
Any experimental parameter that differed between Secs. 3.3 and 3.4 is listed twice,
with the value for Sec. 3.4 listed in square brackets. The experimental setup of Sec.
3.4 is also described in detail in Sec. E.3.

A cylindrical 7.5 cm-long glass cell containing isotopically enriched 87Rb and
40[30] Torr Ne buffer gas was mounted inside a three-layer magnetic shield to reduce
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stray magnetic fields. The Rb vapor cell was typically operated at a temperature
≃ 60[60.5]◦C, corresponding to a Rb vapor density ≃ 2.5[2.6]× 1011 cm−3 and an op-
tical depth αL ≃ 18[24]. The main reason for the difference in optical depths between
the two experiments is the different buffer gas pressure: optical depth is inversely pro-
portional to the collisional halfwidth γ (see Chapter 2), which is in turn proportional
to buffer gas pressure [96]. Optical fields near the 795 nm Rb D1 transition were
used for EIT and light storage. These fields were created by phase-modulating the
output of an external-cavity diode laser using an electro-optical modulator (EOM)
operating at the ground state hyperfine frequency of 87Rb (6.8 GHz). The laser car-
rier frequency was tuned to the 52S1/2F = 2 → 52P1/2F

′ = 2 transition and served
as the control field during light storage; while the high-frequency modulation side-
band, resonant with the 52S1/2F = 1 → 52P1/2F

′ = 2 transition, served as the signal
field. The amplitudes of the control and signal fields could be changed independently
by simultaneously adjusting the EOM amplitude and the total intensity in the laser
beam using an acousto-optical modulator (AOM). Typical peak control field and sig-
nal pulse powers were ∼ 5[18] mW and 100[50] µW, respectively. In the experimental
setup of Sec. 3.4, the low-frequency modulation sideband was suppressed to 10% of
its original intensity using a temperature-tunable Fabry-Perot etalon. While this sup-
pression was not done in the setup of Sec. 3.3, we later checked that at the optical
depth used in Sec. 3.3, the presence of the low-frequency modulation sideband played
no detectable role, which is not the case at higher optical depths (see Sec. E.6 and
Refs. [64, 66]). The laser beam was collimated to a Gaussian cylindrical beam of rela-
tively large diameter (≃ 7[5] mm) and then circularly polarized using a quarter-wave
plate before entering the vapor cell. The Rb atom diffusion time out of the laser beam
was long enough to have negligible effects [97, 98]. We found the typical spin wave
decay time to be 1/(2γs) ≃ 2[0.5] ms, most likely arising from small, uncompensated
remnant magnetic fields. The duration of pulses used in the experiment was short
enough for the spin decoherence to have a negligible effect during writing and re-
trieval stages and to cause a modest reduction of the efficiency ∝ exp (−2γsτ) = 0.82
during the storage time τ = 400[100] µs. For the theoretical calculations, we model
the 87Rb D1 line as a homogeneously broadened Λ-system with no free parameters,
as we describe in detail in Sec. E.3. We could ignore Doppler broadening since the
homogeneous pressure broadened width 2γ ≈ 2π × 400[300] MHz [96] of the optical
transition was comparable to the width of Doppler broadening.

3.3 Optimization with respect to the Input Pulse

In this Section, we experimentally demonstrate memory optimization with respect
to the input pulse shape.
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3.3.1 Basic Idea

In Chapter 2 (with a more detailed discussion in Sec. B.5), a procedure to de-
termine the optimal input signal pulse-shape for a given optical depth and control
field was proposed. This optimization procedure is based on successive time-reversal
iterations and shown schematically in Fig. 3.1. The atoms are initially prepared in
state |g〉. Then, for a given input control field with Rabi frequency envelope Ω(t), a
trial input signal pulse with envelope Ein(t) is mapped into a spin-wave S(z) inside
the atomic ensemble (writing stage). (Ein(t) and the input control field are taken to
be non-zero over the time-interval [−T, 0].) In general there will be some absorptive
and leakage losses during this writing process. After a storage period τ , an output
control field Ω(τ − t) — i.e., the time-reversed version of the input control field — is
used to map S(z) back into an output signal pulse Eout(t), which leaves the medium
and is measured (retrieval stage). The input signal pulse for the next iteration is
then generated with a pulse-shape corresponding to a time-reversed version of the
previous output signal pulse and an amplitude normalized to make the energy of the
pulse equal to a fixed target value. These steps are then repeated iteratively, using
the same input and output control fields, until the shape of the output signal pulse
on a given iteration is identical to the time-reversed profile of its corresponding input
signal pulse. As shown in Chapter 2 and discussed in more detail in Appendix B,
the resulting signal pulse-shape provides the highest memory efficiency possible for a
given optical depth and control field profile and is applicable to both quantum and
weak classical signal pulses.

In the experiment reported here, we tested this optimization procedure and con-
firmed its three primary predictions:

1. The memory efficiency (the ratio of energies carried by the retrieved and input
signal pulses) grows with each iteration until the input signal field converges to an
optimal pulse-shape. See Fig. 3.2.

2. For a given control field profile and optical depth αL, the optimization proce-
dure converges to the same input signal pulse-shape and the same maximum efficiency,
independent of the initial (trial) signal pulse-shape. See Fig. 3.3.

3. For a given optical depth, different control field profiles result in different
optimal signal pulse-shapes but yield the same maximum efficiency, provided spin-
coherence decay during the writing and retrieval stages is small. See Fig. 3.4.

3.3.2 Experimental Results

Fig. 3.2 shows an example implementation of the iterative optimization procedure,
using a step-like control field and a trial input signal pulse with a Gaussian profile.
Some portions of the first input pulse were incoherently absorbed or escaped the
cell before the control field was turned off; but a fraction was successfully mapped
into an atomic spin-wave, stored for 400 µs, and then retrieved and detected. This
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Figure 3.2: Top: Example data for the signal pulse optimization procedure, using
a constant control field during writing and retrieval (timing indicated by dashed
lines) and a 400 µs storage interval. Left: input signal pulses Ein, labeled by the
iteration number and beginning with a trial Gaussian input pulse (iteration “0”).
Center: signal pulse leakage for each iteration. Right: output signal pulse Eout for each
iteration. Inset : Memory efficiency determined for each iteration from the measured
input and output signal pulses:

∫

E2
outdt/

∫

E2
indt. Bottom: theoretical calculation of

the signal pulse optimization procedure, using the model described in the text and
the experimental conditions of the measurements in the top panel. Inset : Calculated
memory efficiency.

retrieved signal pulse-shape was used to generate a time-reversed and normalized
input signal pulse for the next iteration. After a few iterations, both the input and
output signal pulses converged to fixed profiles, with the memory efficiency increasing
with each iteration and reaching a maximum. In general, different trial input pulses
all converged to the same optimal signal pulse-shape (e.g., see Fig. 3.3). In addition,
systematic variation of the signal pulse-shape uniformly yielded lower efficiencies than
the pulse-shape given by the optimization procedure.

We performed similar optimization experiments for a wide range of control field
profiles. Some example results are shown in Fig. 3.4. In general we found different
optimized signal pulse-shapes for different control field profiles; however, the opti-
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Figure 3.3: Example data illustrating that the iterative optimization procedure con-
verges to the same signal pulse-shape and maximum efficiency independent of the
initial signal pulse-shape, for a given control field profile (shown in inset) and optical
depth (αL = 18).

mized memory efficiency was independent of the control field profile. In addition, the
optimized signal pulse-shape typically provides a significant improvement in efficiency
compared to näıve Gaussian pulses, for a given optical depth. These observations are
consistent with the theoretical prediction of Chapter 2 that optimal light-storage ef-
ficiency does not depend on the control field, but only on the optical depth, provided
spin decoherence and other loss mechanisms can be neglected during the writing and
retrieval stages.

3.3.3 Comparison to Theory

To compare our experimental results with theoretical calculations, we approxi-
mated the 16-level structure of the 87Rb D1 line with a single three-level Λ-system
(see Sec. E.3 for details). The stored light dynamics then reduced to Eqs. (2.1-2.3),
extended to allow for the decay of atomic coherence during the 400 µs storage time
(see Eq. (B.3)). Using these equations and no free parameters (Sec. E.3), we cal-
culated the results of the iterative optimization procedure: i.e., the output signal
field (both signal leakage and stored/retrieved pulses), as well as the generated input
signal pulse for each successive iteration. Example results of these calculations are
shown in the bottom panels of Fig. 3.2. The calculated output signal pulse-shapes
are qualitatively similar to the experimental results and converge to an optimal input
signal pulse-shape within a few iteration steps. The calculated efficiencies for the op-
timization procedure, shown in Figs. 3.2 and 3.4(f), are in reasonable agreement with
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Figure 3.4: (a)-(d) Examples of optimal input signal pulses determined experimen-
tally by application of the iterative optimization procedure, for different control field
profiles. In all cases, the initial (trial) signal pulse has the same Gaussian pulse-shape
and amplitude as the trial pulse used in the data shown in Fig. 3.2. (e) Experimen-
tally measured and (f) calculated memory efficiencies as functions of the iteration
number.

experiment. We also confirmed that the effects of inhomogeneous Doppler broaden-
ing were small for the buffer gas pressure used in our experiments, by repeating the
calculations in a more realistic approximation that included Doppler broadening of
Rb atoms as well as velocity changing collisions with buffer gas atoms (see Appendix
C for the discussion of some of the underlying theory).

3.3.4 Conclusion and Outlook

In conclusion, we experimentally demonstrated an iterative optimization proce-
dure, based on time-reversal, to find the input signal pulse-shape that maximizes the
efficiency of light storage and retrieval. We confirmed the three primary predictions
of the theory underlying the optimization procedure of Chapter 2: (i) efficiency grows
with each iteration until the input signal field converges to its optimal pulse-shape;
(ii) the result of the optimization procedure is independent of the initial (trial) sig-
nal pulse-shape; and (iii) the optimal efficiency does not depend on the control field
temporal profile. We also performed theoretical calculations of the light storage pro-
cess and the optimization procedure, and found good qualitative agreement with the
experimental results, thus supporting the interpretation that optical depth is the key
figure of merit for light storage efficiency. The optimization procedure should be ap-
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plicable to both classical and quantum signal pulses and to a wide range of ensemble
systems. As one example, since pulse-shape optimization with weak classical light
pulses can be straightforwardly performed, such optimization could be used to deter-
mine the temporal profile of input quantum fields, for which mode-shape generation
and measurement are much more difficult to carry out. Also, pulse-shape optimiza-
tion of the kind demonstrated here in atomic ensembles could be applicable to other
systems, e.g., photonic crystals [91].

3.4 Optimization with respect to the Control Pulse

3.4.1 Motivation

The applications of photonic quantum memories to quantum communication [61]
and linear optical quantum computation [15] put forth two important requirements
for the quantum memory: (i) the memory efficiency is high (i.e., the probability of
losing a photon during storage and retrieval is low) and (ii) the retrieved photonic
wavepacket has a well-controlled shape to enable interference with other photons. In
Sec. 3.3, we demonstrated an iterative procedure in which the maximum memory
efficiency is achieved by adjusting the shape of the incoming photon wavepacket.
The advantage of this optimization procedure is the fact that the optimal wavepacket
shape is produced directly by the experimental apparatus rather than by a calculation.
However, one disadvantage of this procedure is that it does not work (and hence does
not satisfy requirement (i)) when one does not have the freedom to choose the shape
of the photonic wavepacket. The second disadvantage of this procedure is that it
does not provide a way to shape the retrieved photon into any desired mode (thus,
preventing the satisfaction of requirement (ii)).

To remedy these disadvantages, here we experimentally demonstrate the capability
to satisfy both quantum memory requirements in an ensemble with a limited optical
depth. Specifically, by adjusting the control field envelopes for several arbitrarily
selected input pulse shapes, we demonstrate storage and precise retrieval into any
desired output pulse shape with experimental memory efficiency very close to the
fundamental limit derived in Chapter 2. This ability to achieve maximum efficiency
for any input pulse shape is crucial when optimization with respect to the input pulse
(Sec. 3.3) is not applicable (e.g., if the photons are generated by parametric down-
conversion [99]). At the same time, control over the outgoing mode, with precision
far beyond the early attempts [77, 100, 101, 102], is essential for experiments based
on the interference of photons stored under different experimental conditions (e.g.,
in atomic ensembles with different optical depths), or stored a different number of
times. In addition, control over output pulse duration may also allow one to reduce
sensitivity to noise (e.g., jitter). It is also important to note that shaping the output
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Figure 3.5: (a) Schematic of the three-level Λ interaction scheme. Control (b) and
signal (c) fields in pulse-shape-preserving storage of a “positive-ramp” pulse using a
calculated optimal control field envelope Ω(t). During the writing stage (t < 0), the
input pulse Ein(t) is mapped onto the optimal spin-wave S(z) [inset in (b)], while a
fraction of the pulse escapes the cell (leakage). After a storage time τ , the spin-wave
S(z) is mapped into an output signal pulse Eout(t) during the retrieval stage. The
dashed blue line in (c) shows the target output pulse shape.

mode via the control pulse avoids additional losses that would be present if one were
to post-process the retrieved photon with an electro-optical modulator [103]. Finally,
as we demonstrate in Sec. 3.4.3, full control over the output pulse shape allows one to
convert single photons into time-bin qubits, which play an important role in quantum
communication [104].

3.4.2 Experimental Results

An example of optimized light storage with controlled retrieval is shown in Fig.
3.5(b,c). In this measurement, we chose the input pulse1 Ein(t) to be a “positive
ramp”. According to theory presented in Chapter 2, the maximum memory efficiency
is achieved only if the input pulse is mapped onto a particular optimal spin wave S(z),
unique for each αL. The calculated optimal spin wave for αL = 24 is shown in the

1Throughout this section (Sec. 3.4), all control and signal envelopes are assumed to be real. Also,
in all experimental data plots, all signal pulses are shown in the same scale, and all input pulses are

normalized to have the same unit area
∫ 0

−T
|Ein(t)|2dt = 1, where t is time in µs.
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inset in Fig. 3.5(b). Then, we used the method described in Secs. B.6.2 and B.10.5
to calculate the writing control field Ω(t) (−T < t < 0) that maps the incoming
pulse onto the optimal spin wave S(z). To calculate the retrieval control field Ω(t)
(τ < t < τ + T) that maps S(z) onto the target output pulse Etgt(t), we employ the
same writing control calculation together with the following time-reversal symmetry
of the optimized light storage (see Chapter 2 and Sec. 3.3). A given input pulse, stored
using its optimal writing control field, is retrieved in the time-reversed and attenuated
copy of itself [Eout(t) ∝ Ein(τ − t)] when the time-reversed control is used for retrieval
[Ω(t) = Ω(τ − t)]. Thus the control field that retrieves the optimal spin wave S(z)
into Etgt(t) is the time-reversed copy of the control that stores Etgt(τ−t) into S(z). As
shown in Fig. 3.5(b,c), we used this method to achieve pulse-shape-preserving storage
and retrieval, i.e., the target output pulse was identical to the input pulse (“positive
ramp”). The measured output pulse [solid black line in Fig. 3.5(c)] matches very well
the target shape [dashed blue line in the same figure]. This qualitatively demonstrates
the effectiveness of the proposed control method.

To describe the memory quantitatively, we define memory efficiency η as the
probability of retrieving an incoming photon after some storage time, or, equivalently,
as the energy ratio between retrieved and initial signal pulses:

η =

∫ τ+T

τ
|Eout(t)|2dt

∫ 0

−T
|Ein(t)|2dt

. (3.1)

To characterize the quality of pulse shape generation, we define an overlap integral
J2 as [14]

J2 =
|
∫ τ+T

τ
Eout(t)Etgt(t)dt|2

∫ τ+T

τ
|Eout(t)|2dt

∫ τ+T

τ
|Etgt(t)|2dt

. (3.2)

The measured memory efficiency for the experiment in Fig. 3.5 is 0.42 ± 0.02. This
value closely approaches the predicted highest achievable efficiency 0.45 for αL = 24
(see Chapter 2), corrected to take into account the spin wave decay during the storage
time. The measured value of the overlap integral between the output and the target
is J2 = 0.987, which indicates little distortion in the retrieved pulse shape.

The definitions of efficiency η and overlap integral J2 are motivated by quantum
information applications. Storage and retrieval of a single photon in a non-ideal
passive quantum memory produces a mixed state that is described by a density matrix
ρ = (1 − η)|0〉〈0| + η|φ〉〈φ| (see Sec. A.2), where |φ〉 is a single photon state with
envelope Eout(t), and |0〉 is the vacuum state. Then the fidelity between the target
single-photon state |ψ〉 with envelope Etgt(t) and the single-photon state |φ〉 is given
by the overlap integral J2 [Eq. (3.2)], while F = 〈ψ|ρ|ψ〉 = ηJ2 is the fidelity of
the output state ρ with respect to the target state |ψ〉. The overlap integral J2

is also an essential parameter for optical quantum computation and communication
protocols [61, 15], since (1 − J2)/2 is the coincidence probability in the Hong-Ou-
Mandel [105] interference between photons |ψ〉 and |φ〉 [14]. One should be cautious
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Figure 3.6: An input Gaussian pulse was optimally stored and retrieved either into
its original pulse shape (a) or into a ramp pulse shape (b). Similarly, the incoming
ramp pulse was optimally stored and retrieved into a Gaussian (c) or into an identical
ramp (d). Input and output signal pulses are shown as dotted and solid black lines,
respectively, while the optimal control fields are shown in solid red lines.

in directly using our classical measurements of η and J2 to predict fidelity for single
photon states because single photons may be sensitive to imperfections that do not
significantly affect classical pulses. For example, four-wave mixing processes may
reduce the fidelity of single-photon storage, although our experiments (Appendix E)
found these effects to be relatively small at αL < 25.

Fig. 3.6 shows more examples of optimal light storage with full output-pulse-shape
control. For this experiment, we stored either of two randomly selected input signal
pulse shapes — a Gaussian and a “negative ramp” — and then retrieved them either
into their original waveforms (a,d) or into each other (b,c). Memory efficiency η
and overlap integral J2 are shown for each graph. Notice that the efficiencies for all
four input-output combinations are very similar (0.42 ± 0.02) and agree well with
the highest achievable efficiency (0.45) for the given optical depth αL = 24. The
overlap integrals are also very close to 1, revealing an excellent match between the
target and the retrieved signal pulse shapes. Note that different input pulses stored
using corresponding (different) optimized writing control fields but retrieved using
identical control fields [pairs (a,c) and (b,d)] had identical output envelopes, very
close to the target one. This observation, together with the fact that the measured
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Figure 3.7: Examples of storage of signal input pulses with Gaussian and triangular
envelopes, followed by retrieval in a linear combination of two time-resolved Gaussian
pulse shapes g1(t) and g2(t). Input and output signal fields are shown in dotted and
solid black lines, respectively. Dashed blue lines show the target envelopes.

memory efficiency is close to the fundamental limit, suggests that indeed different
initial pulses were mapped onto the same optimal spin wave. This indirectly confirms
our control not only over the output signal light field but also over the spin wave.

3.4.3 Conversion of a Single Photon into a Time-Bin Qubit

Our full control over the outgoing pulse shape opens up an interesting possibility to
convert a single photon into a so-called “time-bin” qubit — a single photon excitation
delocalized between two time-resolved wavepackets (bins). The state of the qubit
is encoded in the relative amplitude and phase between the two time bins [104].
Such time-bin qubits are advantageous for quantum communication since they are
insensitive to polarization fluctuations and depolarization during propagation through
optical fibers [104]. We propose to efficiently convert a single photon with an arbitrary
envelope into a time-bin qubit by optimally storing the photon in an atomic ensemble,
and then retrieving it into a time-bin output envelope with well-controlled relative
amplitude and phase using a customized retrieval control field.

To illustrate the proposed output pulse shaping, in Fig. 3.7, we demonstrate stor-
age of two different classical input pulses (a Gaussian and a positive ramp), followed by
retrieval into a time-bin-like classical output pulse, consisting of two distinct Gaussian
pulses g1,2(t) with controllable relative amplitude and delay. We obtained the target
output independently of what the input pulse shape was. We also attained the same
memory efficiency as before (0.41± 0.02) for all linear combinations. Also, regardless
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of the input, the output pulse shapes matched the target envelopes very well, as char-
acterized by the value of the overlap integral close to unity J2 = 0.98± 0.01. We also
verified that the envelopes of the two retrieved components of the output pulse were
nearly identical by calculating the overlap integral J2(g1, g2) between the retrieved
bins g1 and g2. This parameter is important for applications requiring interference of
the two qubit components [104]. The average value of J2(g1, g2) = 0.94 ± 0.02 was
consistently high across the full range of target outputs. The relative phase of the
two qubit components can be adjusted by controlling the phase of the control field
during retrieval. The demonstrated control over the amplitude ratio and shape of
the two output pulses is essential for achieving high-fidelity time-bin qubit genera-
tion. Our scheme is also immediately applicable to high-fidelity partial retrieval of the
spin wave [77], which forms the basis for a recent promising quantum communication
protocol [106].

3.4.4 Conclusion and Outlook

To conclude, we have reported the experimental demonstration of optimal storage
and retrieval of arbitrarily shaped signal pulses in an atomic vapor at an optical depth
αL = 24 by using customized writing control fields. Our measured memory efficiency
is close to the highest efficiency possible at that optical depth. We also demonstrate
full precision control over the retrieved signal pulse shapes, achieved by shaping the
retrieval control field. A high degree of overlap between the retrieved and target pulse
shapes was obtained (overlap integral J2 = 0.98− 0.99) for all input and target pulse
shapes tested in the experiments. We also demonstrated the potential application of
the presented technique to the creation of optical time-bin qubits and to controlled
partial retrieval. Finally, we observed excellent agreement between our experimental
results and theoretical modeling (for deviations at higher αL, see Sec. E.6). The
optimal storage and pulse-shape control presented here are applicable to a wide range
of experiments, since the underlying theory applies to other experimentally relevant
situations such as ensembles enclosed in a cavity discussed in Ref. [93] and Appendix
A, the off-resonant regime discussed in Chapter 2 and Appendices A and B, non-
adiabatic storage (i.e., storage of pulses of high bandwidth) discussed in Appendix
D, and ensembles with inhomogeneous broadening (including Doppler broadening [80]
and line broadening in solids [87]) discussed in Appendix C. Thus, we expect this
pulse-shape control to be indispensable for applications in both classical [107] and
quantum optical information processing.



Chapter 4

Photonic Phase Gate via an
Exchange of Fermionic Spin Waves
in a Spin Chain

4.1 Introduction

While photon storage discussed in Chapters 2 and 3 does not require nonlin-
ear interactions between photons, such interactions are essential for many potential
applications in quantum communication and computation [108, 4]. However, since
single-photon nonlinearities are generally very weak [109], strong photon-photon in-
teractions require elaborate and experimentally challenging schemes [110, 111, 112,
113, 114, 115, 116, 117, 118, 119, 120, 121, 122] with a reliable, practical approach
yet to emerge. In principle, a robust and conceptually simple gate between two
photons can be achieved by temporarily storing their quantum information into two
excitations with fermionic character and exchanging these excitations to obtain the
π-phase shift. In this Chapter, we propose how to implement this scheme with the
role of fermionic excitations played by spin waves in a one-dimensional spin chain.

The five steps of the protocol, labeled as (1) through (5), are schematically il-
lustrated in Fig. 4.1(a). Two photonic wavepackets, shown in red and labeled as f
and h, carry photonic qubits, in which |0〉 (|1〉) corresponds to the absence (pres-
ence) of a single photon in the mode. The goal is to implement a two-qubit phase
gate, which puts a π phase on the state |1〉|1〉, leaving the other three basis states
(|0〉|0〉, |0〉|1〉, and |1〉|0〉) unchanged. The two wavepackets propagate in an optical
waveguide [123, 124, 125] coupled to a 1D optical lattice filled with one bosonic Λ-
type atom [Fig. 4.1(b)] in state |g〉 per site and with tunneling between sites turned
off [126]. In step (1), photon storage techniques (see Chapters 2 and 3, Appendices
A-E, and Refs. [17, 76, 127]) are used to map the two photons [Ê in Figs. 4.1(a,b)]
via an auxiliary control field [Ω in Figs. 4.1(a,b)] onto two spin waves formed by the

34
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Figure 4.1: (a) Schematic diagram for the implementation of the photonic two-qubit
phase gate. (b) The Λ-type atomic level diagram used for interfacing photons and
spin waves. (c) The fermionic dispersion relation ǫ(k) in units of J (solid line), and,
schematically, the amplitudes of the two spin waves in k-space (dashed lines).

collective atomic g-s coherence, with the amplitude of the spin wave on a given atom
indicated by the darkness of the circle. (2) The lattice depth is then reduced yield-
ing a nearest-neighbor superexchange spin Hamiltonian [126], which couples atomic
states s and g and which can be adjusted in such a way that the spin waves behave as
free fermions [128]. (3) The spin waves then propagate through each other, exchange
places, and, being fermionic, pick up the desired π phase. (4) The superexchange is
then turned off, and (5) the spin waves are retrieved back onto photonic modes.

The gate is thus achieved via an exchange of two free fermionic excitations that
temporarily carry the photonic qubits. A closely related idea of endowing photons
with fermionic character by means of nonlinear atom-photon interactions was first
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introduced in Ref. [116]. Contrary to this, in our proposal, fermionic behavior of
photons is achieved by mapping photonic qubits onto atomic states and then relying
on strong atom-atom interactions. Such an approach is similar to that of Refs. [115,
127, 118], where photonic quantum information is also processed by mapping it onto
atomic states and using atom-atom interactions.

Since our gate is based on the relative positions of the fermions, it is robust in that
the phase is exactly π. Given that a Kerr nonlinearity yields the desired nonlinear
phase for bosonic photons [111], it is not surprising that free fermions, which can be
mapped in 1D onto bosons with an infinite repulsion [129], experience the phase as
well. At the same time, since free fermions are not sufficient for universal quantum
computation [130], the interconversion between bosonic photons and fermionic spin
waves is essential to our proposal [116]. The strong collectively enhanced coupling
between photons and atoms required for this interconversion (see Refs. [17, 76, 127]
and Chapter 2) can be achieved in recently demonstrated waveguides that transversely
confine both atoms and photons to dimensions on the order of a wavelength [123, 124,
125, 38] and that are already actively explored from both the fundamental [110, 40, 41]
and the quantum-information [41, 122, 21] points of view. In addition to atom-
photon interactions, our gate, similarly to Refs. [115, 118], relies on strong interatomic
interactions to obtain the superexchange Hamiltonian, which contrasts with methods
where atom-photon interactions alone suffice [111, 112, 113, 114, 116, 117, 122, 119,
120, 121]. At the same time, our proposals differs from Refs. [115, 118] in that it relies
(in contrast to Ref. [115]) purely on tunneling for spin wave propagation and does not
require (in contrast to Ref. [118]) any active manipulation of the atoms other than
during photon storage and retrieval.

4.2 Details of the Protocol

We begin with a bosonic two-component single-band Hubbard model in a 1D
lattice, with the transverse motion frozen. There are N sites with nearest neighbor
spacing a, yielding a total length L = Na. The tunneling rates are tα for species
α (α = g,s), while the s-wave interaction energies are Uαα for two α-atoms and Usg

for an s atom with a g atom [126]. Assuming one atom per each of N sites in the
weak tunneling limit tg, ts ≪ Ugg, Uss, Usg, ignoring edge effects, and dropping the
term

∑

j S
z
j (which would contribute a simple linear phase), the superexchange XXZ

Hamiltonian is (~ = 1 throughout the Chapter) [126]

H =
N−1
∑

j=1

[

−J(S+
j S

−
j+1 + S−

j S
+
j+1) + V Sz

jS
z
j+1

]

, (4.1)

where V = 2
t2g+t2s
Usg

− 4t2g
Ugg

− 4t2s
Uss

and J = 2tgts
Usg

. Here ~Sj = ~σj/2, where ~σj are Pauli

operators in the {s, g} basis and S±
j = Sx

j ± iSy
j . It is convenient to use the Jordan-
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Wigner transformation [128] to map the spins onto fermions with creation operators

c†j : S
+
j = c†j exp

(

iπ
∑j−1

k=1 nk

)

and Sz
j = nj − 1

2
, where nj = c†jcj. Then, dropping the

term
∑

j nj , which would contribute only a linear phase,

H = −J
∑

j

(

c†jcj+1 + c†j+1cj

)

+ V
∑

j

njnj+1. (4.2)

With V = 0, Eq. (4.1) is the XX Hamiltonian, while Eq. (4.2) then represents free
fermions. We can obtain V = 0, for example, by taking tg = ts = t and Ugg = Uss =
2Usg = U , so that J = 4t2/U . When all three scattering lengths are similar in size, as
e.g. in ground-state alkali atoms, Usg can be reduced by shifting the s and g lattices
relative to each other [131].

The free fermion (V = 0) case can be diagonalized, ignoring boundaries, by going
to k-space:

H =
∑

k

ǫ(k)c†kck, (4.3)

where k takes N values in the first Brillouin zone from −π to π at intervals of 2π/N ,
c†k = (1/

√
N)
∑

j e
ikjc†j, and the tight-binding dispersion ǫ(k) = −2J cos(k) is shown

in Fig. 4.1(c).
With all atoms in |g〉 (denoted as |vac〉) and tunneling turned off, two counter-

propagating photonic modes, labeled as f and h in Fig. 4.1(a), are incident on our 1D
chain of atoms near resonance with the g-e transition [see Fig. 4.1(b)]. We then use
two control fields (one for f and one for h) applied at different angles from the side
of the chain [Ω in Fig. 4.1(a)] to store (see Refs. [17, 76, 127], Chapters 2 and 3, and
Appendices A-E) the two photons into the s-g coherence over two spatially separated
regions. As shown below, by appropriately choosing the angle of incidence of the
control fields, we can arrange for the left (f) and right (h) spin waves to be centered
in k-space around k = π/2 and k = −π/2, respectively, as shown in Fig. 4.1(c). This
ensures that the two spin waves will move through each other with maximum speed
(largest possible difference of first derivatives of ǫ(k)) and with minimal distortion
(vanishing second derivative of ǫ(k)). Photonic bandgap effects coming from the pe-
riodicity of atomic positions [132] can be avoided if light of different wavelengths is
used for the lattice and the photons, which is typically the case in experiments [133].

The XX Hamiltonian is then turned on. Since H is diagonal in the Fourier ba-
sis [Eq. (4.3)], it is convenient to define, for any function q(j) on the sites j, its
Fourier transform q̃(k) = (1/

√
N)
∑

j q(j)e
−ikj together with the usual inverse re-

lation q(j) = (1/
√
N)
∑

k q̃(k)eikj. Using Eq. (4.3) and S+
j |vac〉 = c†j |vac〉, it is

then easy to check that the f spin wave alone evolves as
∑

j f(j, τ)Sj
+|vac〉, where

f̃(k, τ) = f̃(k, 0)e−iτǫ(k). We now assume that f(j, 0) is centered around j = N/4
and has width ∼N that is nevertheless small enough for f(j, 0) to be negligible near
the edge (j = 1) and in the middle (j = N/2) of the chain. Furthermore, we as-
sume that f̃(k, 0) is centered around k = π/2 with Fourier-transform-limited width
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∼1/N , so that, for N ≫ 1, the dispersion is approximately linear for all relevant
k: ǫ(k) ≈ [k − (π/2)]v, where the velocity (in sites per second) is v = 2J . Then,
provided the pulse does not reach j = N , it moves to the right with velocity v:
f(j, τ) ≈ eiτJπf(j − vτ, 0). Such spin wave propagation plays an important role in
quantum information transport in spin chains [134]. Similarly, the spin wave h(j, 0)
centered around j = 3N/4 with carrier momentum −π/2 approximately evolves as
h(j′, τ) ≈ eiτJπh(j′ + vτ, 0). Finally, if both f and h are stored simultaneously, they
propagate as

∑

j f(j, τ)c†j
∑

j′ h(j′, τ)c†j′|vac〉, so that after time τ = T ≡ N/(2v) they
exchange places. However, in addition, when rewriting the final state in terms of
spin operators S+

j , an extra minus sign appears since for all relevant j and j′, j > j′.
Thus, the state |1〉|1〉 picks up an extra π phase relative to the other three basis states,
giving rise to the two-qubit photonic phase gate once the spin waves are retrieved.

4.3 Experimental Realizations

Two experimental systems well suited for the implementation of our phase gate
are atoms confined in a hollow core photonic bandgap fiber [123, 124] and atoms
trapped in the evanescent field around an ultrathin optical fiber [125]. In the former
system, a running-wave red-detuned laser can be used to provide a steep transverse
potential limiting atomic motion to a tube and preventing collisions with the walls of
the fiber. Then either a blue-detuned [133] or another red-detuned beam can be used
to create a 1D lattice in the tube. To prepare the atoms, one can load a Bose-Einstein
condensate into the fiber with the lattice turned off (but the tube confinement on),
and then adiabatically turn on the lattice bringing the atoms via a phase transition
into the Mott state [135]. By adjusting the initial atomic density, the case of one
atom per site can be achieved. The superfluid to Mott insulator transition can also
be used to load the atoms in the evanescent field system.

In both experimental systems, during photon storage, the k-vector of the spin wave
is determined by the projection on the atomic chain axis of the k-vector mismatch
between the control and the incoming photon [17]. For example, if the wavelengths of
both g-e and s-e transitions are equal to 2a, then an angle of 60◦ between the control
beam and the atomic chain axis gives the desired spin-wave k-vector of ±π/(2a).
For N = 1000 and 2a ∼ 1µm, the length of the medium is ∼ 500µm. Thus, one
could indeed use two focused control beams to store independently two single photons
from the opposite directions. One could also store photons incident from the same
direction, in which case additional Raman transitions or gradients in Zeeman or Stark
shifts may be used to produce the desired spin-wave carriers. Spin wave retrieval is
carried out in the same manner.
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4.4 Imperfections

We now consider several errors that can arise during gate execution. First, to
estimate the error due to the finite t/U ratio, we perform two consecutive Shrieffer-
Wolff transformations to compute the t4/U3 corrections to H . The error due to
these corrections can be estimated as p1 ∼ (t/U)4 and can be further reduced by
tuning V (see Sec. F.1). Second, photon storage and retrieval with error p2 ∼ 1/(ηN)
(see Appendix B) can be achieved at any detuning (see Chapter 2) and for pulse
bandwidths as large as ηNγ (see Appendix D), where ηN is the resonant optical
depth on the e-g transition whose linewidth is 2γ. Third, the error due to the decay
of the s-g coherence with rate γ0 is p3 ∼ γ0T . An additional error comes from the
reshaping of the pulse due to the nonlinearity of the dispersion. This error falls off
very quickly with N , and already for N = 100 is as low as 3 × 10−4 (see Secs. F.1
and F.2). Moreover, pulse shape distortion can be further corrected during retrieval
(Chapters 2, 3 and Appendices B-E), making the corresponding error negligible.

With an experimentally demonstrated η = 0.01 [124, 125], we need N & 1000 to
achieve efficient photon storage and retrieval (small p2). To suppress t4/U3 correc-
tions to H (see Sec. F.1), we take (t/U)2 = 0.01, which reduces p1 down to ≤ 10−4

and yields velocity v = 8.3t2/U and propagation time T = N/(2v) = N/(0.166U).
For U = (2π)4 kHz [136] and N = 1000, this gives T ∼ 240 ms, which is shorter than
the experimentally observed coherence times of ∼ 1 s [137, 133]. Thus, a proof-of-
principle demonstration of our gate can already be carried out with current experi-
mental technology. With improved experimental systems, a faster and higher fidelity
implementation will also be possible. In particular, coherence times and η can likely
be improved with better control of light and atoms. Moreover, larger U might be ob-
tainable via magnetic [138] or optical [139] Feshbach resonances or with more intense
lattice lasers.

4.5 Extensions

One possible extension of our gate is the case V 6= 0, which allows to obtain a
phase gate with a tunable phase. For the case of no or one spin wave, the V 6= 0
time evolution is identical, up to unimportant linear and constant phases, to the
V = 0 evolution. The case of two spin waves can be solved by Bethe ansatz [128] as
follows. Ignoring the effects of the boundaries (since our spin waves vanish there) and
considering the limit N → ∞, the state corresponding to two spin waves localized
in k-space near −π/2 and π/2 can be expanded in orthonormal eigenstates (see Sec.
F.3)

|Ψ〉k,p =
1

N

∑

j<j′

(

eikjeipj′ − eiθ0eipjeikj′
)

|j, j′〉, (4.4)
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where p and k are quantized as before, p < k, θ0 = −2 tan−1 [V/(2J)], and |j, j′〉 =
c†jc

†
j′|vac〉. The energy of |Ψ〉k,p is given (up to an unimportant constant) by the sum

of V = 0 energies ǫ(k) + ǫ(p). The simultaneous propagation of f and h spin waves
is then described by

|Ψ(τ)〉 =
∑

j<j′

[

f(j, τ)h(j′, τ) − eiθ0f(j′, τ)h(j, τ)
]

|j, j′〉, (4.5)

so that at t = 0 (t = T ) only the first (second) term in the square brackets contributes.
The phase −eiθ0 picked up by the state |1〉|1〉 is, thus, continuously tunable from π
at V = 0 to 0 at |V |/J → ∞.

Extensions to systems other than bosonic neutral atoms can also be envisioned.
First, the implementation with fermionic, rather than bosonic, neutral atoms in a
chain, may offer an advantage: it may be easier to load a band insulator of fermionic
g atoms than a bosonic Mott insulator (see Sec. F.4). Second, one can envision
a chain of ions enclosed in a cavity [140], with the spin Hamiltonian generated by
combining spin-dependent optical dipole forces with Coulomb interactions [8]. Finally,
a system of dipole-dipole interacting solid state emitters (such as quantum dots or
nitrogen vacancy color centers in diamond) coupled to surface plasmons in conducting
nanowires [141, 38] may offer long coherence times [142, 143] and fast gate times
coming from strong spin-spin interactions.

4.6 Conclusion

We have proposed a robust and conceptually simple photonic phase gate based on
the exchange of two fermionic excitations that temporarily carry the photonic qubits.
In addition to the possibility of tuning the acquired phase, another advantage of our
protocol is that, as in Ref. [118], the spin chain can be simultaneously used not only
to couple but also to store the photonic qubits, which is crucial for many quantum
information processing tasks [1]. While we have described how the gate works in the
occupation basis, it can easily be extended to the more convenient polarization basis
[4] simply by applying the above gate to just one of the two polarizations. With
currently available experimental systems already sufficient for a proof-of-principle
demonstration, our protocol should be immediately useful in fields such as quantum
computation and quantum communication.



Chapter 5

Coherent Quantum Optical
Control with Subwavelength
Resolution

5.1 Introduction and Basic Idea

In contrast to the applications presented in Chapters 2-4, which do not require the
addressing of individual atoms, many quantum computing and quantum simulation
applications require individual addressing of closely-spaced quantum systems such as
atoms [144, 145], ions [146, 147, 27], quantum dots [148, 149, 150], or solid state
defects [12]. Moreover, the achievement of a sufficiently strong coupling between
individual quantum systems often requires arrays with separations smaller than the
optical wavelength λ of the light that can be used to manipulate these systems.
However, diffraction sets a fraction of the optical wavelength λ as the fundamental
limit to the size of the focal spot of light [151]. This prohibits high-fidelity addressing
of individual identical atoms if they are separated by a distance of order λ or less.
In this Chapter, we propose a method for coherent optical far-field manipulation of
quantum systems with resolution that is not limited by the wavelength of radiation
and can, in principle, approach a few nanometers.

Our method for coherent sub-wavelength manipulation is based on the nonlinear
atomic response produced by so-called dark resonances [152]. The main idea can
be understood using the three-state model atom shown in Fig. 5.1(a). Consider
two such atoms, atom 1 and atom 2, positioned along the x-axis at x = 0 and
x = d, respectively, as shown in Fig. 5.1(b). Assume that they are prepared in the
ground state |g〉 and then illuminated by the probe field with wavelength λ and Rabi
frequency Ω. For d≪ λ, one cannot focus the probe on atom 1 without affecting atom
2 and other neighboring atoms. Let us suppose that Ω is uniform over the distance
d. In addition, prior to turning on the probe, we turn on a two-photon-resonant
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Figure 5.1: (a) 3-level atom prepared in state |g〉 and coupled at two-photon resonance
to a spatially uniform probe field with Rabi frequency Ω and a spatially varying
control field with Rabi frequency Ωc(x). (b) Schematic of the setup: atom 1, at a
node of the control field, responds to the probe, while atom 2, a distance d away, is
subject to a large control field Ωc(d) ≫ Ω and does not respond to the probe.

spatially varying control field (e.g. a standing wave) of wavelength λ′ = 2π/k′ that
vanishes at x = 0 (i.e. has a node) and has Rabi frequency Ωc(x) ≈ Ω0k

′x for k′x≪ 1.
Destructive interference of excitation pathways from |g〉 and |r〉 up to |e〉 ensures that
the so-called dark state |dark(x)〉 = (Ωc(x)|g〉−Ω|r〉)/

√

Ω2
c(x) + Ω2 is decoupled from

both optical fields [152]. It is the sharp nonlinear dependence of |dark(x)〉 on Ωc(x)
that allows for sub-wavelength addressability. In particular, for atom 1 at x = 0,
|dark(x)〉 = −|r〉, so that atom 1 prepared in state |g〉 responds to the probe light in
the usual way. On the other hand, for all x such that Ωc(x) ≫ Ω, |dark(x)〉 ≈ |g〉.
The space interval around x = 0, in which the ground state |g〉 is not dark, therefore,
has width ∼ Ω/(Ω0k

′) and can thus be made arbitrarily small by increasing the overall
intensity of the control (∝ Ω2

0). In particular, atom 2 at x = d prepared in |g〉 will
not respond to the probe provided Ω0 ≫ Ω/(k′d).

This selective sub-wavelength addressability can be used in a variety of ways. For
example, one can accomplish selective state manipulation of proximally spaced qubits
via spatially selective stimulated Raman transitions. In combination with dipole-
dipole interactions, our technique can be used, for d ≪ λ, to generate an efficient
two-qubit gate between pairs of atoms. One can implement selective fluorescence
detection [146, 147] of the internal state of an atom if |g〉 − |e〉 corresponds to a
cycling transition (this is possible either if |r〉 is above |e〉 or if spontaneous emission
from |e〉 into |r〉 is much slower than into |g〉). Finally, one can perform spatially
selective optical pumping of individual atoms. Addressability with d ≪ λ will be
important for arrays of quantum dots [148, 149, 150] or optically active defects [12] in
solid state, where d≪ λ is often needed to achieve coupling [153, 154]. Moreover, our
technique enables highly desirable high-fidelity micron-scale manipulation of atoms
in optical lattices with d = λ/2 [144, 145] and ions in linear Paul traps with d < 5 µm
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Figure 5.2: Single-qubit phase gate on atom 1. (a) Atom 1 (Ωc(0) = 0) or atom
2 (Ωc(d) 6= 0). (b) Atom 2 using basis states {|D〉, |B〉} in place of {|1〉, |r〉}. (c)
Schematic of imperfect localization of atom 1: parabolic trapping potential mw2x2/2
with three lowest energy levels indicated, ground state wavepacket of width a0, and
control field Ωc(x) ≈ Ω0k

′x.

[146, 147] (for ions, small d is desirable as it accompanies large vibrational frequencies
[146, 147]). Below, we analyze in detail selective coherent state manipulation and then
estimate manipulation errors using realistic experimental parameters.

Before proceeding, we note important prior work. Our approach is an extension of
incoherent nonlinear techniques used in atom lithography [155] and biological imaging
[54]. The nonlinear saturation of EIT response that forms the basis of the present
work has already been used for the realization of stationary pulses of light [156] and
has been suggested for achieving subwavelength localization of an atom in a standing
wave ([157, 158] and references therein). Finally, alternative approaches to solving the
addressability problem exist that use Bessel probe beams with nodes on all but one
atom [159], place atoms into traps separated by more than λ [160, 161], and resolve
closely spaced atoms spectroscopically [162] by applying spatially varying magnetic
fields [163, 164] or light shifts [165, 166, 167].

5.2 Detailed Analysis on the Example of a Single-

Qubit Phase Gate

5.2.1 Gate Protocol

As a specific example, we now analyze in detail a spatially selective single-qubit
phase gate, |0〉 → |0〉, |1〉 → eiφ|1〉, on a qubit encoded in stable atomic states |0〉
and |1〉 of one atom in the presence of a proximal neighbor (Fig. 5.2). Consider
atoms 1 and 2 that have a tripod configuration shown in Fig. 5.2(a). We assume
that the optical transitions from the metastable states |0〉, |1〉, and |r〉 up to |e〉
are separately addressable via polarization or frequency selectivity. By turning on a
probe field with Rabi frequency ∼ Ω, wavelength λ = 2π/k, and detuning ∆ ≫ Ω for
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a time τ ∝ ∆/Ω2, we would like to apply a π-phase on state |1〉 of qubit 1 via the ac
Stark effect. To minimize errors discussed below, we turn Ω on and off not abruptly
but adiabatically (e.g. a linear ramp up from zero immediately followed by a linear
ramp down to zero). To shut off the phase shift on the nearby qubit 2, we apply, at
two-photon resonance with Ω, a spatially varying control field with Rabi frequency
Ωc(x) ≈ Ω0k

′x for k′x≪ 1. We assume the control is turned on before and turned off
after the probe pulse. For the moment we treat atoms as point particles and return
to the question of finite extent of the atomic wave packets in Sec. 5.2.4.

5.2.2 Errors due to Spontaneous Emission and

Non-Adiabaticity

The gate error on atom 1 due to spontaneous emission can be estimated as τγρe ∼
τγ(Ω/∆)2 ∼ γ/∆, where ρi is the population of state |i〉 and where we assume for
simplicity that all transitions are radiatively broadened and that the decay rate of |e〉
is 2γ. To investigate the effect on atom 2, we define dark and bright states for this
atom as |D〉 = (Ωc|1〉 − Ω|r〉)/Ω̃ and |B〉 = (Ω|1〉 + Ωc|r〉)/Ω̃, where Ω̃ =

√

Ω2
c + Ω2

and Ωc = Ωc(x = d) (see Fig. 5.2(b)). Since |D〉 = |1〉 at the beginning and at the
end of the probe pulse (i.e. when Ω = 0), the phase gate will be turned off if atom
2 remains in a superposition of |0〉 and |D〉 without any phase accumulation on |D〉
or population loss into |B〉. This will be the case provided the probe field is turned
on and off adiabatically as compared with |B〉 − |D〉 energy splitting, which is equal
to the Stark shift ∆S = Ω̃2/∆ of |B〉. In the limit Ωc ≫ Ω, which we will assume
from now on, the non-adiabatic coupling between |D〉 and |B〉 has an effective Rabi
frequency ΩNA ∼ Ω/(τΩc) [168] giving population loss from the dark state into the
bright state of order ρB ∼ (ΩNA/∆S)2 ∼ (Ω/Ωc)

6 and hence an error of the same
order. The errors due to the Stark shift Ω2

NA/∆S of |D〉 and due to spontaneous
emission are smaller than (Ω/Ωc)

6 and γ/∆, respectively.
In the simplest case, these are the dominant sources of error, so that the total

error is
Pe ∼ (γ/∆) + (Ω/Ωc)

6. (5.1)

Plugging in Ω2 ∼ ∆/τ and minimizing with respect to ∆ gives ∆ ∼ (γτ 3Ω6
c)1/4 and

Pe ∼ [γ/(τΩ2
c)]

3/4
, which can be made arbitrarily small by increasing control intensity.

5.2.3 Error due to Dipole-Dipole Interactions

However, other sources of error exist. For d ≪ λ, dipole-dipole interactions and
cooperative decay effects may become important [169]. Cooperative decay will not
qualitatively change the errors since the desired evolution is close to unitary. As-
suming that we have only two atoms and that d ≪ λ, taking the axis of quan-
tization to coincide with the x-axis, the dipole-dipole Hamiltonian can be writ-
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ten as Hdd = (~µ1 · ~µ2 − 3(~µ1 · x̂)(~µ2 · x̂))/d3, where ~µi is the electric dipole op-
erator of the ith atom. Since most of the population will stay in |0〉 and |1〉,
the dipole-dipole interactions involving state |r〉 can be ignored. Then, provided
|0〉 − |e〉 and |1〉 − |e〉 have different polarizations or sufficient frequency difference,
Hdd ≈ −g0(|0e〉〈e0| + |e0〉〈0e|) − g1(|1e〉〈e1| + |e1〉〈1e|), where |αβ〉 denotes a two-
atom state with atom 1 in |α〉 and atom 2 in |β〉 and where g0 and g1 are proportional
to g = γ/(kd)3 with proportionality constants that depend on the polarizations of
the transitions. Then a perturbative calculation shows that dipole-dipole interactions
introduce an error1 ∼ (Ωg/(Ωc∆))4.

5.2.4 Errors due to Imperfect Control-Field Nodes and Fi-
nite Atom Localization

Additional errors are associated with imperfections in the control field node and
with finite localization of atoms. If atom 1 was perfectly localized at a single point, a
residual control field at the node (Ωc(0) 6= 0) would result in population (Ωc(0)/Ω)2

in the dark state |D〉 (now defined for atom 1). However, even if Ωc(0) = 0, atom
1 can still interact with the control field due to finite extent a0 of its wave-function.
Assuming2 Ωc(0) . Ω0k

′a0, the error due to finite atomic extent (discussed below)
will dominate over (Ωc(0)/Ω)2.

To analyze the problem of localization for atoms in optical lattices and ions in
linear Paul traps, we assume that atom 1 sits in the ground state of a harmonic
oscillator potential with frequency ω and, therefore, has spread a0 =

√

~/(2mω),
where m is the mass of the atom, as shown schematically in Fig. 5.2(c). We assume
Ωc(x) = Ω0k

′x = Ωca(â† + â), where Ωca = Ωc(a0) and â is the oscillator annihilation
operator. Ωc(x) will then couple |e, n〉 and |r,m〉 only when n = m± 1, where |α, n〉
denotes atom 1 in internal state |α〉 in nth harmonic level. The dominant error can be
estimated by keeping only states |1, 0〉, |e, 0〉, and |r, 1〉. A perturbative calculation
shows that the two limits, in which the error is small are: (a) fast limit ωτ . 1, in
which case Pe ∼ (Ωca/Ω)2; (b) adiabatic limit ωτ ≫ 1, (Ωca/Ω)2, in which case a
small change in the Stark shift of |1, 0〉 can be compensated by slightly adjusting τ
to yield Pe ∼ (Ωca/Ω)2/(τω)4.

For atom 2 centered at x = d, we have Ωc(x) = Ω0k
′d + Ωck

′(x − d), i.e. the
desired coupling Ωc within each harmonic level is accompanied by coupling of strength
∼ Ωca between different harmonic levels. Numerical simulations show that provided
Ωca < 0.1 Ωc (which will always hold below), this coupling has an insignificant effect.

1If Ωc is not sufficiently larger than Ω, Pe ∼ (Ωg/(Ωc∆))2. However, (Ωg/(Ωc∆))2 and
(Ωg/(Ωc∆))4 depend on d so sharply that they give almost the same resolution.

2The condition is modified in the adiabatic limit (see error #3 in Table 5.1): Ωc(0) .

Ω0k
′a0/(ωτ)2.
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Error source Error scaling (Pe)

1 decay error on atom 1 γ/∆
localization error on atom 1:

2 - ions and atoms in fast limit (Ωca/Ω)2

and solid-state qubits
3 - ions and atoms in adiabatic limit (Ωca/Ω)2/(τω)4

4 unitary error on atom 2 (Ω/Ωc)
6

5 dipole-dipole error (gΩ/(∆Ωc))
4

6 |r〉 decay on atom 2 for Rb (Ω/Ωc)
2γrτ

Table 5.1: Error budget for the single-qubit phase gate.

5.2.5 Error Budget

The error budget3 for the single-qubit phase gate is summarized in Table 5.1. In
general, for a given set of experimental parameters, using Ω2 ∼ ∆/τ to eliminate Ω in
favor of ∆, one has to write the total error as the sum of the errors in Table 5.1 and
minimize it with respect to Ω0 and ∆ (we assume Ω0/2π ≤ 1 GHz). We will illustrate
this procedure for three systems: ions, solid-state qubits, and neutral atoms. Since ion
and neutral atom examples will have d ∼ λ, we take Ωc = Ω0 for them, while for solid-
state qubits, we take Ωc = Ω0k

′d. We take Ωca = Ω0k
′a0, except for neutral atoms,

as discussed below. We note that stimulated Raman transitions [146, 147], resulting
in qubit rotations, can also be treated in exactly the same way, yielding similar error
probabilities. Moreover, this error analysis is readily extendable to spatially selective
qubit measurements and optical pumping, as well as to dipole-dipole two-qubit gates
for qubits separated by d≪ λ.

5.2.6 Approaches to Node Creation

Several approaches to control field node creation exist. One or two standing
waves can be used to generate planes or lines, respectively, of zero field with field
amplitudes scaling linearly near the zeros. If one has a regular array of atoms (e.g.
in an optical lattice), arrays of zeros can be chosen to have spacing incommensurate
or commensurate with atomic spacing, allowing to address single or multiple atoms,
respectively. One can also create control field nodes using holographic techniques
[170], which allow one to generate single optical vortices (such as in a Laguerre-
Gaussian beam) or an arbitrary diffraction-limited two-dimensional array of them.
For simplicity, we consider the case when atoms are sensitive only to one polarization

3For solid state qubits, we model imperfect localization of atom 1 by replacing Ωc(0) with Ωca =
Ωc(a0) to give an error ∼ (Ωca/Ω)2, where a0 is the electronic-wavefunction extent.
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of the control field (e.g. if a magnetic field is applied to remove degeneracies). Then
the quality of a standing wave node in this polarization component is determined by
the interference contrast, which is limited by the mismatch between the amplitudes of
this component in the two interfering waves. On the other hand, in an optical vortex,
if the phase of the desired polarization component picks up a nonzero multiple of 2π
around a closed loop, for topological reasons this loop must enclose a line (in three
dimensions) where the amplitude of this polarization component exactly vanishes (see
e.g. [171]). Furthermore, the Rabi frequency in an optical vortex rises radially from
the center as |Ωc(x)| ∼ Ω0(x/w)l, where w & λ′ is the beam waist and the topological
charge l is a positive integer. Therefore, in some cases, the use of vortices with l > 1
instead of standing waves or l = 1 vortices can improve the resolution by decreasing
the undesired coupling of the control to atom 1. We will use an l = 2 vortex for the
neutral-atom example, in which case we take Ωca = Ω0(k′a0)2 in error #2 in Table
5.1.

5.2.7 Error Estimates for Ions in Paul Traps, Solid-State
Qubits, and Neutral Atoms in Optical Lattices

We first analyze ions in linear Paul traps. We consider for concreteness 40Ca+

[172] with |0〉 = |4S1/2, m = 1/2〉, |1〉 = |4S1/2, m = −1/2〉, |e〉 = |4P1/2, m = 1/2〉,
and |r〉 = |3D3/2, m= 3/2〉. Note that λ = 397 nm and λ′ = 866 nm are far enough
apart to ignore off-resonant cross coupling. Then, for τ = 1 µs, ω/2π = 10 MHz, and
d = 1 − 3 µm, errors #1 and #4 from Table 5.1 form the dominant balance, so that

Eq. (5.1) applies and Pe ∼ [γ/(τΩ2
c)]

3/4
, which is ∼ 10−4 for Ω0/2π = 1 GHz (with

optimal ∆/(2π) ∼ 200 GHz and Ω/(2π) ∼ 200 MHz). This and the next two error
estimates are significantly lower than the errors produced by naive probe focusing.

For solid-state qubits (e.g. Nitrogen-Vacancy color centers in diamond [143]), we
take a0 = 0.5 nm, λ = λ′ = 700 nm, γ/2π = 5 MHz, and τ = 1 µs, which, for d
between 100 nm and 20 nm, makes errors #2 and #4 form the dominant balance, so
that Pe ∼ (a0/d)3/2 is between 5 × 10−4 and 5 × 10−3. For d < 10 nm, Ω0/2π = 1
GHz is insufficient to suppress the dipole-dipole error (error #5 in Table 5.1), and
the gate fidelity sharply drops.

To analyze atoms in optical lattices, we consider 87Rb with |0〉 = |5S1/2, F =
2, mF = 2〉, |1〉 = |5S1/2, F = 1, mF = 1〉, |e〉 = |5P1/2, F = 2, mF = 2〉, and |r〉 = |4D〉.
|4D〉 decays with rate 2γr = 1/(90 ns); so to reduce the error ∼ ρrγrτ ∼ (Ω/Ωc)

2γrτ
on atom 2 (error #6 in Table 5.1), we choose short τ = 10 ns. For ω/2π = 50
kHz and Ω0/2π = 1 GHz, errors #2 and #6 form the dominant balance, so that

Pe ∼ (Ωca/Ωc) (τγr)
1/2 ∼ 0.01. This error can be further reduced by tightening the

traps for the duration of the gate either by increasing the power of or by decreasing
the detuning of the lattice beams.
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5.3 Advantages of Our Addressability Technique

Our selective addressability technique has several advantages that may enable it
to outperform alternative all-optical addressability proposals based on the gradient
method [165, 166, 167]. First, the nonlinear response provided by the dark states may
potentially provide our method with superior error scaling. Second, in the gradient
method, the control field typically couples states that are populated at some point
during the gate. In contrast, in our method, the control field is small (ideally, van-
ishing) on the atom that is being manipulated, while on the neighboring atoms the
population of level |r〉 (coupled by the control to level |e〉) is negligible and becomes
smaller as the control power grows. As a result, in contrast to the gradient method,
our method (1) avoids unwanted forces on atoms due to Stark shift gradients [and
hence prevents unwanted entanglement of external and internal degrees of freedom]
and (2) avoids excessive spontaneous emission, which may take place if the control
field mixes populated stable states with short-lived excited states.

5.4 Conclusions and Outlook

We now outline some new avenues opened by the coherent selective addressability
technique. Although we discussed in detail only the application of this technique
to selective phase gates (equivalently, Raman transitions), it has obvious generaliza-
tions to geometric gates [173], fluorescence detection, and optical pumping/shelving,
as well as to the generation (in combination with dipole-dipole interactions and as-
suming d ≪ λ) of entangling gates between atoms. In addition to the applications
to atoms in optical lattices, to ions in linear Paul traps, and to solid-state qubits,
our technique may also allow for single-atom addressability in recently proposed sub-
wavelength optical lattices [174]. Moreover, a combination of similar ideas involving
dark states and the nonlinear atomic response can itself be used for creating deep
sub-wavelength-separated traps and flat-bottom traps. Finally, better optimization
(e.g. using optimal control theory to shape laser pulses as in Appendix D) can further
reduce the errors. Therefore, we expect this technique to be of great value for fields
ranging from quantum computation and quantum simulation to coherent control, all
of which can benefit from high-fidelity addressability at d . λ.

Note added: after completing this work, we became aware of related proposals
[175, 176, 177] to use dark state position dependence to achieve sub-wavelength res-
olution.



Chapter 6

Alkaline-Earth-Metal Atoms as
Few-Qubit Quantum Registers

6.1 Introduction

As exemplified by experiments underlying Chapters 2-5, alkali atoms, due to
their relatively simple electronic structure and convenient wavelengths, are the main
workhorse for atomic experiments. In this and the following Chapter, we show that
unique features of group-two (i.e. alkaline-earth) atoms make these atoms into excel-
lent candidates for quantum computing and quantum simulation experiments despite
their inconvenient wavelengths and more complex electronic structure. In the process,
we use the sub-wavelength addressability proposal of Chapter 5.

Stringent requirements on the implementation of scalable quantum information
systems can be significantly relaxed if the entire system can be subdivided into smaller
quantum registers, in which several qubits can be stored for a long time and local
quantum operations can be carried out with a very high fidelity [178, 179, 180, 181,
182, 183, 184]. In such a case, scalable quantum networks can be built even if the
non-local coupling between registers has either low fidelity or is probabilistic [178, 179,
180, 181, 183, 184, 182]. Local operations can be achieved with the highest fidelity if
the entire register is encoded into a single atom or molecule. While quantum registers
based on individual solid-state impurities are already being explored [143, 185, 186],
typical qubits encoded into hyperfine [187] or Rydberg [188] states of isolated atoms
cannot be easily used as a few-qubit register. More specifically, the Hilbert space
associated with such systems cannot be represented as a direct product of several
sub-systems, such that e.g. one of the qubits can be measured without affecting the
others.

In this Chapter, we show that individual alkaline-earth atoms can be used for the
robust implementation of quantum registers, with one (electronic) qubit encoded in a
long-lived optical transition and several additional qubits encoded in the nuclear spin.

49
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Figure 6.1: (a) On the example of 171Yb (I = 1/2) in the Paschen-Back regime for
state 1P1, relevant alkaline-earth-like level structure. (b) Interregister gate based on
conditional resonant tunneling.

Following the proposal of Ref. [182], we use the electronic qubit as the communication
qubit [183, 184, 143, 185, 186] for detecting and coupling the registers. In particular,
we show that the full (2I + 1)-dimensional space describing a spin-I nucleus can
be preserved during electronic-qubit detection. This step uses off-resonant detection
proposed in Ref. [182] and extends the proposal of Ref. [189] beyond one nuclear qubit
manipulation to much larger registers (I can be as high as 9/2, as in 87Sr). We also
show how to manipulate and measure individual registers in an optical lattice with
subwavelength resolution. While entangling gates between alkaline-earth atoms have
been studied in the context of nuclear qubits alone [190, 191] and electronic qubits
alone [192], we propose a new scheme that makes use of both degrees of freedom. Our
gate creates entangled states between electronic qubits using conditional resonant
tunneling and an interaction blockade [193, 194].

6.2 The Register

Fig. 6.1(a) shows, as an example, the relevant alkaline-earth-like structure of 171Yb
(I = 1/2). We want to arbitrarily manipulate the 2(2I+1)-dimensional Hilbert space
consisting of states in the manifolds |g〉 = 1S0 and |s〉 = 3P0 (“g” for ground and “s”
for stable). Using a differential g-factor [195], one can optically excite all 6 I + 1
individual |g〉 − |s〉 transitions in the presence of a magnetic field B [196] [see Fig.



Chapter 6: Alkaline-Earth-Metal Atoms as Few-Qubit Quantum Registers 51

6.1(a)]. Thus, any unitary operation on an individual register can be achieved1 [197].
To make single-register manipulation spatially selective, one can envision various

strategies. The conceptually simplest strategy would adiabatically expand the lattice
for the time of the manipulation, which can be done without changing the wavelength
of the light using holographic techniques or angled beams [198]. Alternatively, we
can make a temporary Raman transfer of a given pair of Zeeman levels of |s〉 up to
|s′〉 = 3P2 via |e′〉 = 3S1 [Fig. 6.1(a)] [191]. One way to achieve spatial selectivity in
this Raman transfer is to perform adiabatic passage, in which the beam on one of the
transitions vanishes (and, thus, prohibits the transfer) at the location of one atom
[175]. Subsequent manipulation of the two chosen Zeeman levels of |s〉 will then be
automatically spatially selective. Any other pair of states within the register can be
manipulated by swapping it in advance with the first one. Alternatively, one can use
the |s〉 − |e′〉 − |s′〉 Lambda system to achieve spatial selectivity even without state
transfer by using dark-state-based selectivity (see Chapter 5).

6.3 Interregister Gate

We now assume that atoms are prepared in a Mott insulator state [135] in an
optical lattice (or a fully polarized band insulator, which may be easier to load),
with one atom per site. We isolate two adjacent atoms (left and right) using a
superlattice [193, 199]. We now show how to generate a two-qubit phase gate between
the electronic qubits of these atoms (i.e. |g, g〉 → −|g, g〉) in a regime where the
tunneling J is much smaller than the onsite interaction energy. As shown in Fig.
6.1(b), we bias the right well relative to the left well by a value ∆E equal to the
interaction energy Ugg between two |g〉-atoms. If we had bosons with I = 0, then
after time τ ∼ 1/J the state |g, g〉 would pick up a minus sign due to resonant
tunneling of the right atom to the left well and back. We now demonstrate how
this gate works for fermions with arbitrary I. We consider the two-well single-band

1If the limit on gate speed imposed by the differential g-factor becomes too restrictive, nuclear
spin selectivity can instead be achieved with Raman transitions from |s〉 to 3P2 via 3S1 [Fig. 6.1(a)]
[191]. One can also use Raman transitions between Zeeman levels of |g〉 via hyperfine levels of 1P1.
Nuclear spin can also be manipulated using radio-frequency pulses.
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Hubbard Hamiltonian2 derived in Sec. 7.2:

Ĥh = −J
∑

α,m

(ĉ†LαmĉRαm + h.c.) + ∆E
∑

α,m

n̂Rαm

−
∑

i,α,m

µNBmgαn̂iαm +
∑

i,α,m<m′

Uααn̂iαmn̂iαm′

+V
∑

i

n̂ign̂is + Vex

∑

i,m,m′

ĉ†igmĉ
†
ism′ ĉigm′ ĉism. (6.1)

Here i = L,R labels sites; α = g, s; m,m′ = −I, . . . , I; n̂iα =
∑

m n̂iαm; n̂iαm =

ĉ†iαmĉiαm, where ĉ†iαm creates an atom in state αm on site i. The tunneling rate J and
the bias ∆E are assumed for notational simplicity to be state-independent. gα is the g-
factor of state α. V = (U+

sg +U−
sg)/2 and Vex = (U+

sg−U−
sg)/2 describe the ”direct” and

”exchange” interactions [200]. Ux
αβ = (4π~

2ax
αβ/M)

∫

d3r|φα(r)|2|φβ(r)|2 [201], where
M is atomic mass, ax

αβ = agg, ass, a
+
sg, a

−
sg are the four s-wave scattering lengths, φα are

the Wannier orbitals. a−sg corresponds to the antisymmetric electronic state |gs〉−|sg〉
(implying a symmetric nuclear state), while agg, ass, and a+

sg correspond to the three
symmetric electronic states (implying antisymmetric nuclear states). Since |g〉 and
|s〉 have J = 0 and since hyperfine mixing of |s〉 with other states is small [195],
we take ax

αβ to be independent of nuclear spin, which is consistent with experiments
[202, 196]. We note that the optical energy of |s〉 is absent in our rotating frame.

In our scheme, provided Ugg differs from other U ’s, the interaction blockade
[194] will prevent two atoms from being on the same site unless they are both in
state |g〉, so we can ignore all but the Ugg interaction terms. In this case, the Zee-
man Hamiltonian can be rotated out. The first step of the gate is to increase the
bias ∆E from 0 to Ugg for time τ = π/(

√
2J), and then set it back to 0. Defin-

ing |g, g〉|m2, m1〉 = ĉ†Lgm2
ĉ†Rgm1

|0〉, this gives a 2π pulse between I(2I + 1) states

|g, g〉(|m2, m1〉 − |m1, m2〉) (m1 < m2) and ĉ†Lgm1
ĉ†Lgm2

|0〉, so that the former pick up
a factor −1. The I(2I + 1) states that pick up the factor −1 are precisely all the
|g, g〉 states with an antisymmetric nuclear state since two |g〉 atoms in a symmetric
nuclear state cannot sit on one site. To make all (2I + 1)2 |g, g〉 states pick up the
factor −1, we require two more steps. In the second step, we apply a phase −1 on
site R on all |g,m〉 with m > 0, repeat the bias, and repeat the phase. In the final
step, we swap |g,m〉 and |g,−m〉 on site R, repeat the first two steps, and repeat
the swap. This results in |g, g〉 → −|g, g〉 independent of the nuclear spin, i.e. a two-
qubit phase gate on the two electronic qubits. All atom pairs in the superlattice that
experience only the four biases are unaffected. Thus, together with spatially selective
single-atom manipulation, this gate gives universal manipulation of the full lattice of

2We estimate that we can neglect vector and tensor light shifts, as well as the effects of hyperfine
mixing [195] on the gI -factor in |e〉. In particular, our interregister gate assumes that differential
vector and tensor light shifts between the two sites are ≪ J , which is typically satisfied.
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quantum registers. The gate error due to virtual tunneling is ∼ (J/U)2, where J/U
is the smallest relevant ratio of tunneling to interaction energy or to a difference of
interaction energies. This error can be reduced if |g〉 and |s〉 lattices are independent
[191]. Other errors in this gate are analogous to those studied in Ref. [194].

We now point out some advantages of this gate. The gate is essentially achieved
by conditioning the resonant tunneling on the internal state of the atoms rather
than on the number of atoms in the wells [193, 194] or on the vibrational levels the
atoms occupy [203]. Being resonant, the gate is faster (τ ∼ 1/J) than superexchange
gates (τ ∼ U/J2) [204]. At the same time, by conditioning the tunneling on the
internal state, we avoid having two |s〉-atoms in one well [192], which may be subject
to collisional losses. A key property of the gate is that it couples the electronic
(communication) qubits without affecting the nuclear qubits. At the same time, a
remarkable feature of our gate is that it would not have worked without the use of
the nuclear degree of freedom, because two |g〉 atoms would not be able to sit on the
same site in that case. This is in a sense the reverse of Ref. [190], where a gate on
nuclear spins relies on the underlying electronic interactions. Finally, our gate can
be easily extended to bosons. In particular, a single bias interval would suffice for
bosons with two internal states |g〉 and |s〉 that have different interactions Ugg, Uss,
and Usg (e.g. if |g〉 and |s〉 experience different potentials).

6.4 Electronic-Qubit Detection

We now demonstrate the essential ability of our register to preserve all nuclear
qubits during the fluorescence detection of the electronic qubit. The key ingredi-
ents will be off-resonant excitation [182] and/or a strong magnetic field [189]. The
detection is made by cycling the |g〉 − (|e〉 = 1P1) transition (”e” for excited). To
yield an error p < 0.01 after scattering N ∼ 100 photons, the decay rate from |e〉
to |g〉 should exceed other decay rates from |e〉 by > 104, which is typically satis-
fied3 [205, 206, 207]. We can thus restrict ourselves to a 4(2I + 1)-dimensional space
describing the |g〉 − |e〉 transition: |g〉|mI〉 (J = 0) and |e,mJ〉|mI〉 (J = 1). The
Hamiltonian is then4 (~ = 1)

Ĥ = AÎ · Ĵ +Q
3(̂I · Ĵ)2 + 3/2Î · Ĵ −K

2IJ(2I − 1)(2J − 1)
+ gJµBĴzB

−gIµN ÎzB − Ω(|g〉〈e, 0| + h.c.) − ∆
∑

m

|e,m〉〈e,m|. (6.2)

3If p becomes limited by the branching ratio of |e〉 decay, one should consider Be, Mg, Zn, Cd,
and Hg, which have a radiatively closed |g〉 − |e〉 transition.

4See footnote on p. 52.
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Figure 6.2: Nuclear-spin-preserving electronic-qubit detection. (a) 87Sr (I = 9/2) in
the Paschen-Back regime (the shift −gIµNmIB not shown). (b) On the example of
171Yb (I=1/2), dark-state-based spatial selectivity (see Chapter 5).

Here K = I(I+1)J(J+1); A and Q (Q = 0 for I = 1/2) are the magnetic dipole and
electric quadrupole hyperfine constants, respectively; gJ and gI = gg are the relevant
g factors; Ω and ∆ are the Rabi frequency and the detuning of the π-polarized probe
light. Using three Lindblad operators L̂m =

√
Γ|g〉〈e,m|, the master equation is

ρ̇ = −i[Ĥ, ρ] − 1

2

∑

m

(L̂†
mL̂mρ+ ρL̂†

mL̂m − 2L̂mρL̂
†
m). (6.3)

Two approaches to preserve nuclear coherence during fluorescence are possible.
In the first one, a strong magnetic field (gJµBB ≫ A,Q) decouples Î and Ĵ in the
Paschen-Back regime [189]. In the second one, a large detuning ∆ ≫ A,Q does the
decoupling by means of the interference of Raman transitions via all excited states
with a given Iz + Jz [182]. Unless Q ≪ Γ, the first approach fails because the
frequencies of transitions |g〉|mI〉 − |e, 0〉|mI〉 differ by δmI

= 3Qm2
I [see Fig. 6.2(a)].

However, when Q ≪ Γ, the first approach may be preferable as it allows for much
faster detection than the second (off-resonant) approach. While the two approaches
can work separately, their combination is sometimes advantageous and allows for the
following simple estimate of the nuclear decoherence due to off-resonant excitation.
We assume ∆ ≫ Q,Ω,Γ and a magnetic field large enough to decouple Î and Ĵ
(arbitrary B can be analyzed similarly). The number of photons scattered during
time τ is then N ≈ ΓτΩ2/∆2. Furthermore, for any two mI = m1, m2, the four
coherences |g/e, 0〉|m1〉−|g/e, 0〉|m2〉 form a closed system. Adiabatically eliminating
the three coherences except for the ground one, the latter is found to decay with rate
Γ12 ≈ (δm1 − δm2)2Ω2Γ/(2∆4), yielding an error p ∼ Γ12τ ∼ N(Q/∆)2. Thus, to
scatter N = 100 photons and obtain p < 0.01, we need ∆ & 100Q.

To verify low p numerically, we use 171Yb (I = 1/2) [208], 87Sr (I = 9/2) [196], and
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43Ca (I = 7/2), for which (Γ, A,Q)/(2π MHz) = (28,−213, 0) [189], (30.2,−3.4, 39)
[189], and (35,−15.5,−3.5) [209], respectively. Although less widely used, 43Ca has
the advantageous combination of small Q and large I. We prepare the atom in
some state in the manifold |g〉, turn Ω on and off abruptly for a time τ , and then
wait for all the population to decay down to |g〉, which transforms Eq. (6.3) into
a superoperator Ê acting on density matrices describing |g〉. Ideally, Ê describes a
unitary transformation Û that maps |g〉|m〉 → exp(iφm)|g〉|m〉 with φ−I = 0 and φm

(m > −I) given by the phase of the diagonal elements of Ê corresponding to the
density matrix element ρm,−I . So p ≡ 1 − F̄ , where F̄ is the average gate fidelity of

Ê with respect to Û [210]:

F̄ (Ê , Û) ≡
∫

dψ〈ψ|Û †Ê(|ψ〉〈ψ|)Û |ψ〉. (6.4)

We fix N = 100 and begin by considering the first approach (large B and ∆ = 0).
In Yb, B = 2T and Ω/2π = 30 MHz (τ = 1.3µs) give p ≈ 0.01. Since Yb has I = 1/2
(hence Q = 0), as B → ∞, p → 0: for example, B = 10 T and Ω/2π = 200 MHz
(τ = 1.1µs) give p ≈ 10−4. In Ca, small Q/Γ (≈ 0.1) also allows one to obtain high
fidelity on resonance: B = 1T and Ω/2π = 200 MHz (τ = 0.9µs) give p ≈ 0.002.
Since Q is finite here, increasing B further does not reduce p to zero. Finally, in Sr,
resonant scattering gives p & 0.1 due to the large Q. Turning now to the second
approach (B = 0 and large ∆), for Yb, Ca, and Sr, (∆,Ω)/(2π GHz) = (15, 0.2),
(6, 0.07), and (3, 0.04), respectively, give τ ∼ 3 ms and p ≈ 0.01. An increase of
Ω (to reduce τ) leads unfortunately to larger p at least partly due to the loss of
adiabaticity in the evolution of coherences. The error can be reduced by further
increasing ∆ (or to some extent by decreasing Ω) and thus extending τ . We note
that in this (second) approach, any probe light polarization can be used. Finally, the
error can sometimes be significantly reduced by combining the two approaches. For
example, adding B = 2T to the above example of off-resonant detection in Ca yields
p ≈ 4 × 10−4. Depending on time constraints, available magnetic fields and laser
power, as well as on the desired N and p, the parameters can be further optimized
and adiabatic switching of Ω can be considered.

To make detection spatially selective, we can apply the dark-state-based single-
site addressability (see Chapter 5), shown in Fig. 6.2(b) on the example of Yb in the
Paschen-Back regime. Let |r〉 be the second lowest 1S0 state [Fig. 6.1(a)]. In addition
to the probe laser Ω, we apply a spatially varying control field Ωc(x) coupling |e〉 and
|r〉 in two-photon resonance with Ω. If Ωc(x) vanishes at the position of atom 1 and is
strong on all the other atoms affected by Ω, only atom 1 will fluoresce, while all other
atoms will be unaffected. For example, in the first Yb example above, application of
Ωc/2π = 1 GHz reduces the number of scattered photons to N ∼ 0.01 and gives only
1% decay of the |g〉 − |s〉 coherence5. Alternatively, we can temporarily transfer, as

5|r〉 decay rate is Γr = (2π)3.5 MHz [211]. The population of |r〉 is ∼ Ω2/Ω2

c , so the dominant
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described above, all Zeeman levels of |s〉 up to |s′〉 in all but one atom, apply a NOT
gate on all electronic qubits, carry out the detection, and then undo the NOT gate
and the Raman transfer. Finally, temporary lattice expansion and magnetic gradients
[191] can also be used.

6.5 Conclusion

We have shown how to implement and couple quantum registers based on individ-
ual alkaline-earth-like atoms trapped in individual sites of an optical lattice. These
quantum registers can be used as a starting point for fault-tolerant circuit-based
quantum computation [183, 184]. Alternatively, they can be used for high fidelity
generation (and measurement) of two-colorable graph states [212, 183, 184], which
include cluster states for the use in measurement-based quantum computation [213]
and GHZ states for the use in precision measurements [214]. In particular, a cluster
state can be generated in a highly parallel fashion [212] by first preparing all the
electrons in state |g〉 + |s〉 and then applying the two-qubit phase gate on each edge,
which our scheme allows to do in 2 steps per each dimension of the lattice. We note
that assuming high fidelity detection or a restricted error model, a four-qubit register
(I ≥ 7/2) is sufficient for the fault-tolerant operation of a quantum register [183, 184].
However, even one (I = 1/2) or two (I = 3/2) extra qubits can be used to do simpler
entanglement pumping and, thus, increase the fidelity of two-colorable-graph-state
generation [212]. With its accessibility using current experimental techniques and
with the possibility to convert the electronic qubits into flying qubits, our approach
and its extensions to ions with similar internal structure should be immediately use-
ful in fields such as precision measurements, quantum computation, and quantum
communication.

error is ∼ τΓrΩ
2/Ω2

c .



Chapter 7

Two-Orbital SU(N) Magnetism
with Ultracold Alkaline-Earth
Atoms

7.1 Introduction

As exemplified by the discussion in Chapter 6, as well as in Refs. [195, 215, 216,
217, 189, 190, 191], the interest in fermionic alkaline-earth atoms stems from their two
key features: (1) the presence of a metastable excited state 3P0 coupled to the ground
1S0 state via an ultranarrow doubly-forbidden transition [195] and (2) the almost
perfect decoupling [195] of the nuclear spin I from the electronic angular momentum
J in these two states, since they both have J = 0. This decoupling implies that s-wave
scattering lengths involving states 1S0 and 3P0 are independent of the nuclear spin,
aside from the restrictions imposed by fermionic antisymmetry. We show that the
resulting SU(N) spin symmetry (where N = 2I+1 can be as large as 10) together with
the possibility of combining (nuclear) spin physics with (electronic) orbital physics
open up a wide field of extremely rich many-body systems with alkaline-earth atoms.

In what follows, we derive the two-orbital SU(N)-symmetric Hubbard model de-
scribing alkaline-earth atoms in 1S0 and 3P0 states trapped in an optical lattice.
We focus on specific parameter regimes characterized by full or partial atom local-
ization due to strong atomic interactions, where simpler effective spin Hamiltoni-
ans can be derived. The interplay between orbital and spin degrees of freedom in
such effective models is a central topic in quantum magnetism and has attracted
tremendous interest in the condensed matter community. Alkaline earth atoms thus
provide, on the one hand, a unique opportunity for the implementation of some
of these models for the first time in a defect-free and fully controllable environ-
ment. On the other hand, they open a new arena to study a wide range of models,
many of which have not been discussed previously, even theoretically. We demon-
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strate, in particular, how to implement the Kugel-Khomskii model studied in the
context of transition metal oxides [218, 219, 220, 221, 222], the Kondo lattice model
[223, 224, 225, 226, 227, 228, 229, 230, 231, 232, 233, 234, 235] studied in context
of manganese oxide perovskites [229] and heavy fermion materials [234], as well as
various SU(N)-symmetric spin Hamiltonians that are believed to have spin liquid and
valence-bond-solid ground states [236, 237, 238, 239, 240, 241, 242, 243]. For exam-
ple, we discuss how, by appropriately choosing the initial state, a single alkaline-earth
atom species with I = 9/2 (such as 87Sr) can be used to study experimentally such a
distinctively theoretical object as the phase diagram as a function of N for all N ≤ 10.

Before proceeding, we note that, while an orthogonal symmetry group SO(5) can
be realized in alkali atoms [244], proposals to obtain SU(N>2)-symmetric models with
alkali atoms [245, 246] and solid state systems [247, 220] are a substantial idealization
due to strong hyperfine coupling and a complex solid state environment, respectively.
In this context, alkaline-earth-like atoms make a truly exceptional system to study
models with SU(N>2) symmetry.

7.2 Many-Body Dynamics of Alkaline-Earth

Atoms in an Optical Lattice

We begin with the Hamiltonian describing cold fermionic alkaline-earth atoms in
an external trapping potential:

H =
∑

αm

∫

d3rΨ†
αm(r)(− ~

2

2M
∇2 + Vα(r))Ψαm(r) (7.1)

+~ω0

∫

d3r(ρe(r) − ρg(r))

+
∑

α,m<m′

gαα

∫

d3rραm(r)ραm′(r) +
g+

eg + g−eg
2

∫

d3rρe(r)ρg(r)

+
g+

eg − g−eg
2

∑

mm′

∫

d3rΨ†
gm(r)Ψ†

em′(r)Ψgm′(r)Ψem(r).

Here Ψαm(r) is a fermion field operator for atoms in internal state |αm〉, where
α = g (1S0) or e (3P0) denotes the electronic state and m = −I, . . . , I denotes
one of the N = 2I + 1 nuclear Zeeman states. The density operators are defined
as ραm(r) = Ψ†

αm(r)Ψαm(r) and ρα(r) =
∑

m ραm(r). The term Vα(r) describes the
external trapping potential, which we will assume to be an optical lattice independent
of the nuclear spin: even for a relatively deep lattice with a 100 kHz trap frequency,
tensor and vector light shifts should be well below 1 Hz [195]. ~ω0 is the transition
energy between |g〉 and |e〉. Extra lasers can be used to drive transitions between
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Figure 7.1: Interaction parameters between g (green) and e (yellow) atoms
loaded in the lowest vibrational state of the corresponding optical lattice.
Here we assumed I = 1/2, and the arrows indicate the mI = ±1/2 spin states. |s, t〉
denote the singlet and triplet nuclear spin states of the two atoms (only one of three
triplet states - | ↑↑〉 - is shown). The dashed circle represents anti-symmetrization of
the nuclear spin state (i.e. |s〉). The interaction energy UX (X = gg, ee, eg+, eg−) is
proportional to the corresponding scattering length aX .

|g〉 and |e〉 levels [195, 215]. Since we will only need these extra lasers for system
preparation, we have not included the corresponding terms in the Hamiltonian.

The interaction is characterized by four s-wave scattering lengths aX , X = gg,
ee, eg+, eg−, which define four interaction parameters gX = 4π~

2aX/M , where M is
atomic mass. agg, aee, and a±eg are the scattering length for two atoms in the electronic

state |gg〉, |ee〉, and |±〉 = (|ge〉 + |eg〉)/
√

2, respectively. As shown in Fig. 7.1, the
fermionic antisymmetry then forces the nuclear state to be symmetric for the only
antisymmetric electronic state |−〉 and antisymmetric otherwise. Very few aX are
known at the moment. agg is known for all isotopic combinations of Yb [248] and Sr
[249]. Estimates of aee for 88Sr [250] and of a−eg for 87Sr [215] also exist. Finally, there
is a proposal describing how to measure a+

eg via clock shifts [59].
The independence of each of the four scattering lengths from the nuclear spin

state is essential to the fulfillment of the SU(N) symmetry of our model (see next
Section). This independence is a consequence of the decoupling between nuclear and
electronic degrees of freedom exhibited during the course of a collision involving any
combination of g or e states, which both have J = 0. While for the |e〉 ≡ 3P0 atom,
the decoupling is slightly broken by the admixture with higher-lying P states with
J 6= 0, this admixture is very small [195] and the resulting nuclear-spin-dependent
variation of the scattering lengths is also expected to be very small, on the order of
10−3 (see Sec. G.1). For agg, which does not involve state |e〉, this variation should
be even smaller (∼ 10−9).

The interaction terms in Eq. (7.1) describe the most general s-wave two-body
interaction consistent with elastic collisions as far as the electronic state is concerned
and with the independence of the scattering length from the nuclear spin. While the
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assumption of elasticity for g-g and e-g collisions is well justified, since no inelastic
exit channels exist, e-e collisions are likely to be accompanied by large losses, which
means that the magnitudes of the imaginary and real parts of the e-e scattering
length are likely to be comparable (see Sec. G.2). Therefore, we focus below on those
situations where two e atoms never occupy the same site.

We assume that only the lowest band in both e and g lattices is occupied and
expand the field operators in terms of the corresponding (real) Wannier basis functions
Ψαm(r) =

∑

j wα(r − rj)cjαm, where c†jαm creates an atom in internal state |αm〉 at
site j (centered at position rj). Eq. (7.1) reduces then to a two-orbital single-band
Hubbard Hamiltonian

H = −
∑

〈j,i〉α,m

Jα(c†iαmcjαm + h.c.) +
∑

j,α

Uαα

2
njα(njα − 1)

+V
∑

j

njenjg + Vex

∑

j,m,m′

c†jgmc
†
jem′cjgm′cjem. (7.2)

Here Jα = −
∫

d3rwα(r)(− ~
2

2M
∇2+Vα(r))wα(r−r0) are the tunneling energies, r0 con-

nects two nearest neighbors, h.c. stands for Hermitian conjugate, njαm = c†jαmcjαm,
and njα =

∑

m njαm. The tunneling is isotropic, which is a crucial difference between
this model and its analogues in solid state systems with orbital degeneracy [218].
The sum 〈j, i〉 is over pairs of nearest neighbor sites i, j. V = (U+

eg + U−
eg)/2 and

Vex = (U+
eg − U−

eg)/2 describe the direct and exchange interaction terms. The onsite
interaction energies are Uαα = gαα

∫

d3rw4
α(r) and U±

eg = g±eg
∫

d3rw2
e(r)w2

g(r). Con-
stant terms, proportional to

∑

j njα, are omitted in Eq. (7.2). Experimental control
over the parameters in Eq. (7.2) will allow us to manipulate the atoms (see Sec. G.3).

7.3 Symmetries of the Hamiltonian

To understand the properties of the Hamiltonian in Eq. (7.2), we consider its
symmetries. We define SU(2) pseudo-spin algebra via

T µ =
∑

j

T µ
j =

1

2

∑

jmαβ

c†jαmσ
µ
αβcjβm, (7.3)

where σµ (µ = x, y, z) are Pauli matrices in the {e, g} basis. We further define
nuclear-spin permutation operators

Sm
n =

∑

j

Sm
n (j) =

∑

j,α

Sm
n (j, α) =

∑

j,α

c†jαncjαm, (7.4)

which satisfy the SU(N) algebra [Sm
n , S

p
q ] = δmqS

p
n − δpnS

m
q , and thus generate SU(N)

rotations of nuclear spins (N = 2I + 1).
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In addition to the obvious conservation of the total number of atoms n =
∑

j(nje+
njg), H exhibits U(1)×SU(N) symmetry (see Sec. G.4 for the discussion of enhanced
symmetries), where U(1) is associated with the elasticity of collisions as far as the
electronic state is concerned ([T z, H ] = 0) and SU(N) is associated with the indepen-
dence of scattering and of the trapping potential from the nuclear spin ([Sm

n , H ] = 0
for all n, m). The two-orbital SU(N)-symmetric Hubbard Hamiltonian in Eq. (7.2)
is a generalization to N > 2 of its SU(2)-symmetric counterpart [218] and to two
orbitals of its single-orbital counterpart [237]. The SU(N) symmetry and the largely
independent spin and orbital degrees of freedom are two unique features present in
alkaline-earths but absent in alkalis due to strong hyperfine interactions.

One important consequence of SU(N) symmetry is the conservation, for any m, of
Sm

m , the total number of atoms with nuclear spin m. This means that an atom with
large I, e.g. 87Sr (I = 9/2), can reproduce the dynamics of atoms with lower I if one
takes an initial state with Sm

m = 0 for some m values. To verify SU(N) symmetry of
the interaction experimentally, one could, thus, put two atoms in one well in spins m
and m′ and confirm that collisions do not populate other spin levels. This feature of
SU(N) symmetry is in stark contrast to the case of weaker SU(2) symmetry, where the
dependence of scattering lengths on the total spin of the two colliding particles allows
for scattering into spin states other than m and m′. We note that although collisions
are governed by electronic interactions and obey the nuclear-spin SU(N) symmetry,
the nuclear spins still indirectly control the collisions via fermionic statistics and give
rise to effective spin-orbital and spin-spin interactions.

One can alternatively implement the two-orbital Hubbard model with two ground-
state species of alkaline-earth atoms (e.g. 171Yb and 173Yb, or 173Yb and 87Sr). If we
still refer to them as |g〉 and |e〉, the nuclear distinguishability and the fact that
both atoms are in the ground state will result in a+

eg = a−eg, corresponding to an
enhanced symmetry (see Sec. G.4). While experimentally more challenging, the use
of two different ground state species will solve the problem of losses associated with
collisions of two excited state atoms and will reduce the (already very weak) nuclear-
spin-dependence of aee and aeg.

7.4 Spin Hamiltonians

One of the simplest interesting limits of Eq. (7.2) is the strongly interacting regime
(J/U ≪ 1) where the Hilbert space is restricted to a given energy manifold of the
Jg = Je = 0 Hamiltonian (with a fixed number of atoms on each site), and tunneling
is allowed only virtually, giving rise to an effective spin (and pseudo-spin) Hamilto-
nian. Single-site energy manifolds can be classified according to the number of atoms
nj = njg + nje, the pseudo-spin component T z

j , and the spin symmetry (SU(N) rep-
resentation) described by a Young diagram. As shown in Fig. 7.2a, each diagram
consists of nj boxes and at most two columns of heights p and q, representing two
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Figure 7.2: Young diagrams describing the irreducible representations of
SU(N) on individual sites. a, A general diagram consists of nj boxes arranged
into at most two columns (to satisfy fermionic antisymmetry with only two orbital
states) whose heights we will denote by p and q, such that N ≥ p ≥ q and p+ q = nj .
See Sec. G.5 for a brief review of Young diagrams. b, The Young diagrams for the
two special cases discussed in the main text: (1) (p, q) = (1, 0) and (2) (p, q) = (p, 0)
on a bipartite lattice.

sets of antisymmetrized indices.
The U(1)×SU(N) symmetry of Eq. (7.2) restricts the order J2 spin Hamiltonian

to the form

H(p,q) =
∑

〈i,j〉,α

[

κij
αniαnjα + λij

αS
n
m(i, α)Sm

n (j, α)
]

+
∑

〈i,j〉

[

κij
genignje + λij

geS
n
m(i, g)Sm

n (j, e)

+κ̃ij
geS

em
gm(i)Sgn

en (j) + λ̃ij
geS

en
gm(i)Sgm

en (j) + {i↔ j}
]

, (7.5)

where the sum over n and m is implied in all but the κ terms and Sαm
βn (j) = c†jβncjαm.

{i↔ j} means that all 4 preceding terms are repeated with i and j exchanged. The
coefficients κ, λ, κ̃, and λ̃ are of order J2/U with the exact form determined by what
single-site energy manifolds we are considering. κ terms describe nearest neighbor
repulsion or attraction, while λ, κ̃, and λ̃ terms describe nearest neighbor exchange
of spins, pseudo-spins, and complete atomic states, respectively. Without loss of
generality, κij

α = κji
α and λij

α = λji
α . In many cases (e.g. case (2) below), the Hilbert

space, which H(p,q) acts on, has nie and nig constant for all i, which not only forces

κ̃ij
ge = λ̃ij

ge = 0 but also allows one to ignore the constant κij
α and κij

ge terms. We now
discuss two special cases of H(p,q) shown in Fig. 7.2b. A third case, (p, q) = (1, 1),
which reduces for N = 2 to the spin-1 Heisenberg antiferromagnet, is discussed in
Sec. G.6.
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a

(0,0)
0

b

Figure 7.3: The ground-state phase diagram for the SU(N=2) Kugel-
Khomskii model restricted to two wells, left (L) and right (R). a, The
phase diagram for Tz = −1 (two g atoms). |gg〉 = |gg〉LR. |s〉 and |t〉 are spin singlet
and triplet states, respectively. b, The phase diagram for Tz = 0 (one g atom and one
e atom). |Σ〉 = 1√

2
(|eg〉LR−|ge〉LR) and |τ〉 = 1√

2
(|eg〉LR + |ge〉LR) are anti-symmetric

and symmetric orbital states, respectively. See Sec. G.7 for a detailed discussion of
both of these diagrams.

(1) In the case of one atom per site, (p, q) = (1, 0). H(p,q) is then a generalization
to arbitrary N of the SU(N = 2) Kugel-Khomskii model [218, 222], and we rewrite it
as (see Sec. G.7)

H(1,0) =
∑

〈i,j〉

[

2(κ̃ge + λ̃geS
2
ij)(T

x
i T

x
j + T y

i T
y
j ) + λgeS

2
ij

−[A+BS2
ij ](T

z
i T

z
j +

1

4
) + h(1 − S2

ij)(T
z
i + T z

j )
]

, (7.6)

where S2
ij =

∑

mn S
n
m(i)Sm

n (j) is +1 (−1) for a symmetric (antisymmetric) spin state,
A = 2κge − κe − κg, B = 2λge + κe + κg, and h = (κe − κg)/2. The N = 2
Kugel-Khomskii Hamiltonian is used to model the spin-orbital interactions [219, 220,
221, 251, 252, 253, 254] (not to be confused with relativistic spin-orbit coupling) in
transition metal oxides with perovskite structure [222]. Our implementation allows to
realize clean spin-orbital interactions unaltered by lattice and Jahn-Teller distortions
present in solids [222].

To get a sense of the competing spin and orbital orders [219, 220, 221] characteriz-
ing H(1,0), we consider the simplest case of only two sites (L and R) and N = 2 (with
spin states denoted by ↑ and ↓). To avoid losses in e-e collisions, we set Uee = ∞
(see Sec. G.2). The double-well ground-state phase diagram for T z = 1 (two e atoms)
is then trivial, while the T z = −1 (two g atoms) and T z = 0 (one g atom and
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one e atom) diagrams are shown in Fig. 7.3. One can see that, depending on the
signs and relative magnitudes of the interactions, various combinations of ferromag-
netic (triplet) and antiferromagnetic (singlet) spin and orbital orders are favored. In
Sec. G.8, we propose a double-well experiment along the lines of Ref. [204] to probe
the spin-orbital interactions giving rise to the T z = 0 diagram in Fig. 7.3b. Multi-
well extensions of this experiment may shed light on the model’s many-body phase
diagram, which has been studied for N = 2 and mostly at mean-field level or in spe-
cial cases, such as in one dimension or in the presence of enhanced symmetries (see
e.g. Refs. [219, 221, 220]).

(2) In order to study SU(N) spin physics alone, we consider the case of g atoms
only. On a bipartite lattice with sublattices A and B, we choose A sites to have
nA < N atoms [(p, q) = (nA, 0)] and B sites to have nB < N atoms [(p, q) = (nB, 0)].
This setup can be engineered in cold atoms by using a superlattice to adjust the
depths of the two sublattices favoring a higher filling factor in deeper wells. H(p,q)

then reduces to

H(p,0) =
2J2

gUgg

U2
gg − (Ugg(nA − nB) + ∆)2

∑

〈i,j〉
S2

ij, (7.7)

where ∆ is the energy offset between adjacent lattice sites. The coupling constant can
be made either positive (antiferromagnetic) or negative (ferromagnetic) depending on
the choice of parameters [204]. Three body recombination processes will likely limit
the lifetime of the atoms when nj ≥ 3 (see Sec. G.9).

We focus on the 2D square lattice in the antiferromagnetic regime. The case
nA + nB = N shares with the SU(2) Heisenberg model the crucial property that two
adjacent spins can form an SU(N) singlet, and has thus been studied extensively as a
large-N generalization of SU(2) magnetism [237, 236]. Fig. 7.4a shows the expected
phase diagram for the case nA + nB = N , which features Neel (circles), valence-
bond-solid (VBS) (squares) [Fig. 7.4b], and possible critical spin liquid (triangle)
[239, 240] ground states. To access various ground states of the system, the initial
state must be carefully prepared so that the conserved quantities Sm

m take values
appropriate for these ground states. Another interesting and experimentally relevant
case, nA = nB 6= N/2, which can also exhibit spin liquid and VBS-type ground states,
is discussed in Sec. G.10 and in Ref. [243].

Since one can vary N just by choosing the number of initially populated Zee-
man levels (e.g. via a combination of optical pumping and coherent manipulation),
alkaline-earth atoms offer a unique arena to probe the phase diagram of H(p,0), in-
cluding exotic phases such as VBS [Fig. 7.4b], as well as competing magnetically
ordered states. We propose to load a band insulator of N g atoms per site, then
slowly split each well into two to form an array of independent SU(N) singlets in a
pattern shown in Fig. 7.4b. The intersinglet tunneling rate should then be adiabat-
ically increased up to the intrasinglet tunneling rate. As N increases, the magnetic
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Figure 7.4: Probing the phases of the SU(N) antiferromagnet on a 2D square
lattice. a shows the phase diagram for the case nA + nB = N . Some points on this
diagram have been explored in earlier numerical studies [238, 239, 240] and are marked
according to the ground state obtained: Neel (circles), columnar-valence-bond solid
(VBS) [shown schematically in b] (squares), and possibly critical spin liquid (triangle)
[239, 240]. Since for sufficiently largeN quantum fluctuations tend to destabilize long-
range magnetic ordering, it is likely that VBS ordering characterizes the ground state
for all N > 4 (i.e. above the wavy line). In b, thick bonds connect spins that are more
strongly correlated than spins connected by thin bonds, while dashed lines encircle
(approximate) SU(N) singlets.

or singlet nature of the state can be probed by measuring the Neel order parameter
(see the description of the Kugel-Khomskii double-well experiment in Sec. G.8) and
spin-spin correlations via noise spectroscopy in the time of flight [255] (which directly
measures

∑

j,k〈Sm
n (j, g)Sn

m(k, g)〉eiQ(j−k)).

7.5 The Kondo Lattice Model (KLM)

The SU(N) Kondo lattice model (KLM) [224, 226] is another example of the rich
physics, beyond the Mott regime, which could be simulated with alkaline-earth atoms.
The KLM is one of the canonical models used to study strongly correlated electron
systems, such as manganese oxide perovskites [229] and rare earth and actinide com-
pounds classed as heavy fermion materials [234].

For its implementation with cold atoms (for N = 2, see also Refs. [232, 233]),
we propose to put one e atom (localized spin) per site in a deep lattice such that
Je ≪ Uee, so that we can set Je = 0 and nje = 1 for all j in Eq. (7.2). We also
suppose that we can set Ugg = 0, e.g. by taking a very shallow g-lattice (see Fig.
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a b

Figure 7.5: Kondo lattice model for the case N = 2. a, The schematic of the
setup. g atoms are green; e atoms are yellow; the spin basis is {↑, ↓}. b, Schematic
representation of the competition between RKKY magnetism vs Kondo singlet for-
mation in the SU(2) AF KLM (see [225, 234, 235] and references therein). In this
model, the localized spin-1/2 e atoms couple antiferromagnetically to the delocalized
g atoms, via an on-site exchange interaction proportional to Vex. This coupling favors
the formation of localized Kondo singlets between e and g atoms, with characteristic
energy scale kBTK ∼ Jg exp(−cJg/|Vex|), with c a dimensionless constant of order one
[234]. On the other hand, the g atoms can mediate long-range RKKY interactions
between the e atoms, giving rise to magnetic order (which can be antiferromagnetic
(AF) or ferromagnetic depending on the density of g atoms), where the characteristic
energy is kBTRKKY ∼ V 2

ex/Jg. The competition between Kondo effect and RKKY
magnetism leads to very rich physics. For small values of |Vex|/Jg, the RKKY in-
teraction is dominant and the system orders magnetically. At intermediate values of
|Vex|/Jg, the energy scales TK and TRKKY are of comparable strength, and a variety
of novel quantum phenomena are expected to arise, including quantum criticality
and non-Fermi liquid (NFL) physics [234, 235]. With further increase of the |Vex|/Jg

coupling, magnetic order is suppressed, the localized e atoms become screened into
singlet states and melt into the g-atom Fermi sea, forming the so called heavy Fermi
liquid state (HFL). The large Fermi volume [230], which is set by the total num-
ber of g atoms plus e atoms, can be directly probed by measuring the momentum
distribution via time of flight imaging.

7.5a). The resulting Hamiltonian is the SU(N) KLM [224, 226]

HKLM = −
∑

〈j,i〉m
Jg(c†igmcjgm + h.c.) + Vex

∑

j,m,m′

c†jgmc
†
jem′cjgm′cjem. (7.8)
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The magnitude of Vex can be adjusted by shifting the e and g lattices relative to each
other [191].

The properties of the SU(N) KLM depend crucially on the sign of the exchange
interaction. For concreteness, we focus on the antiferromagnetic (AF) case (Vex < 0),
which favors formation of spin-antisymmetric states (singlets, for N = 2) between
mobile fermions and localized spins. This regime describes the physics of heavy
fermion materials [234], and, in the case of a single localized spin, gives rise to the
Kondo effect.

In the limit |Vex| ≪ Jg, g atoms mediate long-range RKKY interactions [223]
between localized spins and tend to induce magnetic ordering (antiferromagnetic or
ferromagnetic depending on the density of g atoms) of the latter, at least for N = 2.
The engineering of RKKY interactions can be tested in an array of isolated double
wells (see Sec. G.8). At intermediate and large |Vex|, the formation of Kondo singlets
dominates the RKKY interaction and favors a magnetically disordered heavy Fermi
liquid (HFL) ground state with a significantly enhanced effective quasiparticle mass
(see Fig. 7.5b). The competition between RKKY interactions and the Kondo effect in
the regime where both are comparable is subtle, and the resulting phases and phase
transitions [234, 235] are not well-understood. Ultracold alkaline-earth atoms provide
a promising platform to study these phases and phase transitions.

In the large-N limit [224, 226], the SU(N) HFL can be controllably studied, and
1/N expansions have successfully reproduced the experimentally observed properties
of the HFL. However, very little is known about the SU(N) model outside the HFL
regime. Several very interesting parameter regimes in this domain can be directly
probed with our system, as discussed in Sec. G.11.

7.6 Experimental Accessibility

The phenomena described in this Chapter can be probed with experimental sys-
tems under development. In this Section, we first demonstrate that temperature re-
quirements are reasonable and then show that SU(N)-breaking terms are sufficiently
weak.

We begin by analyzing the temperature requirements. The key energy scale in the
spin Hamiltonians [Eq. (7.5)] is the superexchange energy J2/U , while the RKKY en-
ergy scale is kBTRKKY ∼ V 2

ex/Jg. In their region of validity (J < U and |Vex| < Jg,
respectively), these energy scales are limited from above by the interaction energy
(U and |Vex|, respectively), which typically corresponds to temperatures T . 100nK
[204]. Thanks to the additional cooling associated with certain adiabatic changes
[256, 257], T ∼ 10nK and the Mott insulating regime have already been achieved
with fermionic alkali atoms [258], and are therefore expected to be achievable with
fermionic alkaline-earths, as well (a bosonic alkaline-earth Mott insulator has already
been achieved [136]). Furthermore, the requirement to reach kBT smaller than J2/U
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or V 2
ex/Jg can often be relaxed. First, the double-well experiments, such as the ones

discussed in Sec. G.8 in the contexts of the Kugel-Khomskii and the Kondo lattice
models, are performed out of thermal equilibrium, and can, thus, access energy scales
far below the temperature of the original cloud [204]. Second, for SU(N) antiferro-
magnets, the energy range between J2/U and NJ2/U may also exhibit intriguing
physics: in this regime, SU(N) singlets, which require NJ2/U energy to break, stay
intact but can diffuse around. Finally, in the Vex < 0 Kondo lattice model, exotic
heavy Fermi liquid behavior is expected when Jg . |Vex| and the temperature is be-
low the Kondo temperature, i.e. kBT . Jg exp(−cJg/|Vex|) with c is a dimensionless
constant of order one [234]. Thus, with Jg chosen to be on the order of |Vex|, kBT as
high as ∼ |Vex| may be sufficient.

We now show that the nuclear-spin dependence of interaction energies is suffi-
ciently weak to keep the SU(N) physics intact. In Sec. G.1, we estimate the nuclear-
spin-dependent variation in the interaction energies to be ∆Ugg/Ugg ∼ 10−9 and
∆Uee/Uee ∼ ∆U±

eg/U
±
eg ∼ 10−3. Since the scale of SU(N) breaking is at most ∆U ,

a very conservative condition for the physics to be unaffected by SU(N) breaking
is that all important energy scales are greater than ∆U . In particular, in the spin
models with more than one atom per site, the condition is ∆U ≪ J2/U , which can
be satisfied simultaneously with J ≪ U even for ∆U/U ∼ 10−3. With one atom per
site, the SU(N) breaking scale is not ∆U but rather (J/U)2∆U , which relaxes the
condition to the immediately satisfied ∆U/U ≪ 1. Similarly, in the Kondo lattice
model, the conditions ∆Vex ≪ J, |Vex| can be satisfied for ∆Vex/|Vex| ∼ 10−3.

7.7 Outlook

The proposed experiments should be regarded as bridges aiming to connect well-
understood physics to the complex and poorly understood behavior of strongly cor-
related systems. It is important to emphasize that, except for the one dimensional
case, the phase diagram of most of the models considered is only known at mean field
level or numerically in reduced system sizes. Therefore, their experimental realization
in clean and controllable ultracold atomic systems can provide major advances.

Our proposal motivates other new lines of research. Ultracold bosonic or fermionic
diatomic molecules [259] may give rise to similar SU(N) models with large N and with
the possibility of long-range interactions. Ions with alkaline-earth-like structure, such
as Al+ could also be considered in this context. It would also be interesting to explore
the possibility of realizing topological phases with SU(N) models for applications
in topological quantum computation [243]. Beyond quantum magnetism, the fact
that the formation of SU(N) singlets requires N partners might give rise to novel
exotic types of superfluidity and novel types of BCS-BEC crossover [246]. Practical
applications of our Hubbard model, such as the calculation of the collisional frequency
shift in atomic clocks [59], can also be foreseen.
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Note added: After this work was submitted for publication, a theoretical study of
the SU(6)-symmetric 173Yb system was reported [260].



Chapter 8

Suppression of Inelastic Collisions
between Polar Molecules with a
Repulsive Shield

8.1 Introduction and Basic Idea

In the preceding Chapters, we mostly focused on systems based on neutral atoms,
which typically exhibit only short-range interactions. At the same time, numerous
exotic phenomena and practical applications require long-range interactions, which
can be achieved with ultracold polar molecules [72]. However, gases of polar molecules
suffer from inelastic collisions, which reduce the lifetime of the molecules and interfere
with evaporative cooling [72, 261]. It is therefore crucial to control inelastic collisions
between polar molecules. Thus, in this Chapter, we demonstrate the possibility to
engineer a three-dimensional repulsive interaction between polar molecules, which
allows for the suppression of inelastic collisions, while simultaneously enhancing elastic
collisions. This technique may open up a way towards efficient evaporative cooling
and the creation of novel long-lived quantum degenerate phases of polar molecules.

A special property of polar molecules prepared in the lowest rotational and vi-
brational state is a permanent electric dipole moment d, which gives rise to tunable
dipole-dipole interactions and offers a large potential for the creation of strongly cor-
related quantum phases [262, 263, 264, 265]. Two routes are currently explored for
the experimental realization of quantum degenerate polar molecules: (i) trapping and
cooling of preexisting molecules [266, 267, 268, 269, 270, 271] and (ii) synthesizing po-
lar molecules from a cold mixture of atomic gases [272, 273, 274, 275, 276, 277, 278].
While scattering properties of polar molecules with dipole-dipole interactions are
currently theoretically explored [279, 280, 281], it is expected that inelastic collisions
(including three-body recombination) strongly increase for polar molecules compared
to atomic systems due to the opening of additional decay channels.

70
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Figure 8.1: (a) Energy levels of H
(i)
rot : the arrow indicates the microwave field. (b)

Sketch for the cancelation of the dipole-dipole interaction: dz denotes the dipole
moment induced by the static electric field, while the dipole moment d⊥ is rotating
in an orthogonal plane due to the microwave coupling.

The main idea of our approach is to cancel the leading dipole-dipole interaction
with a suitable combination of a static electric field and a continuous-wave microwave
field: the former induces a dipole moment dz, while the latter drives an additional
dipole moment d⊥ rotating with frequency ω of the microwave field, see Fig. 8.1(b).
In analogy with magic-angle techniques in NMR [282], the time-averaged interaction
of the rotating dipole moment shows a negative sign allowing for a cancelation of the
total dipole-dipole interaction. The remaining interaction is tunable in strength with
a repulsive van der Waals behavior Veff ∼ (d4/~∆)/r6, where ∆ is the detuning of
the microwave field and r is the intermolecular separation. The three-dimensional
shield described here is thus purely repulsive. This is in contrast to the “blue shield”
discussed in the context of atomic gases, which is attractive at large distances [283].
We find that the efficiency of the shield is determined by a single dimensionless
parameter γ = d2m/~2rB with rB = (d2/B)1/3, B the rotational energy, and m
the mass of the molecule. Under optimal conditions, for large values of γ, inelastic
collisions can be quenched for temperatures T . 0.01B.

8.2 Detailed Analysis within the Born-

Oppenheimer Approximation

To describe the shield quantitatively, we consider two polar molecules prepared in
the vibrational ground state. At large intermolecular distances, dipole-dipole inter-
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actions dominate1, yielding the Hamiltonian

H =
P2

4m
+

p2

m
+

d1d2 − 3(d1r̂)(d2r̂)

r3
+

2
∑

i=1

H(i)
rot
, (8.1)

where we have introduced the center of mass R = (r1 + r2) /2 and the relative co-
ordinate r = r1 − r2, with the corresponding momenta P and p, respectively, while
r = |r| and r̂ = r/r. Here, we are interested in polar molecules in the 1Σ electronic
ground state, and the Hamiltonian for the internal structure takes the form [284]

H
(i)
rot = B J2

i − di · Edc − di · Eac(t), with the dipole operator di and the permanent
dipole moment d. The first term describes a rigid rotor accounting for rotational
structure with the rotational energy B, while the last two terms describe the cou-
pling to an external static electric field Edc and microwave field Eac. While additional
interactions with the nuclear spins are in general small and can be ignored, the analy-
sis presented here remains valid for polar molecules with an electronic spin in a strong
magnetic field with the Zeeman splitting larger than the energy scales of the shield
and the spin-rotation coupling; such a situation naturally appears in magnetic traps.

We choose to apply a static electric field Edc = Edcez along the z-axis. For each
molecule, a suitable basis set for the internal states is given by the eigenstates of the
rotor Hamiltonian in the external static field. These states and the corresponding en-
ergies depend on the dimensionless parameter dEdc/B and are denoted by |j,mz〉i and
Ej,mz , respectively, with mz the angular momentum along the z-axis and j denoting
the different energy manifolds, see Fig. 8.1(a). In addition, we apply a circularly (σ+)
polarized microwave field Eac(t) propagating along the z-axis and coupling dominantly
the ground state |0, 0〉i with the first excited state |1, 1〉i. The microwave field is char-
acterized by the detuning ∆ = ω − (E1,1 − E0,0)/~ and Rabi frequency Ω = Eacdc/~
with the dipole coupling dc = |〈0, 0|di|1, 1〉|. The leading effect of the microwave field
on the internal structure of each molecule is to mix the ground state |0, 0〉 with the
excited state |1, 1〉. We are interested in the regime with ∆,Ω ≪ B/~ and dEdc < 2B,
where the rotating wave approximation is valid. In the rotating frame, these dressed
states then take the form |+〉 = α|0, 0〉 + β|1, 1〉 and |−〉 = β|0, 0〉 − α|1, 1〉 with the
energy splitting ∆E = ~

√
∆2 + 4Ω2 and α = −A/

√
A2 + Ω2, β = Ω/

√
A2 + Ω2, and

A = (∆+
√

∆2 + 4Ω2)/2. Throughout this Chapter, we are interested in a shield with
a high barrier, which is optimized for parameters close to dEdc/B = 1, ~∆ = 0.015B,
and Ω/∆ = 0.9258 2 (see below).

We next turn to the dipolar interaction and derive the dressed Born-Oppenheimer
potentials. Each polar molecule is prepared in the internal state |+〉i by an adiabatic

11/r5 quadrupole-quadrupole and dipole-octopole interactions are expected to be small and
will not affect our analysis for quadrupole and octopole moments smaller than 0.2(d5/B)1/3 and
0.02(d7/B2)1/3, respectively.

2For LiCs the DC fields ∼2kV/cm and microwave intensities ∼ 10W/cm2 are achievable in the
laboratory.
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Figure 8.2: Born-Oppenheimer potentials in the limit r ≫ rB: (a) θ = 0 and (b)
θ = π/2. The effective potential Veff(r) (solid line) is repulsive for all angles θ. The
dotted line denotes the antisymmetric level relevant during a three-body collision.

switching on of the microwave field. Consequently, the effective interaction potential
Veff(r) is determined by the dressed Born-Oppenheimer potential adiabatically con-
nected to the state |+〉1|+〉2, see Fig. 8.2. The competition between the rotational
splitting B and the dipole-dipole interaction provides a characteristic length scale
rB = (d2/B)1/3. For large interparticle distances r ≫ rB, the dipole-dipole interaction
is weak and does not couple different rotor levels. Consequently, the only relevant
coupling appears due to the microwave field between the manifolds with j = 0 and
j = 1. The relevant internal states are then given by the three states |g〉i = |0, 0〉i,
|e〉i = |1, 1〉i, and |ē〉i = |1,−1〉i. As the microwave field couples each polar molecule
with the same phase, the Born-Oppenheimer potentials separate into 6 symmetric
and 3 antisymmetric dressed potentials. The effective potential adiabatically con-
nected to the state |+〉1|+〉2 is symmetric, and therefore, we can restrict the analysis
to the symmetric potentials: a basis is given by the symmetric states |g, g〉, |e, g〉,
|e, e〉, |g, ē〉, |e, ē〉, and |ē, ē〉. Within the rotating frame, the Hamiltonian projected
onto this subspace reduces to

H =

















d2
gν

√
2~Ω 0 0 0 0√

2~Ω Heg

√
2~Ω d2

cµ
∗/2 0 0

0
√

2~Ω Hee 0 0 0
0 d2

cµ/2 0 Heg ~Ω 0
0 0 0 ~Ω Hee 0
0 0 0 0 0 Hee

















(8.2)

with the dipole moments dg = |〈g|di|g〉|, de = |〈e|di|e〉|, and Heg = (dedg−d2
c/2)ν−~∆

and Hee = d2
eν−2~∆. The terms ν = (1−3 cos2 θ)/r3 and µ = 3 sin2 θe2iφ/r3 describe



Chapter 8: Suppression of Inelastic Collisions between Polar Molecules with a
Repulsive Shield 74

the spatial dependence of the dipole-dipole interaction, with θ and φ being the polar
and azimuthal angles of r, respectively. The Born-Oppenheimer potentials then follow
from a diagonalization of the Hamiltonian H and are shown in Fig. 8.2, with the level
adiabatically connected to the state |+〉1|+〉2 (solid line) giving rise to the effective
interaction Veff(r).

The detuning ∆ introduces a new length scale in the problem r∆ = (d2/~∆)1/3 ≫
rB, e.g., for LiCs with B/~ ≈ 5.8GHz, rB ≈ 9.2 nm and r∆ ≈ 37.5nm at ~∆ = 0.015B.
At large interparticle distances r > r∆, the Born-Oppenheimer potentials are well
described by perturbation theory in the dipole-dipole interaction. The static electric
field gives rise to a dipole moment dz = α2dg + β2de along the z-axis, while the
microwave field drives an additional dipole moment d⊥ =

√
2αβdc rotating with

frequency ω in the x-y plane. The combination of the two dipole forces provides
the interaction Veff(r) = (d2

z − d2
⊥/2) (1 − 3 cos2 θ) /r3. A proper choice of the two

parameters Edcd/B and Ω/∆ gives dz = d⊥/
√

2, providing a cancelation of the leading
dipole-dipole interaction [265]. The remaining interaction then follows from second
order perturbation theory and provides a van-der-Waals-type repulsion

Veff(r) =
1

r6

[

C
(0)
6 (1 − 3 cos2 θ)2 + C

(2)
6 9 sin4 θ

]

(8.3)

with

~C
(0)
6 =

α2β2

√
∆2 + 4Ω2

{

1

2
α2β2

[

(de − dg)
2 + d2

c

]2
(8.4)

+2

[

(α2dg + β2de)(de − dg) +
d2

c

2
(β2 − α2)

]2
}

,

~C
(2)
6 =

α4β2d4
c

∆ +
√

∆2 + 4Ω2
+

α2β4d4
c

∆ + 3
√

∆2 + 4Ω2
.

For the optimal values dEdc/B = 1 and Ω/∆ = 0.9258, the van der Waals coefficients

take the form C
(0)
6 = 0.004~∆r6

∆ and C
(2)
6 = 0.005~∆r6

∆. At shorter distances rB ≪
r < r∆, the effective interaction reduces to Veff(r) = (d2

c + dgde [1 − 3 cos2 θ]) /r3 and
remains repulsive for all angles θ. Thus it is possible to create purely repulsive
interaction with large and adjustable strength.

In order to determine the height of the potential barrier, a detailed analysis in-
cluding all internal levels is required. Such a procedure is achieved by first deriving
Born-Oppenheimer potentials accounting for the coupling of the internal states |j,m〉i
by the dipole-dipole interaction. In the second step, the microwave field, which cou-
ples these Born-Oppenheimer potentials, is included within a rotating wave approx-
imation. The new dressed levels in the rotating frame are shown in Fig. 8.3(a). It
follows that the height of the shield (solid line) is limited by small avoided crossings.
The first crossing (labeled A) appears with the level adiabatically connected to the
symmetric state |1, 0; 0, 0〉 for a relative orientation of the molecules along the z-axis
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Figure 8.3: (a) Born-Oppenheimer potentials for ~∆ = 0.015B at θ = 0. The plot
shows all potentials (dashed) accessible via single-photon transitions from the state
(solid) adiabatically connected to |+〉1|+〉2. The first crossing limiting the height of
the shield appears in the region A for angles θ ≈ 0. (b) Inelastic cross section σin

due to diabatic crossings for different detunings ∆ as a function of incoming kinetic
energy Ekin.

with θ ≈ 0, and it limits the barrier height of the shield to Eshield ≈ 0.02B for the
optimal parameters. The radius Rc for the breakdown of the shield is in the range
Rc ∼ rB, which is still large compared to the distances where additional short range
interactions have to be taken into account.

8.3 Processes Beyond the Born-Oppenheimer

Approximation

Next, we analyze the validity of the Born-Oppenheimer approximation and study
the influence of the kinetic energy coupling different dressed potentials during a colli-
sion. The influence of the kinetic energy is determined by the dimensionless parameter
γ = d2m/~2rB. For γ ≫ 1, we can apply semiclassical theory; this condition is well
satisfied for typical polar molecules like LiCs with γ ≈ 6900. For a collision whose
relative kinetic energy Ekin is below the shield barrier, the processes giving rise to
inelastic loss are (i) diabatic crossing between different Born-Oppenheimer levels and
(ii) quantum mechanical tunneling through the barrier. We start by studying the
diabatic transitions first: the inelastic cross section within semi-classical approxima-
tion is computed by first determining the classical trajectory rcl(t) of a collision with
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a fixed impact parameter. To determine the Landau-Zener diabatic crossings, we
solve the full Schrödinger equation for the internal structure using the given relative
motion rcl(t). The loss probability is then determined by the depletion of the adia-
batic Born-Oppenheimer level at the classical turning point. Averaging over different
impact parameters and angles of approach provides the inelastic cross section σin due
to diabatic transitions. The main contribution comes from the Born-Oppenheimer
level closely approaching the effective potential close to θ ≈ 0, see Figs. 8.2(a) and
8.3(a). Note that the standard Landau-Zener tunneling expression can not be ap-
plied here as the levels have no real crossing. The inelastic cross section for different
∆ and Ekin is shown in Fig. 8.3(b). We find an algebraic behavior of the inelastic
cross section with σin = ρ(Ekin/~∆)κr2

B with κ ≈ 2.2 and ρ = 0.043 at ~∆ = 0.015B,
solid line in Fig. 8.3(b). The loss rate 1/τin during a two-particle collisions reduces

to 1/τin ≈ 11(Bnr3
B/~) (T/B)κ+1/2, where we have replaced the collision energy with

the temperature T of the gas. Consequently, for LiCs at characteristic densities
n ∼ 1013 cm−3, the lifetime is several seconds even for T ∼ 1mK < ~∆.

The second scenario for an inelastic collision is quantum mechanical tunneling
through the barrier. For γ ≫ 1 such tunneling processes are strongly suppressed and
can be studied using semiclassical techniques like WKB. The tunneling probability
during a single collision is then given by the Euclidean action for the trajectory
C starting at the classical turning point R0 and ending at the inner distance Rc,
where the shield starts to break down: PWKB = exp(−2

∫

C
ds
√

m [Veff(r) − Ekin]/~).
Thus, the highest tunneling probability is obtained along the collision axis with the
lowest shield barrier, see discussion above. Then the characteristic scale for the
tunneling amplitude at low incoming kinetic energies (Ekin ≪ ~∆) is given by PWKB =
exp(−c√γ), where the numerical constant for ~∆/B = 0.015 takes the form c ≈ 0.32.
Consequently, for LiCs the tunneling is strongly suppressed and can be safely ignored
at low kinetic energies Ekin < ~∆.

8.4 Effects of Three-Body Collisions

It is important to note that the qualitative behavior of the shield remains robust
during a three-body collision. The main modification to the shield is that the antisym-
metric levels can open up an avoided crossing, as the parity symmetry present in the
two-particle problem is broken for three particles. The relevant antisymmetric level
is shown by a dotted line in Fig. 8.2(b). As this crossing appears at energies ∼~∆,
it does not modify the validity of the above discussion for incoming kinetic energies
Ekin < ~∆. Thus, the shield prevents three particles from approaching each other on
distances, where the formation of bound states can take place, and three-body losses
are therefore effectively quenched.
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8.5 Conclusions and Outlook

To summarize, we showed that properly adjusted continuous wave microwave and
DC electric fields can create a repulsive shield resulting in large suppression of inelastic
collisions. We now describe possible avenues opened by this work. For efficient
evaporative cooling, it is important that elastic collisions allow for fast thermalization.
The elastic scattering cross section at low collisional energies is determined by the s-
wave scattering length as. For negligible tunneling across the shield (see above), as can
be estimated from the isotropic part of the effective repulsive interaction potential

V
(0)

eff (r) = C6/r
6: as ≈ (C6m/~

2)
1/4 ∼ r∆ (d2m/~2r∆)

1/4
[285]. For LiCs at the

optimal detuning ~∆ = 0.015B, as ≈ 66 nm yielding a large elastic cross section
σel with suppressed losses providing an ideal system for evaporative cooling, e.g.
σel/σin ∼ 106 for σin at T = 1 mK and σel = 8πa2

s.
Another application is the creation of stable three-dimensional crystalline phases.

The many-body Hamiltonian for a gas of ultracold polar molecules reduces to

H =
∑

i

p2
i

2m
+

1

2

∑

i6=j

C6

|ri − rj|6
, (8.5)

where we neglect additional terms due to the anisotropy of the effective potential
and due to three-body interactions discussed in Ref. [265]. In analogy to the appear-
ance of crystalline phases for polar molecules confined to two dimensions [286], for
strong repulsive van der Waals interactions, the system will undergo a phase transi-
tion from a liquid phase to a solid phase. The dimensionless parameter controlling
the transition takes the form λ = C6m/~

2a4 with n = 1/a3 the particle density:
for weak interactions λ ≪ 1 the ground state is in a liquid phase, while for strong
interactions with λ ≫ 1 the system is characterized by a solid phase with broken
translational symmetry. Consequently, this opens up a way towards the creation of
three-dimensional crystalline structures with ultracold molecular gases.
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states of two-dimensional SU(N) quantum antiferromagnets. Phys. Rev. Lett.
90, 117203 (2003).

[239] Assaad, F. F. Phase diagram of the half-filled two-dimensional SU(N)
Hubbard-Heisenberg model: A quantum Monte Carlo study. Phys. Rev. B 71,
075103 (2005).

[240] Paramekanti, A. and Marston, J. B. SU(N) quantum spin models: a variational
wavefunction study. J. Phys.: Condens. Matter 19, 125215 (2007).

[241] Greiter, M. and Rachel, S. Valence bond solids for SU(n) spin chains: Exact
models, spinon confinement, and the Haldane gap. Phys. Rev. B 75, 184441
(2007).

[242] Xu, C. and Wu, C. Resonating plaquette phases in SU(4) Heisenberg antifer-
romagnet. Phys. Rev. B 77, 134449 (2008).



Bibliography 97

[243] Hermele, M., Gurarie, V., and Rey, A. M. Mott insulators of ultracold fermionic
alkaline earth atoms: Underconstrained magnetism and chiral spin liquid. Phys.
Rev. Lett. 103, 135301 (2009).

[244] Wu, C., Hu, J.-p., and Zhang, S.-c. Exact SO(5) symmetry in the spin-3/2
fermionic system. Phys. Rev. Lett. 91, 186402 (2003).

[245] Honerkamp, C. and Hofstetter, W. Ultracold fermions and the SU(N) Hubbard
model. Phys. Rev. Lett. 92, 170403 (2004).

[246] Rapp, A., Hofstetter, W., and Zarand, G. Trionic phase of ultracold fermions
in an optical lattice: A variational study. Phys. Rev. B 77, 144520 (2008).

[247] Affleck, I., Arovas, D. P., Marston, J. B., and Rabson, D. A. SU(2n) quantum
antiferromagnets with exact C-breaking ground states. Nuclear Physics B 366,
467 (1991).

[248] Enomoto, K., Kasa, K., Kitagawa, M., and Takahashi, Y. Optical Feshbach
resonance using the intercombination transition. Phys. Rev. Lett. 101, 203201
(2008).

[249] Martinez de Escobar, Y. N., Mickelson, P. G., Pellegrini, P., Nagel, S. B.,
Traverso, A., Yan, M., Cote, R., and Killian, T. C. Two-photon photoassociative
spectroscopy of ultracold 88Sr. Phys. Rev. A 78, 062708 (2008).

[250] Traverso, A., Chakraborty, R., Martinez de Escobar, Y. N., Mickelson, P. G.,
Nagel, S. B., Yan, M., and Killian, T. C. Inelastic and elastic collision rates for
triplet states of ultracold strontium. Phys. Rev. A 79, 060702(R) (2009).

[251] Zasinas, E., Sushkov, O. P., and Oitmaa, J. Phase diagram of the spin-orbital
model on the square lattice. Phys. Rev. B 64, 184431 (2001).

[252] Li, P. and Shen, S.-Q. Spin and orbital valence bond solids in a one-dimensional
spin-orbital system: Schwinger boson mean-field theory. Phys. Rev. B 72,
214439 (2005).

[253] Itoi, C., Qin, S., and Affleck, I. Phase diagram of a one-dimensional spin-orbital
model. Phys. Rev. B 61, 6747 (2000).

[254] Zhang, G.-M. and Shen, S.-Q. Ordered valence-bond states in symmetric two-
dimensional spin-orbital systems. Phys. Rev. Lett. 87, 157201 (2001).

[255] Altman, E., Demler, E., and Lukin, M. D. Probing many-body states of ultra-
cold atoms via noise correlations. Phys. Rev. A 70, 013603 (2004).



Bibliography 98

[256] Hofstetter, W., Cirac, J. I., Zoller, P., Demler, E., and Lukin, M. D. High-
temperature superfluidity of fermionic atoms in optical lattices. Phys. Rev.
Lett. 89, 220407 (2002).

[257] Werner, F., Parcollet, O., Georges, A., and Hassan, S. R. Interaction-induced
adiabatic cooling and antiferromagnetism of cold fermions in optical lattices.
Phys. Rev. Lett. 95, 056401 (2005).

[258] Schneider, U., Hackermüller, L., Will, S., Best, T., Bloch, I., Costi, T. A.,
Helmes, R. W., Rasch, D., and Rosch, A. Metallic and insulating phases of re-
pulsively interacting fermions in a 3D optical lattice. Science 322, 1520 (2008).

[259] Ni, K. K., Ospelkaus, S., de Miranda, M. H. G., Pe’er, A., Neyenhuis, B.,
Zirbel, J. J., Kotochigova, S., Julienne, P. S., Jin, D. S., and Ye, J. A high
phase-space-density gas of polar molecules. Science 322, 231 (2008).

[260] Cazalilla, M. A., Ho, A. F., and Ueda, M. Ultracold gases of ytterbium: Fer-
romagnetism and Mott states in an SU(6) Fermi system. arXiv:0905.4948v1
[cond-mat.quant-gas] (2009).

[261] Bohn, J. L., Avdeenkov, A. V., and Deskevich, M. P. Rotational Feshbach
resonances in ultracold molecular collisions. Phys. Rev. Lett. 89, 203202 (2002).
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[286] Büchler, H. P., Demler, E., Lukin, M., Micheli, A., Prokof’ev, N., Pupillo, G.,
and Zoller, P. Strongly correlated 2D quantum phases with cold polar molecules:
Controlling the shape of the interaction potential. Phys. Rev. Lett. 98, 060404
(2007).

[287] Chou, C. W., de Riedmatten, H., Felinto, D., Polyakov, S. V., van Enk, S. J.,
and Kimble, H. J. Measurement-induced entanglement for excitation stored in
remote atomic ensembles. Nature (London) 438, 828 (2005).

[288] Thompson, J. K., Simon, J., Loh, H., and Vuletić, V. A high-brightness source
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Appendix A

Optimal Photon Storage in Atomic
Ensembles: Cavity Model

A.1 Introduction

The faithful storage of a traveling light pulse in an atomic memory and the sub-
sequent retrieval of the state are currently being pursued in a number of laboratories
around the world [74, 75, 79, 77, 78, 80, 81, 287, 288, 82, 289, 83, 94, 290, 291, 95, 292].
A strong motivation for this research comes from the field of quantum communica-
tion, where quantum information is easily transmitted by photons, but the photonic
states need to be stored locally to process the information. Such applications as well
as other ideas from quantum-information science have led to a strong interest in tech-
niques to facilitate a controlled interaction between atoms and single photons [4, 61].
A conceptually simple realization of a matter-light quantum interface consists of a
single atom absorbing a single photon. However, due to the very weak coupling of a
single atom to light, this approach is extremely challenging and requires the use of
very high-finesse cavities to effectively increase the coupling [74, 75]. To circumvent
the problem of weak coupling, it has recently been realized that one can use an op-
tically thick ensemble of atoms, and several different proposals have been made for
how external classical control fields can be used to controllably map photon states
onto collective atomic states [293, 16, 84, 86, 79]. The goal in all of these approaches
is to map an incoming signal pulse into a long-lived atomic coherence (referred to as
a spin wave), so that it can be later retrieved “on demand” with the highest pos-
sible efficiency. Remarkable experimental progress has already been made toward
the implementation of these protocols in atomic gases [79, 77, 78, 80, 81, 287, 288]
and in impurities embedded in a solid state material [82, 289, 83, 94, 290, 291, 95].
A central question that emerges from these advances is which approach represents
the best possible strategy for given experimental parameters and for desired memory
characteristics, and how the control fields or possibly the shape of the input photon
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wave packet can be chosen to achieve the maximum efficiency. In Chapter 2, we
presented a novel physical picture that unifies a wide range of different approaches
to photon storage in Λ-type atomic media and yields the optimal control strategy.
This picture is based on two key observations. First, we showed that the retrieval
efficiency of any given stored spin wave depends only on the optical depth of the
medium and not on the properties of the control pulse. Physically, this follows from
the fact that the branching ratio between collectively enhanced emission into desired
modes and spontaneous decay depends only on the optical depth. The second ob-
servation is that the optimal storage process is the time reverse of retrieval (see also
[86, 87, 294, 295, 296, 297, 298]). This universal picture implies that the maximum
efficiency for the combined process of storage followed by retrieval is the same for all
approaches considered and depends only on the optical depth1. The optimum can
be attained by adjusting the control or the shape of the photon wave packet. In
the present Appendix and in Appendices B-D, we present all the details behind this
universal picture and the optimal control shaping that it implies, as well as consider
several extensions of this analysis beyond the results of Chapter 2. In particular, in
the present Appendix, we discuss the cavity model to be compared in Appendix B
to the free-space model. In Appendix B, the full analysis of the free-space model
is presented, and, in addition, the effects of spin-wave decay and of nondegeneracy
of the two lower levels of the Λ system are discussed. In Appendix C, we general-
ize our treatment to two different regimes of inhomogeneous broadening: with and
without redistribution between frequency classes during the storage time. Finally, in
Appendix D, we use the method of gradient ascent from optimal control theory to
extend the bandwidth of the memory by an order of magnitude.

A generic model for a quantum memory uses the Λ-type level configuration shown
in Fig. A.1, in which a weak (quantum) signal field (the dashed line) is detuned by a
frequency ∆ from the |g〉 − |e〉 transition, whose optical coherence decays with rate
γ ≥ γe/2, where γe is the spontaneous emission rate from state |e〉. A copropagating
(classical) control beam (the solid line) with the same detuning ∆ from the |s〉 − |e〉
transition and time-dependent Rabi frequency envelope Ω is used to coherently ma-
nipulate the signal propagation and map the photonic state onto the atoms, and vice
versa. In the present Appendix and in Appendices B-D, we discuss several different
approaches to photon storage, including far-off-resonant Raman, electromagnetically
induced transparency (EIT), and photon-echo techniques. If we neglect the decay of
the |s〉 − |g〉 coherence, i.e., the decay of the spin wave, the only sources of loss in
all of these approaches are the decay γ of the optical polarization on the |g〉 − |e〉
transition during both storage and retrieval, and the leakage of the pulse through
the medium during storage. To achieve the maximum storage efficiency, one has to

1We note for the sake of clarity that the storage scheme employed in Ref. [79] cannot be regarded
as a subset of the general scheme considered in the present work, and more work has to be done in
order to compare the performance of the two.
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Figure A.1: Λ-type medium coupled to a classical field (solid) with Rabi frequency
Ω(t) and a quantum field (dashed). Due to collective enhancement [76], the quantum
field couples to the spin-wave excitations with an effective coupling constant g

√
N ,

where N is the number of atoms in the medium.

minimize these two types of loss, and, in fact, as we will show in the present Appendix
and in Appendices B-D, one has to make a compromise between them.

Higher optical depth increases the coherent coupling between the quantum signal
field and the atoms and, thus, allows for higher photon storage efficiencies. It has
therefore been suggested to put a cavity around the atomic ensemble [61, 299, 300],
which will effectively increase the free-space optical depth d by a factor equal to the
number of passes a photon makes in the cavity before leaking out. We will denote this
increased effective optical depth by the cooperativity parameter C. High-efficiency
retrieval of a photon from an ensemble enclosed in a cavity has been recently demon-
strated [288]. In addition to being a promising experimental setup in itself2, the
slightly simpler theoretical treatment of the cavity model offers a very useful tool
for understanding the more complicated free-space model. Thus, in the present Ap-
pendix, we will treat photon storage in the cavity model, to be compared in Appendix
B to the free-space model.

We will now review the three photon storage protocols (Raman, EIT, and photon
echo) that are often discussed in the literature on photon storage and that we treat as
special cases of our general formalism. The remainder of this Section is intended as an
introduction to both the present Appendix and Appendix B and will thus make use of
the figures of merit of both the cavity model (the cooperativity parameter C) and the

2For clarity, we note that, although it might, in principle, be possible to describe the experimental
setup in Ref. [288] by our model, this setup is slightly different from our model in that the propagation
directions of the control and the photon are orthogonal (rather than the same) and the cavity mode
is a standing-wave mode (rather than a running-wave mode).
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free-space model (the optical depth d). It will be implied in the following discussion
that all the formulas containing C (d) refer to the cavity (free-space) model.

One possible strategy for light storage uses the Raman configuration, where the
fields have a large detuning (we will show that the appropriate limit is |∆| ≫ γd
or |∆| ≫ γC rather than |∆| ≫ γ, as one might naively assume by analogy with
the single-atom case) and the photons are absorbed into the stable ground state |s〉
by stimulated Raman transitions [84, 85, 301]. With far-off-resonant interactions,
the excited state |e〉 can be adiabatically eliminated to give simplified and solvable
equations [302, 303]. Based on these simplified equations, the Raman scheme for
storage of quantum states of light in atomic ensembles was proposed in Ref. [84] and,
simultaneously with the present work, has been analyzed in detail and optimized
under the constraint of limited control power [85]. We show in the present Appendix
and in Appendix B that, in the limit of large cooperativity parameter C or large
optical depth d, one can ignore the decay γ of the optical |g〉 − |e〉 coherence, as is
done in Ref. [85].

An alternative storage strategy is based on electromagnetically induced trans-
parency [293, 16, 17, 76], where resonant control fields (|∆| ≪ γd or |∆| ≪ γC) are
used to open a spectral transparency window for the quantum field. In this approach,
the quantum field travels at a reduced group velocity, which is then adiabatically re-
duced to zero. Similarly to the Raman case, the excited state can also be eliminated
on resonance, provided the control field is sufficiently weak. This again simplifies the
equations to analytically solvable ones [17].

We will treat both the far-off-resonant Raman scheme and the resonant EIT
scheme as special cases of a more general “adiabatic” limit, i.e., the limit in which
the excited state can be adiabatically eliminated. We will show that, for the purposes
of optimal photon storage, the condition of validity of the adiabatic elimination is
almost independent of the single-photon detuning ∆ (in particular, it is similar in the
Raman and resonant cases) and is given by Tdγ ≫ 1 or TCγ ≫ 1, where T is the
duration of the incoming pulse. We will show that, provided a (smooth) incoming
photon wave packet is long enough that this condition is satisfied (T ≫ 1/(dγ) or
T ≫ 1/(Cγ)), it can be stored with the maximum possible efficiency, which depends
only on the optical depth d or the cooperativity parameter C and not on the detuning
∆ or the shape of the wave packet. In the case of the cavity model discussed in the
present Appendix, this maximum efficiency is simply given by C/(1 + C).

Finally, in the photon-echo-based approach to storage, a resonant photon is first
allowed to get absorbed by the ensemble with the control field off. While the phrase
“photon echo” often refers to a wide class of experiments, we shall here consider a
special case where one applies then a short resonant π pulse, which maps excitations
from the unstable excited state |e〉 into the stable ground state |s〉. Because this
approach uses very short control pulses and because, as we will show, it is most ef-
ficient in storing short input pulses (T ∼ 1/(dγ) or T ∼ 1/(Cγ)), we will refer to
this approach as “fast” storage. This technique was originally suggested in Ref. [86]
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for the case of Doppler-broadened atoms and has since been extensively studied both
theoretically (see Appendix C and Refs. [87, 292, 294, 295, 296, 297, 298]) and ex-
perimentally [94, 290, 291, 95]. In Ref. [86], it was noted that, if the photons are
retrieved by using a control laser pulse traveling in the backward direction compared
to storage, the Doppler broadening is reversed, and the dephasing occurring during
storage is therefore also reversed, resulting in an “echo,” which may result in high
efficiencies. In Refs. [87, 292], it was proposed to use controlled reversible inhomoge-
neous broadening (CRIB), that is, to artificially add an inhomogeneous broadening
to an originally homogeneously broadened line and then to reverse this broadening
to achieve an echo signal. In the present Appendix and in Appendix B, we consider
a different limit of this proposal, where there is no inhomogeneous broadening of the
optical transition, and storage is simply achieved by applying a fast π pulse at the
right time. Retrieval, which is accomplished with a second π pulse, results [304] in a
directional output (as opposed to the loss due to the decay rate γ) exactly as in the
adiabatic limit. We will show that in the limit of large d or C this procedure leads to
an ideal storage and retrieval of the photonic state, while at every finite value of d or
C there exists an optimal input photon mode that can be stored with efficiency equal
to the maximum adiabatic storage efficiency (given by C/(1 + C) in the case of the
cavity model). For comparison, in Appendix C, we will discuss how this approach
measures up to the CRIB approach and show that adding and reversing inhomoge-
neous broadening as proposed in Refs. [87, 292] may lead to an improvement in the
storage efficiency, although the improvement is rather limited.

The optimization of storage in all of these schemes consists of finding the optimal
balance between two sources of error: leakage of the input pulse through the ensemble
and scattering of the input photons into 4π due to spontaneous emission. In the
EIT approach, a stronger control field is desirable, since it produces more robust
interference and a wider transparency window, thus minimizing spontaneous emission
losses. On the other hand, higher control power means larger group velocity and hence
the inability to localize the input pulse inside the medium. The optimization in this
case finds the optimal power and shape for the control field, given the duration and
shape of the input pulse. In contrast, in the Raman scheme, a high value of Ω is
required to have a sufficient coupling of the input photon to the spin wave [85]. On
the other hand, large Ω will increase the decay rate due to spontaneous emission,
which is given by the optical pumping rate γΩ2/∆2. The optimization with respect
to the shape and power of Ω for a given input mode again balances between these
two sources of error. Finally, in the fast storage scheme the control fields are fixed
to be perfect π pulses, but one can optimize with respect to the duration T and the
shape of the input mode. The input mode should be made as short as possible in
order to avoid the loss due to optical polarization decay exp(−γT ). However, a mode
that is too short will be too wide in frequency space and will not be absorbed by the
ensemble (i.e., it will leak through). The optimization with respect to the duration
and shape of the input mode finds the optimal balance between these two sources of
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error.
In all the photon storage techniques considered, ideal performance (i.e., unit effi-

ciency) can be achieved in the limit of infinite optical depth d or infinite cooperativity
parameter C. For example, in the EIT regime in free space, the width of the spectral
transparency window is ∆ωEIT = vg

√
d/L, where L is the length of the ensemble

and vg ∝ |Ω|2/d is the EIT group velocity [305]. Thus, for a given T and a given
large value of d, one can first make Ω, and hence vg, small enough for the pulse to

fit inside the medium. Then the enhancement of ∆ωEIT by an extra factor of
√
d will

ensure, if d is sufficiently large, that the transparency window is still wide enough to
induce negligible spontaneous emission. In the Raman regime, to avoid spontaneous
emission decay via the optical pumping rate γΩ2/∆2, one should make Ω sufficiently
small. If the optical depth or the cooperativity parameter is large enough, the cou-
pling of the input mode to the atoms will then still be sufficient to avoid leakage
even at this small value of Ω. Finally, in fast storage, the pulse that is short enough
(Tγ ≪ 1) to avoid optical polarization decay can still be absorbed in a free-space
medium provided d is large enough (Tdγ ≫ 1, as we will show in Appendix B). In
the cavity model discussed in the present Appendix, due to the availability of only
one spin-wave mode (the one that couples to the cavity mode), high-efficiency fast
storage is harder to achieve than in free space: only pulses of a particular shape and
duration (T ∼ 1/(Cγ)) give high fast storage efficiencies.

Although ideal performance can be achieved at infinite optical depth, in prac-
tice, optical depth is always limited by experimental imperfections such as a limited
number of atoms in a trap (e.g., Ref. [81], where the optical depth is roughly 8), com-
peting four-wave mixing processes (e.g., Ref. [80], where the optical depth is roughly
4), inhomogeneous broadening of impurity levels in solid state samples [292], or other
types of experimental imperfections. Therefore, the optimization of storage protocols
at finite optical depth is essential.

Before proceeding with our analysis, we would like to specially note the recent
work of Dantan et al., which also considers and illuminates some of the issues we
discuss in the present Appendix [306, 307, 308] and in Appendix B [307]. In par-
ticular, in Refs. [306, 308], focusing on broadband squeezed states as the input, the
authors consider adiabatic storage in a cavity, derive an efficiency expression equiv-
alent to ours, and recognize the interesting similarity between Raman and resonant
regimes, both of which feature reduced sensitivity to spontaneous emission. We show
in the present Appendix how, for the case of a single incoming spatiotemporal field
mode, proper control field shaping can be used to achieve the same optimal efficiency
independent of detuning. This effectively makes the Raman, the resonant, and the
intermediate regimes all exhibit equally reduced sensitivity to spontaneous emission.
In Ref. [307], as in Appendix B, the authors compare adiabatic storage in a cavity to
adiabatic storage in free space and recognize important similarities and differences.
In particular, it is recognized that the error in the cavity case scales as the inverse
of the atomic density (as we also find in the present Appendix), while in free space
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it may scale as the inverse of the square root of the density. We show in Appendix
B how proper optimization can be used to make the error in the free-space case also
scale as the inverse of atomic density. We also bridge in free space the gap between
the EIT and Raman cases, showing how proper control field shaping can be used to
achieve the same optimal efficiency independent of detuning.

We would also like to note that the connection between optimal photon storage
and time reversal that we present was first made in the context of photon-echo-
based techniques. In particular, it was first shown in Ref. [86] and then discussed
in detail in Refs. [87, 294, 295, 296, 297, 298] that under certain conditions, such as
high optical depth and sufficiently slow optical polarization decay rate, photon-echo
techniques can result in ideal storage and retrieval, and that the retrieved photon
field is then the time reverse of the original input field. We generalize this result
in Chapter 2, in the present Appendix, and in Appendices B-D by demonstrating
that the ideas of time reversal can be used to optimize photon storage even when
the dynamics of the system are not completely reversible and when the ideal unit
efficiency cannot be achieved. This is the case for finite cooperativity parameter C
in the cavity model and for finite optical depth d in the free-space model. We also
generalize the time-reversal-based optimization of photon storage from photon-echo-
based techniques to any storage technique including, but not limited to, EIT and
Raman techniques in homogeneously (Chapter 2, present Appendix, and Appendices
B and D) and inhomogeneously (Appendices C and D) broadened Λ-type media.

We would also like to point out that mathematically some of the optimization
problems we are solving in the present work (including Chapter 2, the present Ap-
pendix, and Appendices B-D) fall into a rich and well-developed field of mathematics
called optimal control theory [88, 90, 89]. In particular, we are interested in shaping
the control pulse to maximize the storage efficiency (or efficiency of storage followed
by retrieval) for a given input photon mode in the presence of optical polarization
decay. Since in the equations of motion the control multiplies a dependent variable
(optical polarization), this problem is a nonlinear optimal control problem [88]. A
general solution to all nonlinear optimal control problems does not exist, so that such
problems have to be treated on a case by case basis. We believe that the methods
we suggest, such as the iterative time-reversal method introduced in Secs. B.4 and
B.5, may be useful in solving optimal control problems in other open (as well as
closed) quantum systems. Similar iterative methods are a standard tool in applied
optimal control [90, 89, 309, 310] and have been used for a variety of applications,
including laser control of chemical reactions [311, 312], design of NMR pulse se-
quences [313], loading of Bose-Einstein condensates into an optical lattice [314], and
atom transport in time-dependent superlattices [315]. In fact, an optimization pro-
cedure that is based on gradient ascent [313], and that is very similar to that of Refs.
[90, 89, 309, 310, 311, 312, 313, 314], is directly applicable to our problem of finding the
optimal control pulse, as we will discuss in Appendix D. However, in the present Ap-
pendix and in Appendices B and C, we use time-reversal iterations for optimal control
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in a way different from the methods of Refs. [90, 89, 309, 310, 311, 312, 313, 314, 315],
as we will discuss in Sec. B.5. In particular, we will show that, in addition to being
a convenient computational tool, our iterative optimization algorithm is, in fact, ex-
perimentally realizable (with the experimental realization presented in Secs. 3.3 and
E.4).

The remainder of this Appendix is organized as follows. Section A.2 applies to
both the cavity and the free-space models and discusses our figure of merit for the
performance of the photon storage. The rest of the Appendix discusses storage and
retrieval of photons using homogeneously broadened atomic ensembles enclosed in
a cavity. In Sec. A.3, we introduce the model. In Sec. A.4, without fully solving
the equations analytically, we show that both the retrieval efficiency and the optimal
storage efficiency are equal to C/(1 + C) (where C is the cooperativity parameter),
and derive the optimal storage strategy. In Secs. A.5 and A.6, we solve the equations
analytically in the adiabatic and fast limits, respectively, and demonstrate that the
optimal storage efficiency can be achieved for any smooth input mode at any detuning
satisfying TCγ ≫ 1 and a certain class of resonant input modes satisfying TCγ ∼ 1,
where T is the duration of the input mode. In Sec. A.7, we summarize the discussion
of the cavity model. Finally, in Sec. A.8, we present some details omitted in the main
text.

A.2 Figure of merit

When comparing different storage and retrieval approaches, it is essential to have
a figure of merit characterizing the performance of the memory. The discussion in this
Section of the appropriate figure of merit applies both to the cavity model discussed
in this Appendix and in Appendices C and D and to the free-space models discussed
in Appendices B-D. Throughout this work we shall assume that we initially have
a single incoming photon in a known spatiotemporal mode denoted by Ein(t) (or,
for the case of computing retrieval efficiency alone, a single excitation in a known
atomic spin-wave mode). We define the efficiency η of all the mappings we consider
(storage alone, retrieval alone, or storage followed by retrieval) as the probability to
find the excitation in the output mode (photonic or atomic, as appropriate) after
the interaction. Depending on the application one has in mind, this single-photon
efficiency may or may not be the right quantity to consider, but provided that we
are interested in a situation where we are mapping a single input mode into a single
output mode, any other quantities may be derived from the single-photon efficiency
η.

For all the interactions we consider, the full evolution results in a passive (beam-
splitter-like) transformation

b̂j =
∑

k

Ujkâk, (A.1)
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where âj and b̂k denote the annihilation operators for all the input and output modes,
respectively (all photonic, spin-wave, and Langevin noise operators), with commuta-
tion relations [âj , â

†
k] = δj,k and [̂bj , b̂

†
k] = δj,k. Here the matrix U has to be unitary to

preserve the commutation relations. The mapping from a certain input mode â0 to
an output mode b̂0 with efficiency η is therefore described by b̂0 =

√
ηâ0 +

√
1 − ηĉ,

where ĉ satisfies [ĉ, ĉ†] = 1 and represents some linear combination of all other input
modes orthogonal to â0. If all input modes other than â0 are in the vacuum state,
the parameter η completely characterizes the mapping. If, for instance, the mode we
are storing is in an entangled state with some other system (|0〉â0|x〉 + |1〉â0 |y〉)/2,
where |0〉â0 and |1〉â0 are the zero- and one-photon Fock states of the input mode,
and |x〉 and |y〉 are two orthonormal states of the other system, the fidelity of the
entangled state after the mapping is easily found to be F = (1 + η)/2. Similarly,
Refs. [306, 307, 308] characterize the performance in terms of squeezing preservation
parameter ηsqueeze. If the input state is a squeezed vacuum state in a given mode â0,
the squeezing preservation parameter can be shown to be equivalent to single-photon
efficiency, i.e., ηsqueeze = η. We will show below in the description of our model why
in most experimental situations it is indeed reasonable to assume that the incoming
noise (which is included in ĉ) is vacuum noise.

A.3 Model

The details of the model and the derivation of the equations of motion are provided
in Sec. A.8.1. In this Section, we only give a brief introduction to the model and
present the equations of motion without derivation.

We consider a medium of N Λ-type atoms with two metastable lower states, as
shown in Fig. A.1, interacting with two single-mode fields. We neglect reabsorption of
spontaneously emitted photons and treat the problem in a one-dimensional approxi-
mation. The |g〉 − |e〉 transition of frequency ωeg of each of the atoms is coupled to
a quantized traveling-wave cavity radiation mode (e.g., a mode of a ring cavity with
one of the mirrors partially transmitting) with frequency ω1 = ωeg − ∆ described
by a slowly varying annihilation operator E(t). The cavity decay rate is 2κ and the
corresponding input-output relation is [316]

Êout(t) =
√

2κÊ(t) − Êin(t). (A.2)

In addition, the transitions |s〉 − |e〉 of frequency ωes are driven by a single-mode
copropagating classical plane-wave control field with frequency ω2 = ωes − ∆ (i.e., at
two-photon resonance ω1 −ω2 = ωsg, where ~ωsg is the energy difference between the
two metastable states) described by a slowly varying Rabi frequency envelope Ω(t).

In the dipole and rotating-wave approximations, assuming that almost all atoms
are in the ground state at all times, and defining the polarization annihilation operator
P̂ (t) = σ̂ge(t)/

√
N and the spin-wave annihilation operator Ŝ(t) = σ̂gs(t)/

√
N (where
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σ̂µν are slowly varying collective atomic operators defined in Sec. A.8.1), to first order

in Ê , the Heisenberg equations of motion are

˙̂E = −κÊ + ig
√
NP̂ +

√
2κÊin, (A.3)

˙̂
P = −(γ + i∆)P̂ + ig

√
N Ê + iΩŜ +

√

2γF̂P , (A.4)

˙̂
S = −γsŜ + iΩ∗P̂ +

√

2γsF̂S, (A.5)

where we have introduced the polarization decay rate γ (equal to half of the linewidth),
the spin-wave decay rate γs, and the corresponding Langevin noise operators F̂P and
F̂S. The coupling constant g (assumed to be real for simplicity) between the atoms
and the quantized field mode is collectively enhanced [76] by a factor of

√
N to g

√
N .

Notice that in order to avoid carrying around extra factors of 2, Ω is defined as half
of the traditional Rabi frequency; for example, with the present definition, a π pulse
would take time π/(2Ω).

As described in Sec. A.8.1, under reasonable experimental conditions, the incoming
noise described by F̂P and F̂S is vacuum, i.e., all normally ordered noise correlations
are zero. This is precisely the reason why, as noted in Sec. A.2, efficiency is the only
number we need in order to fully characterize the mapping.

We assume that all atoms are initially pumped into the ground state, i.e., no P̂
or Ŝ excitations are present in the atoms. We also assume that the only input field
excitations initially present are in the quantum field mode with an envelope shape
h0(t) nonzero on [0, T ]. The goal is to store the state of this mode in Ŝ and, starting
at a time Tr > T , retrieve it back into a field mode. Since we are interested only in
computing efficiencies (defined below) and since the incoming noise is vacuum, we can
ignore the noise operators in Eqs. (A.3)-(A.5) and treat these equations as complex
number equations. During storage, the initial conditions are P (0) = 0, S(0) = 0,

and the input mode is Ein(t) = h0(t) (normalized according to
∫ T

0
dt|Ein(t)|2 = 1).

We have here dropped the carets on the operators to denote their complex number
representations. The storage efficiency is then

ηs =
(number of stored excitations)

(number of incoming photons)
= |S(T )|2. (A.6)

Similarly, during retrieval, the initial and boundary conditions are P (Tr) = 0, S(Tr) =
S(T ), and Ein(t) = 0. Eout(t) then represents the shape of the quantum mode into
which we retrieve, and the total efficiency of storage followed by retrieval is given by

ηtot =
(number of retrieved photons)

(number of incoming photons)
=

∫ ∞

Tr

dt|Eout(t)|2. (A.7)

If we instead take S(Tr) = 1, we obtain the retrieval efficiency:

ηr =
(number of retrieved photons)

(number of stored excitations)
=

∫ ∞

Tr

dt|Eout(t)|2. (A.8)
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From now on we will neglect the slow decay of the spin wave (i.e., set γs = 0) but,
as briefly discussed below at the ends of Secs. A.5.1 and A.5.2, spin-wave decay is
not hard to include. Nonzero γs will simply introduce an exponential decay without
making the solution or the optimal control shaping harder.

To get the closest analogy to the free-space regime, we assume we are always in
the “bad cavity” limit (κ ≫ g

√
N), in which E in Eq. (A.3) can be adiabatically

eliminated to give

Eout = Ein + i
√

2γCP, (A.9)

Ṗ = −(γ(1 + C) + i∆)P + iΩS + i
√

2γCEin, (A.10)

Ṡ = iΩ∗P, (A.11)

where C = g2N/(κγ) is the cooperativity parameter. To relate to the free space
situation discussed in Appendix B, we can write the cooperativity parameter as C =
2d [(1/(2κ))/(L/c)], where d = g2NL/(cγ) is the definition of optical depth used in
the free-space model of Appendix B and where the factor in the square brackets
(proportional to cavity finesse) is equal to the number of passes a photon would make
through an empty cavity before leaking out (i.e., the photon lifetime in the cavity
divided by the time a single pass takes). Thus, up to a factor of order unity, the
cooperativity parameter C represents the effective optical depth of the medium in
the cavity, so that the efficiency dependence on C in the cavity should be compared
to the efficiency dependence on d in free space. We note that, although Eqs. (A.9)-
(A.11) describe our case of quantized light coupled to the |g〉 − |e〉 transition, they
will also precisely be the equations describing the propagation of a classical probe
pulse. To see this one can simply take the expectation values of Eqs. (A.3)-(A.5) and
use the fact that classical probe pulses are described by coherent states.

It is convenient to reduce Eqs. (A.10) and (A.11) to a single equation
[

S̈ − Ω̇∗

Ω∗ Ṡ

]

+ (γ(1 + C) + i∆)Ṡ + |Ω|2S = −Ω∗√2γCEin. (A.12)

This second-order differential equation cannot, in general, be fully solved analytically.
However, in the next Section we derive a number of exact results about the optimal
efficiency anyway.

A.4 Optimal Strategy for Storage and Retrieval

In this Section, we derive several important results regarding the optimal strat-
egy for maximizing the storage efficiency, the retrieval efficiency, and the combined
(storage followed by retrieval) efficiency without making any more approximations.

It is convenient to first consider retrieval. Although we cannot, in general, analyt-
ically solve for the output field Eout(t), we will now show that the retrieval efficiency is
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always C/(1+C) independent of the detuning ∆ and the control shape Ω(t) provided
that no excitations are left in the atoms at t = ∞, i.e., P (∞) = 0 and S(∞) = 0.
From Eqs. (A.10) and (A.11) and using Ein(t) = 0, we find

d

dt

(

|P |2 + |S|2
)

= −2γ(1 + C)|P |2. (A.13)

Using this and Eqs. (A.8) and (A.9), the retrieval efficiency becomes

ηr =
C

1 + C

(

|S(Tr)|2 + |P (Tr)|2 − |S(∞)|2 − |P (∞)|2
)

, (A.14)

which reduces to C/(1 + C) for S(Tr) = 1, P (Tr) = P (∞) = S(∞) = 0. The
value of the retrieval error (1 − ηr = 1/(1 + C)) and its independence from ∆ and
Ω follow directly from the branching ratio between the decay rates in Eq. (A.10) (or
equivalently in Eq. (A.13)). The decay rate for P into undesired modes is γ, while the
decay rate for P into the desired mode Eout is γC. The retrieval efficiency, which is
the ratio between the desired decay rate and the total decay rate, is, therefore, equal
to C/(1 + C) independent of the control field.

We have thus shown that, provided our control pulse is sufficiently long and/or
powerful to leave no excitations in the atoms (we will refer to this as complete re-
trieval), the retrieval efficiency is independent of ∆ and Ω(t) and is always equal to
C/(1 + C). Therefore, any control field is optimal for retrieval provided it pumps all
excitations out of the system. Using this knowledge of the retrieval efficiency, in the
remainder of this Section we will use a time-reversal argument to deduce the optimal
storage strategy and the optimal storage efficiency. Here we will only give the essence
of and the intuition behind the time-reversal argument, and leave the derivation to
Secs. B.4 and B.5. In the remainder of the Appendix, we will independently confirm
the validity of this argument in the adiabatic and fast limits.

Applied to the present situation, the essence of the time-reversal argument is as
follows. Suppose one fixes the cooperativity parameter C and the detuning ∆ and
considers complete retrieval from the spin wave with a given control field Ω(t) into an
output mode Eout(t) of duration Tout. According to the time-reversal argument, the
efficiency for storing the time reverse of the output field (Ein(t) = E∗

out(Tout − t)) with
Ω∗(Tout − t), the time reverse of the retrieval control field, into the spin wave is equal
to the retrieval efficiency3. Although this claim is not trivial to prove (see Sec. B.4),

3To be more precise, such time-reversed storage stores into the complex conjugate of the original
spin-wave mode. We study in Sec. B.8 how, for the case of nonzero energy difference ωsg between
states |g〉 and |s〉, the position-dependent phase exp(2izωsg/c), by which a given spin wave and its
complex conjugate differ, reduces the optimal efficiency of storage followed by backward retrieval,
where backward retrieval means that the retrieval and storage controls are counter-propagating.
However, in the present Appendix, we assume that, for storage followed by retrieval, the k vectors
of the storage and retrieval control fields are pointing in the same direction, in which case nonzero
ωsg is not a problem.
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it is rather intuitive: since the retrieval procedure can be regarded as a generalized
beam-splitter-like transformation (Sec. A.2), the equality of the two efficiencies is
simply the statement that the probability of going from a given input port of the
beam splitter to a given output port is equal to the probability of going backward
from that output port to the original input port.

Therefore, the time-reversal argument shows that the maximum efficiencies for
storage and storage followed by retrieval are C/(1 + C) (i.e., the retrieval efficiency)
and C2/(1+C)2 (i.e., its square), respectively. Moreover, it says that these maximum
efficiencies are obtained if the input field Ein(t) and the storage control field Ω(t) are
such that Ω∗(T − t), i.e., the time reverse of Ω(t), retrieves the spin-wave excitation
into the output mode Eout(t) = E∗

in(T−t), i.e., the time reverse of Ein(t). In order to say
for which input fields the optimal storage control Ω(t) can be found (or, equivalently,
into which output fields a spin-wave excitation can be retrieved), we need to consider
the limits, in which Eq. (A.12) can be fully solved analytically. These limits, adiabatic
and fast, will be discussed in the following Sections.

A.5 Adiabatic Retrieval and Storage

A.5.1 Adiabatic Retrieval

In the previous Section, we have found, based on time reversal, the maximum
storage efficiency and the scenario under which it can be achieved. Since the optimal
storage into a given input mode requires the ability to carry out optimal retrieval
into the time reverse of this mode, we will, in the following Sections (Secs. A.5 and
A.6), solve Eq. (A.12) analytically in two important limits to find out which modes
we can retrieve into and store optimally. The first such limit, which we will discuss
in this Section (Sec. A.5), corresponds to smooth control and input fields, such that
the term in the square brackets in Eq. (A.12) can be dropped. This “adiabatic” limit
corresponds to an adiabatic elimination of P in Eq. (A.10). The precise conditions
for this approximation will be discussed in Sec. A.5.3. In this Section, we discuss the
retrieval process.

It is instructive to recognize that in the adiabatic approximation (i.e., with Ṗ in
Eq. (A.10) replaced with 0), if one uses rescaled variables Ein(t)/Ω(t), Eout(t)/Ω(t),
and P (t)/Ω(t) and makes a change of variables t→ h(Tr, t), where

h(t, t′) =

∫ t′

t

|Ω(t′′)|2dt′′, (A.15)

then Eqs. (A.9)-(A.11) become independent of Ω. Eqs. (A.9)-(A.11) can then be
solved in this Ω-independent form, so that for any given Ω the solution in the original
variables would follow by simple rescaling. However, since the equations are suffi-
ciently simple and in order to avoid confusion introduced by additional notation, we
will solve Eqs. (A.9)-(A.11) directly without making the change of variables.
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To compute the output field during adiabatic retrieval, we assume for simplicity
that retrieval begins at time t = 0 rather than at time t = Tr and adiabatically
eliminate P in Eqs. (A.10) and (A.11) (i.e., replace Ṗ in Eq. (A.10) with zero) to
obtain a first-order linear ordinary differential equation for S. Then, using S(0) = 1
and Ein(t) = 0, we solve this equation to find

Eout(t) = −
√

2γC
Ω(t)

γ(1 + C) + i∆
e
− 1

γ(1+C)+i∆
h(0,t)

. (A.16)

The t-dependent phase ih(0, t)∆/(γ2(1 + C)2 + ∆2) in the last factor is the ac Stark
shift, which results in a shift of the output field frequency away from bare two-photon
resonance. Computing the retrieval efficiency using Eq. (A.16), we find

ηr =
C

1 + C

(

1 − e
− 2γ(1+C)

γ2(1+C)2+∆2 h(0,∞)
)

, (A.17)

which is equal to C/(1 +C) provided the control pulse is sufficiently powerful and/or
long to ensure that

2γ(1 + C)

γ2(1 + C)2 + ∆2
h(0,∞) ≫ 1, (A.18)

which is the same as the condition P (∞) = S(∞) = 0. Note that adiabatic elimina-
tion did not affect the exact value of the efficiency and kept it independent of Ω(t)
and ∆ by preserving the branching ratio between the desired and undesired state
transfers. Also note that, unlike the general argument in the previous Section, which
assumed P (∞) = S(∞) = 0, Eq. (A.17) allows for the precise calculation of the
retrieval efficiency for any h(0,∞).

As noted in Sec. A.1, two important subsets of the adiabatic limit, the resonant
limit and the Raman limit, are often discussed in the literature. Although, as we
show in this work, the basic physics based on the branching ratio and time-reversal
arguments is shared by both of these approaches to quantum memory, a more detailed
discussion of the physics behind them involves significant differences. In fact, prior to
this work, the fact that the two approaches are in a sense equivalent was not recognized
to our knowledge: only interesting similarities were pointed out [306, 307]. As an
example of an important difference, the resonant and Raman limits give different
dependences on C of the duration of the output pulse in Eq. (A.16):

Tout ∼
γ2C2 + ∆2

γC|Ω|2 , (A.19)

where we assumed C & 1. In the resonant limit (γC ≫ |∆|), Tout ∼ γC/|Ω|2, while
in the Raman limit (γC ≪ |∆|), Tout ∼ ∆2/(γC|Ω|2). It is worth emphasizing that
the Raman limit condition is γC ≪ |∆| and not γ ≪ |∆|, as one may naively think
by analogy with the single-atom case.
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It follows from the concept of time reversal that the modes that can be stored
optimally are the time reverses of the modes onto which a spin wave can be retrieved.
We will now show that, in the adiabatic limit, at any given ∆ and C, we can shape
Ω(t) to retrieve onto any normalized mode e(t). Integrating the norm squared of
Eq. (A.16) with Eout(t) =

√

C/(1 + C)e(t), we get
∫ t

0

dt′|e(t′)|2 = 1 − e
− 2γ(1+C)h(0,t)

γ2(1+C)2+∆2 . (A.20)

Solving this equation for h(0, t) and then taking the square root of its derivative with
respect to t, we find |Ω(t)|. Knowing h(0, t), the phase of Ω(t) can be determined
from Eq. (A.16). Putting the magnitude and the phase together, we have

Ω(t) = −γ(1 + C) + i∆
√

2γ(1 + C)

e(t)
√

∫∞
t

|e(t′)|2dt′
e
−i

∆h(0,t)

γ2(1+C)2+∆2 , (A.21)

where h(0, t) should be determined from Eq. (A.20). For any e(t), this expression
gives the control Ω(t) that retrieves the spin wave into that mode. The phase of Ω(t),
up to an unimportant constant phase, is given by the phase of the desired output
mode plus compensation for the Stark shift (the last factor). It is also worth noting
that, up to a minus sign and a factor equal to the first fraction in Eq. (A.21), Ω(t) is
simply equal to e(t)/S(t).

We note that, if one wants to shape the retrieval into a mode e(t) that drops to zero
at some time Tout sufficiently rapidly, |Ω(t)| in Eq. (A.21) will go to ∞ at t = Tout. The
infinite part can, however, be truncated without significantly affecting the efficiency
or the precision of e(t) generation. One can confirm that the loss in efficiency is small
by inserting into the adiabatic solution in Eq. (A.17) a value of h(0,∞) that is finite
but large enough to satisfy Eq. (A.18). One can similarly confirm that the generation
of e(t) can be precise with truncated control fields by using Eq. (A.16). However, to
be completely certain that the truncation is harmless, one has to solve Eqs. (A.9)-
(A.11) numerically without making the adiabatic approximation. We will do this in
Sec. A.5.3 for the case of storage, where the same truncation issue is present.

We briefly mention that the spin-wave decay rate γs, which we have ignored so
far, simply introduces a decay described by exp(−γst) into Eq. (A.16) and, unless we
retrieve much faster than 1/γs, makes retrieval efficiency control dependent. With
nonzero γs, we can still shape retrieval to go into any mode: we shape the control
using Eq. (A.21) as if there were no γs decay except that the desired output mode
e(t) should be replaced with the normalized version of e(t) exp(γst), i.e.,

e(t) → e(t)eγst

[
∫ ∞

0

dt′|e(t′)|2e2γst′
]− 1

2

. (A.22)

The retrieval efficiency will, however, be output-mode-dependent in this case: it will

be multiplied (and hence reduced) by
[∫∞

0
dt′|e(t′)|2 exp(2γst

′)
]−1

.
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A.5.2 Adiabatic Storage

In principle, using the solution for retrieval from the previous Section, the time-
reversal argument of Sec. A.4 immediately guarantees that, provided we are in the
adiabatic limit (conditions to be discussed in Sec. A.5.3), we can always shape the
control field to store any input mode Ein(t) at any detuning ∆ with the maximum
efficiency C/(1 + C). However, for completeness, and to verify that the optimal
storage control field is indeed the time reverse of the control field that retrieves into
E∗

in(T − t), we give in this Section the solution to adiabatic storage.
In the adiabatic approximation, we use a procedure very similar to that used in

the retrieval solution, to find

S(T ) =

√

C

1 + C

∫ T

0

dtf(t)Ein(t), (A.23)

where

f(t) = −Ω∗(t)
√

2γ(1 + C)

γ(1 + C) + i∆
e−

h(t,T )
γ(1+C)+i∆ . (A.24)

The storage efficiency is then

ηs =
C

1 + C

∣

∣

∣

∣

∫ T

0

dtf(t)Ein(t)

∣

∣

∣

∣

2

. (A.25)

We are interested in computing the control that maximizes ηs for a given Ein(t). We
find in Sec. A.8.2 that the maximum storage efficiency is C/(1 + C) and that it can
be achieved (in the adiabatic limit) for any ∆ and Ein(t), and that the optimal control
is

Ω(t) = −γ(1 + C) − i∆
√

2γ(1 + C)

Ein(t)
√

∫ t

0
|Ein(t′)|2dt′

e
i

∆h(t,T )

γ2(1+C)2+∆2 , (A.26)

where h(t, T ) can be found by inserting Eq. (A.26) into Eq. (A.15). The phase of Ω(t),
up to an unimportant constant phase, is thus given by the phase of the input mode
plus compensation for the Stark shift (the last factor). As for the retrieval control
discussed in the previous Section, we note that, although |Ω(t)| in Eq. (A.26) goes
to ∞ at t = 0, the infinite part can be truncated without significantly affecting the
efficiency. This can be confirmed analytically using Eq. (A.25) provided the adiabatic
limit is satisfied. We will also confirm this numerically in the next Section without
making the adiabatic approximation.

As expected from the time-reversal argument, the optimal control we derived is
just the time reverse (Ω(t) → Ω∗(T − t)) of the control that retrieves into E∗

in(T − t),
the time reverse of the input mode. We verify this in Sec. A.8.2.

Although optimal storage efficiencies are the same in the Raman and adiabatic
limits, as in the case of retrieval, rather different physical behavior can be seen in the
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two limits. It is now the dependence on C of the optimal control intensity (which can
be found from Eq. (A.26)) that can be used to separate resonant and Raman behavior.
Assuming for simplicity C & 1, in the resonant limit (γC ≫ |∆|), |Ω| ∼

√

γC/T ,
while in the Raman limit (γC ≪ |∆|), |Ω| ∼ |∆|/√γCT . Since complete retrieval
and optimal storage are just time reverses of each other, it is not surprising that
these relations are identical to the ones we derived for the dependence of output
pulse duration on C in the previous Section. This opposite dependence of |Ω| on C
in the Raman and EIT limits is, in fact, the signature of a simple physical fact: while
the coupling of the input photon to the spin wave increases with increasing Ω in the
Raman case, it effectively decreases in the EIT regime where a very large Ω will give
a very wide transparency window and a group velocity equal to the speed of light.
This is why as the cooperativity parameter changes, the control has to be adjusted
differently in the two regimes.

As for retrieval, we briefly mention that nonzero γs simply introduces exp(−γs(T−
t)) decay into Eq. (A.24). The optimal storage control can still be found using
Eq. (A.26) as if there were no decay, except that the input mode should be replaced
with the normalized version of Ein(t) exp(−γs(T − t)), i.e.,

Ein(t) → Ein(t)e−γs(T−t)

[
∫ T

0

dt′|Ein(t′)|2e−2γs(T−t′)

]− 1
2

. (A.27)

However, the optimal storage efficiency will now depend on input pulse duration and
shape: it will be multiplied (and hence reduced) by

∫ T

0
dt′|Ein(t′)|2 exp(−2γs(T−t′)). It

is important to note that with nonzero spin-wave decay the optimal storage efficiency
of a particular input mode is no longer identical to the retrieval efficiency into its time
reverse. This is not at variance with the time-reversal argument discussed in detail
in Appendix B (which still applies when γs 6= 0), since the corresponding optimal
storage and retrieval control shapes are no longer the time reverses of each other,
and, in contrast to the γs = 0 case, the retrieval efficiency is now control dependent.
Finally, we note that, when we consider storage followed by retrieval, in order to
take into account the spin-wave decay during the storage time [T, Tr], one should just
multiply the total efficiency by exp(−2γs(Tr − T )).

A.5.3 Adiabaticity Conditions

We have found that, provided we are in the adiabatic limit, any input mode can
be stored optimally. In this Section we show that, independent of ∆, the sufficient
and necessary condition for optimal adiabatic storage of a pulse of duration T to be
consistent with the adiabatic approximation is TCγ ≫ 1.

To find the conditions for the adiabatic elimination of P in Eq. (A.10), we do the
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elimination and then require its consistency by enforcing4

|Ṗ | ≪ |(γC + i∆)P | (A.28)

(we assume for simplicity throughout this Section that C & 1). During retrieval,
sufficient conditions for Eq. (A.28) are

|Ω| ≪ |γC + i∆|, (A.29)
∣

∣

∣

∣

∣

Ω̇

Ω

∣

∣

∣

∣

∣

≪ |γC + i∆|, (A.30)

which limit, respectively, the power and the bandwidth of the control pulse. These
are easily satisfied in practice by using sufficiently weak and smooth retrieval control
pulses.

During storage, the satisfaction of Eq. (A.28) requires, in addition to conditions
(A.29) and (A.30), the satisfaction of

∣

∣

∣

∣

∣

Ėin

Ein

∣

∣

∣

∣

∣

≪ |γC + i∆|, (A.31)

which limits the bandwidth of the input pulse. In particular, for a smooth input pulse
of duration T , this condition is implied by

TCγ ≫ 1. (A.32)

Let us now show that for optimal storage, the condition (A.32) also implies conditions
(A.29) and (A.30) and is thus the only required adiabaticity condition (provided Ein

is smooth). Application of Eq. (A.26) reduces Eq. (A.29) to Eq. (A.32). Equation
(A.30), in turn, reduces to the conditions on how fast the magnitude |Ω| and the
phase φ (which compensates for the Stark shift) of the control can change:

∣

∣

∣

∣

∣

d
dt
|Ω|
|Ω|

∣

∣

∣

∣

∣

,
∣

∣

∣
φ̇
∣

∣

∣
≪ |γC + i∆|, (A.33)

where Ω = |Ω| exp(iφ). Application of Eq. (A.26) shows that Eq. (A.32) implies
Eq. (A.33).

4To be precise, another condition in addition to Eq. (A.28) required for the validity of the
adiabatic elimination is that P (0) derived from adiabatic elimination must be much less than 1, so
that it is close to the given value of P (0) = 0. During retrieval, this condition, however, is equivalent
to condition (A.29) evaluated at t = 0. Similarly, during storage of a sufficiently smooth pulse (which
will, thus, satisfy Ein(0) . 1/

√
T ), the desired condition on the adiabatic value of P (0) is implied by

condition (A.32). Thus, we do not state this condition on the adiabatic value of P (0) separately.
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We have thus shown that TCγ ≫ 1 is a sufficient condition for the validity of
adiabatic elimination in optimal storage. But, in fact, from the amplitude of the
optimal storage control field (Eq. (A.26)), one can see that Eq. (A.29) implies that
TCγ ≫ 1 is also a necessary condition for the validity of adiabatic elimination in
optimal storage. (To show that TCγ ≫ 1 is a necessary condition, one also has to
use the extra condition5 on the adiabatic value of P (0) to rule out the special situation
when Ω(t) is such that Eq. (A.28) is satisfied but Eq. (A.29) is not.)

To verify the adiabaticity condition in Eq. (A.32) and investigate the breakdown
of adiabaticity for short input pulses, we consider a Gaussian-like input mode (shown
in Fig. B.3)

Ein(t) = A(e−30(t/T−0.5)2 − e−7.5)/
√
T , (A.34)

where for computational convenience we have required Ein(0) = Ein(T ) = 0 and where
A ≈ 2.09 is a normalization constant. We fix the cooperativity parameter C, the
detuning ∆, and the pulse duration T , and use Eq. (A.26) to shape the control field.
We then use Eqs. (A.10) and (A.11) without the adiabatic approximation to calculate
numerically the actual storage efficiency that this control field gives, and multiply it
by the control-independent retrieval efficiency C/(1 + C), to get the total efficiency
of storage followed by retrieval. As we decrease T , we expect this efficiency to fall
below (C/(1 + C))2 once TCγ ≫ 1 is no longer satisfied. And indeed in Fig. A.2(a)
we observe this behavior for ∆ = 0 and C = 1, 10, 100, 1000. In Fig. A.2(b), we fix
C = 10 and show how optimal adiabatic storage breaks down at different detunings
∆ from 0 to 1000γ. From Fig. A.2(b), we see that, as we move from the resonant limit
(Cγ ≫ |∆|) to the Raman limit (Cγ ≪ |∆|), we can go to slightly smaller values
of TCγ before storage breaks down. However, since the curves for ∆ = 100γ and
∆ = 1000γ almost coincide, it is clear that TCγ ≫ 1 is still the relevant condition
no matter how large ∆ is, which must be the case since the condition (A.29) breaks
down for shorter T . The most likely reason why in the Raman limit adiabaticity is
slightly easier to satisfy is because in the Raman limit it is only condition (A.29) that
reduces to TCγ ≫ 1, while conditions (A.30) and (A.31) reduce to T∆ ≫ 1, which
is weaker than TCγ ≫ 1 (since ∆ ≫ Cγ in the Raman limit). In the resonant limit,
in contrast, all three conditions (A.29)-(A.31) reduce to TCγ ≫ 1.

Before turning to the discussion of fast retrieval and storage, we note that the
use of Eq. (A.26) to calculate the storage control fields for Fig. A.2 resulted in a
control field Ω(t) whose magnitude went to ∞ at t = 0, as predicted in the previous
Section. To generate Fig. A.2, the optimal |Ω(t)| were therefore cut off for t < T/100
to take the value |Ω(T/100)|. The fact that the optimal efficiency of (C/(1 + C))2

represented by the dashed lines in Fig. A.2 is still achieved by the dotted curves,
despite the use of truncated controls, proves that truncation of the storage control
does not significantly affect the storage efficiency. Since the retrieval field generation

5See the footnote corresponding to Eq. (A.28).
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Figure A.2: Breakdown of optimal adiabatic storage in a cavity at TCγ . 10. In
(a), the total efficiency of storage followed by retrieval is plotted for ∆ = 0 and
C = 1, 10, 100, and 1000. The horizontal dashed lines are the maximal values
(C/(1 + C))2. Dotted lines are obtained for the input from Eq. (A.34) using adi-
abatic Eq. (A.26) to shape the storage control but then using exact Eqs. (A.10) and
(A.11) to numerically compute the efficiency. In (b), the same plot is made for C = 10
and ∆/γ = 0, 1, 10, 100, and 1000.

is directly related to optimal storage by time reversal, as explained in Sec. A.4, this
also means that truncating retrieval controls does not significantly affect the precision
with which a given retrieval mode e(t) can be generated. The losses associated with
truncation are insignificant only if the conditions in Eq. (A.18) and Eq. (A.62) are
still satisfied for the truncated retrieval and storage control fields, respectively. If the
limit on the control pulse energy is so tight that these conditions are not satisfied, a
separate optimization problem, which is beyond the scope of the present Appendix,
has to be solved.

A.6 Fast Retrieval and Storage

We have shown that adiabatic storage allows us to store optimally a mode of dura-
tion T , having any smooth shape and any detuning ∆, provided that the adiabaticity
condition TCγ ≫ 1 is satisfied. In this Section we solve Eq. (A.12) analytically in
the second important limit, the so-called “fast” limit, and show that this limit allows
for optimal storage of a certain class of input modes of duration T ∼ 1/(Cγ).

The fast limit corresponds to the situation when Ω is very large during a short
control pulse (|Ω| ≫ Cγ and |Ω| ≫ |∆|), so that we can neglect all terms in Eq. (A.12)
except |Ω|2S and S̈. This corresponds to keeping only terms containing Ω on the right-
hand side of Eqs. (A.10) and (A.11) and results in undamped Rabi oscillations between
optical and spin polarizations P and S. One can use this limit to implement a “fast”
storage scheme, in which the input pulse is resonant (∆ = 0) and the control pulse is
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a short π pulse at t = T , as well as fast retrieval, in which the control is a π-pulse at
t = Tr. Provided the π pulse is applied on resonance and at approximately constant
intensity, the condition for perfect π pulse performance is |Ω| ≫ Cγ (assuming C &

1). To fully describe these processes, we furthermore need to solve Eq. (A.12) while
the control is off, which can also be done analytically.

During fast retrieval, assuming the π pulse takes place at time t = 0 instead of
time t = Tr and assuming the π pulse is perfect, the initial S = 1 results after the π
pulse in P = i. We then solve for P (t) from Eq. (A.10) and insert the solution into
Eq. (A.9) to obtain

Eout(t) = −
√

2γCe−γ(1+C)t. (A.35)

Consistent with the general expression in Eq. (A.14) and the branching ratio argument
in Sec. A.4, the retrieval efficiency is again C/(1 + C).

An alternative explanation for why the fast retrieval gives the same retrieval ef-
ficiency as the adiabatic retrieval is that, thanks to the adiabatic elimination of P ,
the adiabatic limit effectively describes a two-level system. Therefore, Eq. (A.35) is
in fact a special case of Eq. (A.16) with

Ω(t) = (γ(1 + C) + i∆)e−i∆t. (A.36)

Although, at this Ω(t), Eq. (A.16) is not a good approximation to the actual out-
put field because, for example, condition (A.29) is not satisfied, this illustrates the
equivalence of the two approaches.

Since the control field in fast retrieval is not adjustable (it is always a perfect π
pulse), fast retrieval gives only one possible output mode, that of Eq. (A.35). By time
reversal, the time reverse of this mode of duration T ∼ 1/(γC) is thus the only mode
that can be optimally stored (with efficiency C/(1 +C)) using fast storage at this C.

For completeness and to confirm the time-reversal argument, the optimal input
mode for fast storage can also be calculated directly. For an input mode Ein(t) that
comes in from t = 0 to t = T , assuming a perfect π pulse at t = T , we find by a
method similar to the one used in fast retrieval that

S(T ) =

√

C

1 + C

∫ T

0

dtf(t)Ein(t), (A.37)

where
f(t) = −eγ(1+C)(t−T )

√

2(1 + C)γ. (A.38)

Similarly to retrieval, Eq. (A.38) is a special case of Eq. (A.24) with Ω(t) = (γ(1+C)−
i∆) exp(i∆(T − t)) (the time reverse of the right-hand side of Eq. (A.36)). Since f(t)

is real and normalized according to
∫ T

0
f(t)2dt = 1, this integral is a scalar product

similar to Eq. (A.25) discussed in Sec. A.8.2, and the optimal fast storage efficiency
of C/(1 + C) is achieved for a single input mode Ein(t) = f(t) (up to an arbitrary
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overall unimportant phase). This optimal Ein(t) is precisely the (renormalized) time
reverse of the output of fast readout in Eq. (A.35), as expected by time reversal.

Two comments are in order regarding the optimal input pulse Ein(t) = f(t). First,
we would like to note that short exponentially varying pulses, as in our optimal
solution Ein(t) = f(t), have been proposed before to achieve efficient photon-echo-
based storage [317, 318]. Second, it is worth noting that, although Ein(t) = f(t) gives
the optimal storage, generating such short exponentially rising pulses may in practice
be hard for high C. Since the efficiency is given by the overlap of Ein(t) with f(t)
(see Eq. (A.37)), fast storage in a cavity is inferior in this respect to fast storage in
free space, because in the latter case any input pulse satisfying Tγ ≪ 1 and dTγ ≫ 1
results in storage efficiency close to unity (see Appendix B).

A.7 Summary

In conclusion, we have treated in detail the storage and retrieval of photons in
homogeneously broadened Λ-type atomic media enclosed in a running-wave cavity in
the bad-cavity limit. We have shown that, provided that no excitations are left in the
atoms at the end of the retrieval process, the retrieval efficiency is independent of the
control and the detuning and is equal to C/(1+C). We have also derived the optimal
strategy for storage in the adiabatic and fast limits and, therefore, demonstrated that
one can store, with the optimal efficiency of C/(1 + C), any smooth input mode
satisfying TCγ ≫ 1 and having any detuning ∆ and a certain class of resonant
input modes satisfying TCγ ∼ 1. We have also noted that the optimal storage
control field for a given input mode is the time reverse of the control field that
accomplishes retrieval into the time reverse of this input mode. This fact and the
equality of maximum storage efficiency and the retrieval efficiency are, in fact, the
consequence of a general time-reversal argument to be presented in detail in Appendix
B. In Appendix B, we will also present the full discussion of photon storage in
homogeneously broadened Λ-type atomic media in free space, while in Appendix C,
we will consider the effects of inhomogeneous broadening on photon storage.

Finally, it is important to note that, to achieve the optimal efficiencies derived in
the present Appendix, it is necessary to have rigid temporal synchronization between
the input pulse and the storage control pulse, which may become difficult in practice
for short input pulses. In fact, since there is only one accessible atomic mode in
the case of homogeneously broadened media enclosed in a cavity (unless one varies
the angle between the control and the input [288]), this temporal synchronization
is necessary to obtain high efficiencies even if the cooperativity parameter is very
large. This problem can, however, be alleviated whenever multiple atomic modes
are accessible, which is the case for homogeneously broadened media in free space
considered in Appendix B and for inhomogeneously broadened media considered in
Appendix C. In those cases, infinite optical depth allows one to achieve unit efficiency
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without rigid synchronization. However, despite this disadvantage of the cavity setup,
we will discuss in Appendix B that the cavity setup is superior to the free-space setup
in other respects, such as the enhancement of the optical depth by the cavity finesse
and the avoidance of the unfavorable scaling of the error as 1/

√
N (vs 1/C ∝ 1/N),

which sometimes occurs in the free-space model.

A.8 Omitted Details

In the preceding Sections of this Appendix, to allow for a smoother presentation,
we omitted some of the details. We present them in this Section.

A.8.1 Details of the Model and the Derivation of the Equa-

tions of Motion

In Sec. A.3, we gave a brief introduction to the model and presented the equations
of motion without derivation. In this Section, the details of the model and the
derivation of the equations of motion (A.3)-(A.5) are provided.

The electric-field vector operator for the cavity field is given by

Ê1(z) = ǫ1

(

~ω1

2ǫ0V

)1/2
(

âeiω1z/c + â†e−iω1z/c
)

, (A.39)

where â† is the mode creation operator, ω1 is the mode frequency, ǫ1 is the polarization
unit vector, ǫ0 is the permittivity of free space, V is the quantization volume for the
field, and c is the speed of light.

The copropagating single-mode classical plane-wave control field with frequency
ω2 is described by an electric-field vector

E2(z, t) = ǫ2E2(t) cos(ω2(t− z/c)), (A.40)

where ǫ2 is the polarization unit vector, and E2(t) is the amplitude. Then, using the
dipole and rotating-wave approximations, the Hamiltonian is

Ĥ = Ĥ0 + V̂ , (A.41)

Ĥ0 = ~ω1â
†â+

N
∑

i=1

(

~ωsgσ̂
i
ss + ~ωegσ̂

i
ee

)

, (A.42)

V̂ = −
N
∑

i=1

d̂i · (E2(zi, t) + Ê1(zi)) (A.43)

= −~

N
∑

i=1

(

Ω(t)σ̂i
ese

−iω2(t−zi/c)+âgeiω1zi/cσ̂i
eg

)

+h.c..
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Here h.c. stands for Hermitian conjugate, σ̂i
µν = |µ〉ii〈ν| is the internal state operator

of the ith atom between states |µ〉 and |ν〉, zi is the position of the ith atom, d̂i is
the dipole moment vector operator for the ith atom, Ω(t) = i〈e|(d̂i · ǫ2)|s〉iE2(t)/(2~)
(assumed to be equal for all i) is the Rabi frequency of the classical field, and g =

i〈e|(d̂i · ǫ1)|g〉i
√

ω1

2~ǫ0V
(assumed to be real for simplicity and equal for all i) is the

coupling constant between the atoms and the quantized field mode. We note that, in
order to avoid carrying extra factors of 2 around, Ω is defined as half of the traditional
definition of the Rabi frequency, so that a π pulse, for example, takes time π/(2Ω).

In the Heisenberg picture, we introduce slowly varying collective atomic operators

σ̂µµ =
∑

i

σ̂i
µµ, (A.44)

σ̂es =
∑

i

σ̂i
ese

−iω2(t−zi/c), (A.45)

σ̂eg =
∑

i

σ̂i
ege

−iω1(t−zi/c), (A.46)

σ̂sg =
∑

i

σ̂i
sge

−i(ω1−ω2)(t−zi/c), (A.47)

and a slowly varying cavity mode annihilation operator

Ê = âeiω1t, (A.48)

which satisfy same-time commutation relations

[σ̂µν(t), σ̂αβ(t)] = δνασ̂µβ(t) − δµβσ̂αν(t), (A.49)
[

Ê(t), Ê†(t)
]

= 1, (A.50)

and yield an effective rotating frame Hamiltonian

ˆ̃H = ~∆σ̂ee − (~Ω(t)σ̂es + ~gÊ σ̂eg + h.c.). (A.51)

The equations of motion are then given by

˙̂E = −κÊ + igσ̂ge +
√

2κÊin,

˙̂σgg = γegσ̂ee − igÊ σ̂eg + igÊ†σ̂ge + F̂gg,

˙̂σss = γesσ̂ee − iΩσ̂es + iΩ∗σ̂se + F̂ss,
˙̂σee = −γeσ̂ee+ iΩσ̂es− iΩ∗σ̂se+ igÊ σ̂eg− igÊ†σ̂ge+F̂ee,

˙̂σge = −(γ + i∆)σ̂ge + iΩσ̂gs + igÊ(σ̂gg − σ̂ee) + F̂ge,

˙̂σes = −(γ′ − i∆)σ̂es + iΩ∗(σ̂ee − σ̂ss) − igÊ†σ̂gs + F̂es,

˙̂σgs = −γsσ̂gs + iΩ∗σ̂ge − igÊ σ̂es + F̂gs, (A.52)



Appendix A: Optimal Photon Storage in Atomic Ensembles: Cavity Model 133

with the input-output relation for the quantum field given by Eq. (A.2).
In Eqs. (A.52) we have introduced decay, which, in turn, necessitated the in-

troduction of Langevin noise operators F̂µν for the atomic operators and the input

field Êin for the quantum field. The radiative decay rate of the excited state |e〉 is
γe = γes + γeg, the sum of decay rates into |s〉 and into |g〉. The decay rate of optical
coherence σ̂ge is γ = γe/2 + γdeph where, in addition to radiative decay, we allow
for extra dephasing, such as, for example, that caused by collisions with buffer gas
atoms in warm vapor cells. Similarly, the decay rate γ′ = γe/2 + γ′deph of σ̂es allows
for possible extra dephasing, while the decay rate γs of σ̂gs is due to dephasing only.
In some experiments [80], γs comes from the transverse diffusion of atoms out of the
region defined by the quantized light mode. In these cases, the decay of σ̂gs will be
accompanied by population redistribution between states |g〉 and |s〉. In order to
ensure that the corresponding incoming noise is vacuum (which our analysis requires,
as we explain below and in Sec. A.2), we will assume in such cases that the incoming
atoms are fully pumped into the level |g〉, which would correspond to a 2γs decay rate
of σ̂ss into σ̂gg (not included in Eqs. (A.52) since it does not affect the final equations).
This is indeed the case if, as in Ref. [80], the control beam diameter is much greater
than the diameter of the quantized light mode.

Assuming that almost all atoms are in the ground state at all times (σ̂gg ≈ N and

σ̂ss ≈ σ̂ee ≈ σ̂es ≈ 0), defining polarization P̂ = σ̂ge/
√
N and spin wave Ŝ = σ̂gs/

√
N ,

and working to first order in Ê , we obtain Eqs. (A.3)-(A.5), where F̂P = F̂ge/
√

2γN

and F̂S = F̂gs/
√

2γsN .
Using the generalized Einstein relations [319, 320]

〈F̂µν(t)F̂αβ(t′)〉 = 〈D(σ̂µν σ̂αβ) −D(σ̂µν)σ̂αβ − σ̂µνD(σ̂αβ)〉δ(t− t′), (A.53)

where D(σ̂µν) denotes the deterministic part (i.e., with noise omitted) of the equation
for ˙̂σµν in Eqs. (A.52), and again using the approximation that almost all atoms are

in the ground state, we find that the only nonzero noise correlations between F̂P , F̂S,
F̂ †

P , and F̂ †
S are

〈F̂P (t)F̂ †
P (t′)〉 = 〈F̂S(t)F̂ †

S(t′)〉 = δ(t− t′). (A.54)

The fact that normally ordered correlations are zero means that the incoming noise
is vacuum, which is precisely the reason why, as noted in Sec. A.2, efficiency is the
only number we need in order to fully characterize the mapping. The property of
Eqs. (A.52) that guarantees that the incoming noise is vacuum is the absence of
decay out of state |g〉 into states |e〉 and |s〉. The decay into state |e〉 does not
happen because the energy of an optical transition (on the order of 104 K) is much
greater than the temperature, at which typical experiments are done. In contrast,
the energy of the |s〉−|g〉 transition in some experiments, such as the one in Ref. [80],
may be smaller than the temperature. However, the |s〉 − |g〉 transition is typically
not dipole allowed, so that the rate of |g〉 decay into |s〉 can be neglected, as well.
As noted above, for the case when atoms are diffusing in and out of the quantized
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light mode, to keep the decay rate of |g〉 zero, we assume that the incoming atoms
are fully pumped into |g〉.

From Eq. (A.49) and with the usual σ̂gg ≈ N assumption, we have
[

Ŝ(t), Ŝ†(t)
]

= 1, (A.55)
[

P̂ (t), P̂ †(t)
]

= 1. (A.56)

In particular, this means that Ŝ can be thought of as an annihilation operator for the
spin-wave mode, into which we would like to store the state of the incoming photon
mode.

The input and output fields, which propagate freely outside of the cavity, satisfy
[316]

[

Êin(t), Ê†
in(t′)

]

=
[

Êout(t), Ê†
out(t

′)
]

= δ(t− t′) (A.57)

and can be expanded in terms of any orthonormal set of field (envelope) modes {hα(t)}
defined for t ∈ [0,∞), satisfying the orthonormality relation

∫∞
0
dth∗α(t)hβ(t) = δαβ

and completeness relation
∑

α h
∗
α(t)hα(t′) = δ(t− t′), as

Êin(t) =
∑

α

hα(t)âα, (A.58)

Êout(t) =
∑

α

hα(t)b̂α, (A.59)

where annihilation operators {âα} and
{

b̂α

}

for the input and the output photon

modes, respectively, satisfy
[

âα, â
†
β

]

=
[

b̂α, b̂
†
β

]

= δαβ . (A.60)

Repeating for clarity the setup from Sec. A.3, we recall that all atoms are initially
pumped into the ground state, i.e., no P̂ or Ŝ excitations are present in the atoms. We
also assume that the only input field excitations initially present are in the quantum
field mode with annihilation operator â0 and envelope shape h0(t) nonzero on [0, T ].
The goal is to store the state of this mode into Ŝ and at a time Tr > T retrieve
it back onto a field mode. During storage, we can, in principle, solve the operator
Eqs. (A.3)-(A.5) for Ŝ(T ) as some linear functional of Êin(t), F̂P (t), F̂S(t), Ŝ(0), and
P̂ (0). The storage efficiency is then given by

ηs =
(number of stored excitations)

(number of incoming photons)
=

〈Ŝ†(T )Ŝ(T )〉
∫ T

0
dt〈Ê†

in(t)Êin(t)〉
. (A.61)

Since Ŝ(0) and P̂ (0) give zero when acting on the initial state, and since all normally
ordered noise correlations are zero, only the term in Ŝ(T ) containing Êin(t) will con-
tribute to the efficiency. Moreover, h0(t)â0 is the only part of Êin(t) that does not give
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zero when acting on the initial state. Thus, for the purposes of finding the storage
efficiency, we can ignore F̂P and F̂S in Eqs. (A.3)-(A.5) and treat these equations as
complex number equations with P (0) = 0, S(0) = 0, and Ein(t) = h0(t). We have here
dropped the carets on the operators to denote their complex number representations.
To get back the nonvacuum part of the original operator from its complex number
counterpart, we should just multiply the complex number version by â0.

Similarly, during retrieval, we can ignore F̂P (t) and F̂S(t) and can treat Eqs. (A.3)-
(A.5) as complex number equations with the initial and boundary conditions given
in Sec. A.3.

A.8.2 Shaping the Control Field for the Optimal Adiabatic
Storage

In this Section, we present the derivation of Eq. (A.26), which gives the optimal
storage control field during adiabatic storage. We then verify that this optimal control
is just the time reverse of the control that retrieves into the time reverse of the input
mode.

To solve for the control field Ω(t) that maximizes the storage efficiency ηs in

Eq. (A.25), we note that f(t) defined in Eq. (A.24) satisfies
∫ T

0
|f(t)|2dt ≤ 1, with

the equality achieved when

2γ(1 + C)

γ2(1 + C)2 + ∆2
h(0, T ) ≫ 1, (A.62)

which is equivalent to the requirement we had in Eq. (A.18) for complete retrieval.

Since we also have
∫ T

0
|Ein(t)|2 = 1, the integral in Eq. (A.25) can be seen as a simple

scalar product between states, and the efficiency is therefore ηs ≤ C/(1 +C) with the
equality achieved when (up to an undefined overall unimportant phase)

f(t) = E∗
in(t). (A.63)

We will now show that, for any given Ein(t), ∆, and C, there is a unique control
that satisfies Eq. (A.63) and thus gives the maximum storage efficiency C/(1 + C).
In Refs. [154, 321], this control was found through a quantum impedance matching
Bernoulli equation obtained by differentiating Eq. (A.63). In order to be able in
Appendix B to generalize more easily to free space, we will solve Eq. (A.63) directly.
To do this, we follow a procedure very similar to that in Sec. A.5.1. We integrate the
norm squared of Eq. (A.63) from 0 to t to get

∫ t

0

|Ein(t′)|2dt′ = e
− 2h(t,T )γ(1+C)

γ2(1+C)2+∆2 − e
− 2h(0,T )γ(1+C)

γ2(1+C)2+∆2 . (A.64)

Since h(T, T ) = 0, the normalization of Ein(t) requires the satisfaction of Eq. (A.62).
Assuming it is satisfied to the desired precision, we solve Eq. (A.64) for h(t, T ), and
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then taking the square root of the negative of its derivative with respect to t, we find
|Ω(t)|. Knowing h(t, T ), the phase of Ω(t) can then be determined from Eq. (A.63).
Putting the magnitude and the phase together, we obtain the expression for the
optimal control given in Eq. (A.26).

We will now show that, as expected from the time-reversal argument, the optimal
control we derived is just the time reverse (Ω(t) → Ω∗(T − t)) of the control that
retrieves into E∗

in(T − t), the time reverse of the input mode. To see this, we note that
from Eq. (A.20) it follows that the magnitude of the control field Ω(t) that retrieves
into e(t) = E∗

in(T − t) is determined by

∫ t

0

dt′|Ein(t′)|2 = e
− 2γ(1+C)

γ2(1+C)2+∆2 h(0,T−t)
. (A.65)

Putting e(t) = E∗
in(T − t) into Eq. (A.21), taking the complex conjugate of the result,

and evaluating at T − t, we get

Ω∗(T− t)=−γ(1 + C)−i∆
√

2γ(1 + C)

Ein(t)
√

∫ t

0
|Ein(t′)|2dt′

e
i

∆h(0,T−t)

γ2(1+C)2+∆2 . (A.66)

Since h(0, T − t) determined by Eq. (A.65) and h(t, T ) determined by Eq. (A.64) are
equal, the right-hand side of Eq. (A.66) is, in fact, equal to the right-hand side of
Eq. (A.26), as desired.



Appendix B

Optimal Photon Storage in Atomic
Ensembles: Free-Space Model

B.1 Introduction

In Appendix A, we carried out the optimization of light storage in Λ-type optically
dense atomic media enclosed in a cavity. Using the intuition gained from the cavity
model discussion, we consider in the present Appendix the free-space model. In
addition to a detailed presentation of the results of Chapter 2, we also discuss several
extensions of the analysis of Chapter 2, such as the inclusion of the decay of coherence
between the two lower levels of the Λ system and the effects of nondegeneracy of these
two levels.

For a complete introduction to photon storage in Λ-type atomic media, as it
applies to Appendix A and to the present Appendix, as well as for the full list of
references, we refer the reader to Sec. A.1. In the present Introduction, we only
list the two main results of the present Appendix. The first important result is
the proof of a certain degree of equivalence between a wide range of techniques for
photon storage and retrieval in Λ-type atomic media, including the approaches based
on electromagnetically induced transparency (EIT), off-resonant Raman processes,
and photon echo. In particular, this result means that provided there is a sufficient
degree of control over the shape of the incoming photon wave packet and/or over
the power and shape of the classical control pulses, all the protocols considered have
the same maximum achievable efficiency that depends only on the optical depth d
of the medium. The second important result is a novel time-reversal-based iterative
algorithm for optimizing quantum state mappings, a procedure that we expect to
be applicable beyond the field of photon storage. One of the key features of this
optimization algorithm is that it can not only be used as a mathematical tool but
also as an experimental technique. In fact, following this theoretical proposal, an
experimental demonstration of this technique has already been carried out, as we

137
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report in Secs. 3.3 and E.4. Both the experimental results (Secs. 3.3 and E.4.) and the
theoretical results of the present Appendix indicate that the suggested optimization
with respect to the shape of the incoming photon wave packet and/or the control
pulse shape and power will be important for increasing the photon storage efficiencies
in current experiments.

Although the slightly simpler cavity model discussed in Appendix A is similar
enough to the free-space model to provide good intuition for it, the two physical
systems have their own advantages and disadvantages, which we will discuss in the
present Appendix. One advantage of the free-space model is the fact that it is easier to
set up experimentally, which is one of the reasons we study this model in the present
Appendix. Turning to the physics of the two models, the main differences come from
the fact that in the cavity model the only spin wave mode accessible is the one that
has the excitation distributed uniformly over all the atoms. In contrast, in the free-
space model, incoming light can couple to any mode specified by a smooth excitation
with position-dependent amplitude and phase. As a consequence of this, the free-
space model allows for high efficiency storage of a wider range of input light modes
than the cavity model. In particular, we showed in Appendix A that in the cavity
model high efficiency photon-echo-based storage (which we refer to as fast storage)
is possible for a single input mode of duration ∼ 1/(γC), where γ is the optical
polarization decay and C is the cavity cooperativity parameter. In contrast, we
show in the present Appendix that high efficiency fast storage in a free-space atomic
ensemble with optical depth d is possible for any input light mode of duration T
provided Tγ ≪ 1 and Tdγ ≫ 1. However, the cavity model also has some advantages
over the free-space model. In particular, the error during optimal light storage and
retrieval for a given atomic ensemble scales as the inverse of the optical depth, as we
have shown for the cavity model in Appendix A and for the free-space model in the
present Appendix. The optimal efficiency is therefore higher when the ensemble is
enclosed in a cavity, which effectively enhances the optical depth by the cavity finesse
to form the cooperativity parameter C. Moreover, if one is forced to retrieve from a
spatially uniform spin wave mode (e.g., if the spin wave is generated via spontaneous
Raman scattering [80]), the error during retrieval will decrease faster with optical
depth in the cavity model (∼ 1/C) than in the free-space model (∼ 1/

√
d).

The remainder of the present Appendix is organized as follows. In Sec. B.2, the
model is introduced. In Secs. B.3, B.4, and B.5, we prove that during retrieval there
exists a fixed branching ratio between the desired light emission rate and undesired
polarization decay rate, and use this in combination with time reversal to derive the
optimal strategy for storage and retrieval without fully solving the equations. In
Secs. B.6 and B.7, the equations are solved analytically in the adiabatic and fast
limits, respectively, and more specific statements about the optimal control strategy
are made. In Sec. B.8, the effect of nondegeneracy of the two metastable states is
discussed. In Sec. B.9, we summarize the discussion of the free-space model. In Sec.
B.10, we present some details omitted in the main text.
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B.2 Model

We refer the reader to Sec. B.10.1 for the details of the model and for the derivation
of the equations of motion. In this Section, we only briefly summarize the model and
state the equations of motion without derivation.

We consider a free-space medium of length L and cross-section area A containing
N =

∫ L

0
dzn(z) atoms, where n(z) is the number of atoms per unit length. We

assume that within the interaction volume the concentration of atoms is uniform
in the transverse direction. The atoms have the same Λ-type level configuration
as in the cavity case discussed in Appendix A and shown in Fig. A.1. They are
coupled to a quantum field and a copropagating classical field. We assume that
quantum electromagnetic field modes with a single transverse profile are excited.
We also assume that both the quantum and the classical field are narrowband fields
centered at ω1 = ωeg − ∆ and ω2 = ωes − ∆, respectively (where ωeg and ωes are
atomic transition frequencies). The quantum field is described by a slowly varying
operator Ê(z, t), while the classical field is described by the Rabi frequency envelope
Ω(z, t) = Ω(t− z/c).

We neglect reabsorption of spontaneously emitted photons. This is a good ap-
proximation since we are interested in the storage of single- or few-photon pulses,
in which case there will be at most a few spontaneously emitted photons. Although
for an optically thick medium they can be reabsorbed and reemitted [322, 323], the
probability of spontaneously emitting into the mode Ê is given by the corresponding
far-field solid angle ∼ λ2/A ∼ d/N , where A is the cross section area of both the
quantum field mode and the atomic medium (see Sec. B.10.1 for a discussion of why
this choice is not important), λ = 2πc/ω1 is the wavelength of the quantum field, and
d ∼ λ2N/A is the resonant optical depth of the ensemble. In most experiments, this
probability is very small. Moreover, we will show that for the optimized storage pro-
cess, the fraction of the incoming photons lost to spontaneous emission will decrease
with increasing optical depth. In practice, however, reabsorption of spontaneously
emitted photons can cause problems [324] during the optical pumping process, which
is used to initialize the sample, and this may require modification of the present
model.

We treat the problem in a one-dimensional approximation. This is a good approx-
imation provided that the control beam is much wider than the single mode of the
quantum field defined by the optics, as, for example, in the experiment of Ref. [80].
In this case, the transverse profile of the control field can be considered constant; and,
in the paraxial approximation, the equations reduce to one-dimensional equations for
a single Hermite-Gaussian quantum field mode [325, 326].

We define the polarization operator P̂ (z, t) =
√
Nσ̂ge(z, t) and the spin-wave

operator Ŝ(z, t) =
√
Nσ̂gs(z, t) (where σ̂µν(z, t) are slowly varying position-dependent

collective atomic operators defined in Sec. B.10.1). In the dipole and rotating-wave
approximations, to first order in Ê , and assuming that at all times almost all atoms
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are in the ground state, the Heisenberg equations of motion read

(∂t + c∂z)Ê = ig
√
NP̂n(z)L/N, (B.1)

∂tP̂ = −(γ + i∆)P̂+ig
√
N Ê+iΩŜ+

√

2γF̂P , (B.2)

∂tŜ = −γsŜ + iΩ∗P̂ +
√

2γsF̂S, (B.3)

where we introduced the spin-wave decay rate γs, the polarization decay rate γ (equal
to half of the linewidth), and the corresponding Langevin noise operators F̂P (z, t) and
F̂S(z, t). As in the cavity case, collective enhancement [76] results in the increase of
the atom-field coupling constant g (assumed to be real for simplicity) by a factor of√
N up to g

√
N . Notice that in order to avoid carrying around extra factors of 2,

Ω is defined as half of the traditional Rabi frequency; for example, with the present
definition, a π pulse would take time π/(2Ω).

As we show in Sec. B.10.1 and explain in detail in Appendix A, under reasonable
experimental conditions, the normally ordered noise correlations of F̂P and F̂S are
zero, i.e., the incoming noise is vacuum and the transformation is passive. As we
show in Sec. A.2, this implies that efficiency is the only number required to completely
characterize the mapping.

As in the cavity discussion of Appendix A, we suppose that initially all atoms
are in the ground state, i.e., no atomic excitations are present. We also assume that
there is only one nonempty mode of the incoming quantum field and that it has an
envelope shape h0(t) nonzero on [0, T ]. The term “photon storage and retrieval” refers
to mapping this mode onto some mode of Ŝ and, starting at a later time Tr > T ,
retrieving it onto an outgoing field mode. Then precisely as in the cavity case in
Appendix A, for the purposes of finding the storage efficiency, which is given by the
ratio of the numbered of stored excitations to the number of incoming photons

ηs =

∫ L

0
dz n(z)

N
〈Ŝ†(z, T )Ŝ(z, T )〉

c
L

∫ T

0
dt〈Ê†(0, t)Ê(0, t)〉

, (B.4)

we can ignore F̂P and F̂S in Eqs. (B.1)-(B.3) and treat these equations as complex
number equations with the interpretation that the complex number fields describe the
shapes of quantum modes. In fact, although the resulting equations describe our case
of quantized light coupled to the |g〉 − |e〉 transition, they will also precisely be the
equations describing the propagation of a classical probe pulse. To see this, one can
simply take the expectation values of Eqs. (B.1)-(B.3) and use the fact that classical
probe pulses are described by coherent states.

Going into a comoving frame t′ = t − z/c, introducing dimensionless time t̃ =
γt′ and dimensionless rescaled coordinate z̃ =

∫ z

0
dz′n(z′)/N , absorbing a factor of
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√

c/(Lγ) into the definition of E , we reduce Eqs. (B.1)-(B.3) to

∂z̃E = i
√
dP, (B.5)

∂t̃P = −(1 + i∆̃)P + i
√
dE + iΩ̃(t̃)S, (B.6)

∂t̃S = iΩ̃∗(t̃)P, (B.7)

where we have identified the optical depth d = g2NL/(γc) and where ∆̃ = ∆/γ and
Ω̃ = Ω/γ. We confirm in Sec. B.10.1 that from the definition it follows that d is
independent of the size of the beam and, for a given transition, only depends on the
density and length of the ensemble. Moreover, the definition of d that we use here can
be related to the intensity attenuation of a resonant probe in our three level system
with the control off, in which case the equations give an attenuation of exp(−2d) (i.e.
to avoid carrying around extra factors of 2, d is defined as half of the usual optical
depth). In Eqs. (B.5)-(B.7) and in the rest of this Appendix (except for Sec. B.6.5),
we neglect the decay γs of the spin wave. However, precisely as in the cavity case,
nonzero γs simply introduces an exponential decay without making the solution or the
optimization harder, as we will discuss in Sec. B.6.5. We also note that Eqs. (B.1)-
(B.3) are the same as the equations of Ref. [17] for copropagating fields, generalized
to nonzero ∆ and γs, and taken to first order in E .

During storage, shown (in original variables) in Fig. B.1(a), the initial and bound-
ary conditions are (in rescaled variables) E(z̃ = 0, t̃) = Ein(t̃), P (z̃, t̃ = 0) = 0, and
S(z̃, t̃ = 0) = 0, where Ein(t̃) is nonzero for t̃ ∈ [0, T̃ ] (where T̃ = Tγ) and, being

a shape of a mode, is normalized according to
∫ T̃

0
dt̃|Ein(t̃)|2 = 1. S(z̃, T̃ ) gives the

shape of the spin-wave mode, into which we store, and the storage efficiency is given
by

ηs =

∫ 1

0

dz̃|S(z̃, T̃ )|2. (B.8)

Loss during storage comes from the decay γ as well as from the “leak” E(z̃ = 1, t̃)
shown in Fig. B.1(a). Then at a later time T̃r > T̃ (where T̃r = Trγ), we want to
retrieve the excitation back onto a photonic mode either in the forward direction,
as shown in Fig. B.1(b), or in the backward direction [327] (i.e., with the retrieval
control pulse incident from the right) as shown in Fig. B.1(c). Instead of turning
our Eqs. (B.5)-(B.7) around to describe backward retrieval, we invert, for backward
retrieval, the spin wave according to S(z̃, T̃r) = S(1−z̃, T̃ ), whereas we keep S(z̃, T̃r) =
S(z̃, T̃ ) for forward retrieval. Because of the z-dependent phases in Eq. (B.60), this
prescription for backward retrieval is strictly valid only for zero splitting between the
two metastable states (ωsg = 0). In Sec. B.8, we will discuss the effect of nonzero ωsg.
The remaining initial and boundary conditions during retrieval are E(z̃ = 0, t̃) = 0
and P (z̃, T̃r) = 0. If we renormalize the spin wave before doing the retrieval, then the
retrieval efficiency will be given by

ηr =

∫ ∞

T̃r

dt̃|E(1, t̃)|2. (B.9)
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Figure B.1: (a) Storage, (b) forward retrieval, and (c) backward retrieval setup. The
smooth solid curve is the generic control field shape (Ω) for adiabatic storage or
retrieval; the dotted square pulse indicates a π-pulse control field for fast storage or
retrieval. The dashed line indicates the quantum field E and the spin-wave mode S.
During storage, E(L, t) is the “leak,” whereas it is the retrieved field during retrieval.

If we do not renormalize the spin wave before doing the retrieval, this formula will
give the total efficiency of storage followed by retrieval ηtot = ηsηr.

To solve Eqs. (B.5)-(B.7), it is convenient to Laplace transform them in space
according to z̃ → u, so that Eqs. (B.5,B.6) become

E = i

√
d

u
P +

Ein

u
, (B.10)

∂t̃P = −(1 +
d

u
+ i∆̃)P + iΩ̃(t)S + i

√
d

u
Ein. (B.11)

As in the cavity case in Appendix A, it is also convenient to reduce Eqs. (B.5)-(B.7)
to a single equation

[

S̈ −
˙̃Ω∗

Ω̃∗
Ṡ

]

+ (1 +
d

u
+ i∆̃)Ṡ + |Ω̃|2S = −Ω̃∗

√
d

u
Ein, (B.12)

where the overdot stands for the t̃ derivative. As in the cavity case, this second-
order differential equation cannot, in general, be fully solved analytically. Similar to
Appendix A, we can, however, derive several important results regarding the optimal
control strategy for storage and retrieval without making any more approximations.
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We discuss these results in Sec. B.3, where we optimize retrieval, and in Secs. B.4 and
B.5 where we introduce the important time reversal ideas, which allow us to deduce
the optimal storage from the optimal retrieval.

B.3 Optimal Retrieval

Although Eq. (B.12) cannot, in general, be fully solved analytically, we still make
in this and in the following two Sections several important statements regarding
the optimal strategy for maximizing the storage efficiency, the retrieval efficiency,
and the combined (storage followed by retrieval) efficiency without making any more
approximations. It is convenient to first consider retrieval, and we do so in this
Section.

Although we cannot, in general, analytically solve for the output field Eout(t),
we will show now that, as in the cavity case in Appendix A, the retrieval efficiency
is independent of the control shape and the detuning provided no excitations are
left in the atoms. Moreover, we will show that the retrieval efficiency is given by
a simple formula that depends only on the optical depth and the spin-wave mode.
From Eqs. (B.7) and (B.11), it follows that

d

dt̃

(

P (u, t̃)
[

P (u′∗, t̃)
]∗

+ S(u, t̃)
[

S(u′∗, t̃)
]∗)

= −(2 + d/u+ d/u′)P (u, t̃)
[

P (u′∗, t̃)
]∗
. (B.13)

Using Eqs. (B.10) and (B.13) and assuming P (u,∞) = S(u,∞) = 0 (i.e., that no
excitations are left in the atoms at t̃ = ∞), the retrieval efficiency is

ηr = L−1

{

d

uu′

∫ ∞

T̃r

dt̃P (u, t̃)
[

P (u′∗, t̃)
]∗
}

= L−1

{

d

2uu′ + d(u+ u′)
S(u, T̃r)

[

S(u′∗, T̃r)
]∗
}

=

∫ 1

0

dz̃

∫ 1

0

dz̃′S(1 − z̃, T̃r)S
∗(1 − z̃′, T̃r)kr(z̃, z̃

′), (B.14)

where L−1 means that two inverse Laplace transforms (u→ z̃ and u′ → z̃′) are taken
and are both evaluated at z̃ = z̃′ = 1 and where the kernel kr is defined as

kr(z̃, z̃
′) = L−1

{

d

2uu′ + d(u+ u′)
e−u(1−z̃)−u′(1−z̃′)

}

=
d

2
e−d z̃′+z̃

2 I0(d
√
z̃z̃′), (B.15)

where In is the nth-order modified Bessel function of the first kind. Similarly to the
cavity case in Appendix A, we see that the efficiency is independent of ∆ and Ω, which
reflects that in Eq. (B.11) (or, equivalently, on the right-hand side of Eq. (B.13)) there
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is a fixed branching ratio between the decay rates of P . For a given u the rates are (in
the original units) γ and γd/u into the undesired modes and the desired mode Eout,
respectively, independent of ∆ and Ω. In fact, a stronger result than the independence
of retrieval efficiency from ∆ and Ω can be obtained: as we show in Sec. B.10.2, the
distribution of spontaneous emission loss as a function of position is also independent
of the control and detuning.

In contrast to the cavity case in Appendix A where there was only one spin-
wave mode available, in the free-space case, the retrieval efficiency in Eq. (B.14) is
different for different spin-wave modes. We can, thus, at each d, optimize retrieval
by finding the optimal retrieval spin wave S̃d(z̃) (we suppress here the argument T̃r).
The expression for the efficiency in the last line of Eq. (B.14) is an expectation value
of a real symmetric (and hence Hermitian) operator kr(z̃, z̃

′) in the state S(1− z̃). It
is therefore maximized when S(1 − z̃) is the eigenvector with the largest eigenvalue
of the following eigenvalue problem:

ηrS(1 − z̃) =

∫ 1

0

dz̃′kr(z̃, z̃
′)S(1 − z̃′). (B.16)

Since eigenvectors of real symmetric matrices can be chosen real, the resulting optimal
spin wave S̃d(z̃) can be chosen real. To find it, we start with a trial S(z̃) and iterate
the integral in Eq. (B.16) several times until convergence [328]. In Fig. B.2, we plot
the resulting optimal spin wave S̃d(z̃) for d = 0.1, 1, 10, 100, as well as its limiting
shape (S̃∞(z̃) =

√
3z̃) as d → ∞. At d → 0, the optimal mode approaches a

flat mode. These shapes can be understood by noting that retrieval is essentially
an interference effect resembling superradiance, where the emission from all atoms
contributes coherently in the forward direction. To get the maximum constructive
interference, it is desirable that all atoms carry equal weight and phase in the spin
wave. In particular, at low optical depth, this favors the flat spin wave. On the
other hand, it is also desirable not to have a sudden change in the spin wave (except
near the output end of the ensemble). The argument above essentially shows that
excitations can decay through two different paths: by spontaneous emission in all
directions or by collective emission into the forward direction. In Eq. (B.6), these
two paths are represented by the −P and i

√
dE terms, respectively. The latter gives

rise to a decay because Eq. (B.5) can be integrated to give a term proportional to P :
E = i

∫

dz̃
√
dP . To obtain the largest decay in the forward direction all atoms should

ideally be in phase so that the phase of P (z̃) is the same at all z̃. This constructive
interference, however, is not homogeneous but builds up through the sample. At
z̃ = 0, we have E = 0, and the spontaneous emission is, thus, the only decay channel,
i.e., d|P (z̃ = 0)|2/dt = −2|P (z̃ = 0)|2. To achieve the largest retrieval efficiency, we
should therefore put a limited amount of the excitation near z̃ = 0 and only have a
slow build up of the spin wave from z̃ = 0 to z̃ = 1. The optimal spin-wave modes in
Fig. B.2 represent the optimal version of this slow build up. We will also reinterpret
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Figure B.2: Optimal modes S̃d(z̃) to retrieve from (in the forward direction) at in-
dicated values of d. The flipped versions of these modes S̃d(1 − z̃) are the opti-
mal modes for backward retrieval and are also the optimal (normalized) spin waves
S(z̃, T )/

√
ηmax

s for adiabatic and fast storage if it is optimized for storage alone or for
storage followed by backward retrieval (ηmax

s is the maximum storage efficiency).

these optimal modes from a different perspective in Sec. B.6.1 using the EIT window
concept.

From the qualitative argument given here, one can estimate the dependence of
the optimal retrieval efficiency on the optical depth: we consider the emission into a
forward mode of cross sectional area A. In the far field, this corresponds to a field
occupying a solid angle of λ2/A, where λ = (2πc)/ω1 is the wavelength of the carrier.
A single atom will, thus, decay into this mode with a probability ∼ λ2/A. With N
atoms contributing coherently in the forward direction, the emission rate is increased
by a factor of N to γf ∼ γNλ2/A. The retrieval efficiency can then be found from
the rate of desired (γf) and undesired (γ) decays as η = γf/(γf + γ) ∼ 1 − A/(Nλ2).
By noting that λ2 is the cross section for resonant absorption of a two-level atom, we
recognize Nλ2/A as the optical depth d (up to a factor of order 1). The efficiency
is then η ∼ 1 − 1/d, which is in qualitative agreement with the results of the full
optimization which gives 1−η ≈ 2.9/d. A more detailed discussion of the dependence
of retrieval efficiency on the shape of the spin wave is postponed until Sec. B.6.1, where
Eq. (B.14) is rederived in the adiabatic limit and discussed in the context of the EIT
window.
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B.4 Optimal Storage From Time Reversal: Gen-

eral Proof

As already mentioned in Appendix A, the concept of time reversal allows us to
deduce the optimal control strategy for storage from retrieval. In this Section, we
prove this result both for the free-space case and for the cavity case (the cavity case
differs only in that there is just one spin-wave mode involved). In the next Section, we
generalize these ideas and show that time reversal can be generally used to optimize
state mappings.

Despite the fact that our system contains nonreversible decay γ, time reversal is
still an important and meaningful concept: to make time reversal applicable in this
situation, we expand our system so that we not only consider the electric field and
the spin wave, but also include all the reservoir modes, into which the excitations
may decay. As discussed in Sec. B.2 and Sec. B.10.1, the initial state of the reservoir
modes is vacuum. When considering “all the modes in the universe” [152], we have
a closed system described by (possibly infinitely many) bosonic creation operators
{Ô†

i} with commutation relations

[

Ôi, Ô
†
j

]

= δij . (B.17)

The evolution we consider here can be seen as a generalized beam-splitter trans-
formation, and can equivalently be specified as a Heisenberg picture map between
the annihilation operators Ôi,out =

∑

j Uij [T, 0; Ω(t)]Ôj,in or as a Schrödinger picture

map Û [T, 0; Ω(t)] =
∑

ij Uij [T, 0; Ω(t)]|i〉〈j| in the Hilbert space H with an orthonor-

mal basis of single excitation states |i〉 = Ô†
i |vacuum〉. To stress that the mapping

depends on the classical control field Ω(t), we here include the argument Ω(t) in the
evolution operator Û [τ2, τ1; Ω(t)], which takes the state from time τ1 to τ2. The oper-
ator Û [T, 0; Ω(t)] must be unitary Û †[T, 0; Ω(t)] = Û−1[T, 0; Ω(t)] = Û [0, T ; Ω(t)]. For
simplicity of notation, we will here use the Schrödinger picture.

Let us define two subspaces of H: subspace A of “initial” states and subspace
B of “final states.” B⊥, the orthogonal complement of B, can be thought of as the
subspace of “decay” modes (that is, the reservoir and other states, possibly including
the “initial” states, to which we do not want the initial states to be mapped). In this
Section, we will use Û as the retrieval map, in which case A and B are spin-wave
modes and output photon modes, respectively, while B⊥ includes A, empty input field
modes, and the reservoir modes, to which the excitations can decay by spontaneous
emission.

In the cavity derivation in Appendix A, we solved in the adiabatic limit for the
control pulse shape Ωr(t), which retrieves the atomic excitation into a specific mode
e(t). We then derived the pulse shape Ωs(t), which optimally stores an incoming
mode Ein(t), and noted that if the incoming mode is the time-reverse of the mode,
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onto which we retrieved, i.e., E∗
in(T − t) = e(t), then the optimal storage control is

the time-reverse of the retrieval control, i.e., Ω∗
s (T − t) = Ωr(t). Furthermore, in this

case the storage and retrieval efficiencies were identical. As we now show, this is not
a coincidence, but a very general result.

For the free-space case, we define the “overlap efficiency” for storing into any
given mode S(z) as the expectation value of the number of excitations in this mode
S(z). Since the actual mode (call it S ′(z)), onto which the excitation is stored,
may contain components orthogonal to S(z), the overlap efficiency for storing into
S(z) is in general less than the (actual) storage efficiency, and is equal to it only if
S(z) = S ′(z).

We will now prove that storing the time reverse of the output of backward retrieval
from S∗(z) with the time reverse of the retrieval control field gives the overlap storage
efficiency into S(z) equal to the retrieval efficiency. To begin the proof, we note that
the probability to convert under Û an initial excitation from a state |a〉 in A into a
state |b〉 in B is just

η = |〈b|Û [T, 0; Ω(t)]|a〉|2 = |〈a|Û−1[T, 0; Ω(t)]|b〉|2, (B.18)

where, in the last expression, we have used the unitarity of Û [T, 0; Ω(t)]. We now
assume that Û [T, 0; Ω(t)] describes retrieval and that |a〉 stands for S∗(z), while |b〉
stands for the output field mode E , onto which S∗ is retrieved under Ω(t). Then η
is just the retrieval efficiency from S∗. The last expression then shows that if we
could physically realize the operation Û−1[T, 0; Ω(t)], then it would give the overlap
efficiency for storage of E into S∗ equal to the retrieval efficiency η. The challenge
is, therefore, to physically invert the evolution and realize Û−1[T, 0; Ω(t)]. As we now
show, time reversal symmetry allows us to perform this inverse evolution in some
cases. We refer the reader to Sec. B.10.3 for a careful definition of the time reversal
operator T̂ and for the proof of the following equality:

Û−1[T, 0; Ω(t)] = T̂ Û [T, 0; Ω∗(T − t)]T̂ , (B.19)

where it is implicit that the carrier wave vector of the time-reversed control pulse
Ω∗(T − t) propagates in the direction opposite to the carrier of Ω(t). Physically,
Eq. (B.19) means that we can realize the inverse evolution by time-reversing the
initial state, evolving it using a time-reversed control pulse, and finally time-reversing
the final state. Then, using Eqs. (B.18) and (B.19), the retrieval efficiency may be
rewritten as

η = |〈a|T̂ Û [T, 0; Ω∗(T − t)]T̂ |b〉|2. (B.20)

This means that if we can retrieve the spin wave S∗ backwards onto E(t) using Ω(t),
we can use Ω∗(T − t) to store Ein(t) = E∗(T − t) onto S with the overlap storage
efficiency equal to the retrieval efficiency ηr.

We will now prove that this time-reversed storage is also the optimal solution,
i.e., that an overlap efficiency for storage into S greater than ηr is not possible.
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To begin the proof, let us suppose, on the contrary, that we can store Ein(t) into
S with an overlap efficiency ηs > ηr. Applying now the time reversal argument
to storage, we find that backward retrieval from S∗ with the time-reversed storage
control will have efficiency greater than ηr. However, from Eq. (B.14), we know that
the retrieval efficiency is independent of the control field and is invariant under the
complex conjugation of the spin wave, so we have reached a contradiction. Therefore,
the maximum overlap efficiency for storage into a given mode S is equal to the
backward retrieval efficiency from S∗ (and S) and can be achieved by time-reversing
backward retrieval from S∗.

Finally, the strategy for storing Ein(t) with the maximum storage efficiency (rather
than maximum overlap efficiency into a given mode, as in the previous paragraph)
follows immediately from the arguments above: provided we can retrieve the (real)
optimal backward-retrieval mode S̃d(L − z) backwards into E∗

in(T − t), the optimal
storage of Ein(t) will be the time reverse of this retrieval and will have the same
efficiency as the optimal retrieval efficiency at this d, i.e., the retrieval efficiency from
S̃d.

While the above argument is very general, it is important to realize its key lim-
itation. The argument shows that it is possible to optimally store a field Ein(t)
provided we can optimally retrieve onto E∗

in(T − t) (i.e., backward-retrieve S̃d(L− z)
into E∗

in(T − t)). It may, however, not be possible to optimally retrieve onto E∗
in(T − t)

because it may, for example, be varying too fast. For this reason, we shall explore
in Secs. B.6.1 and B.7, onto which fields it is possible to retrieve a given spin wave.
Before we do this, however, we will show in the next Section that time reversal does
not only allow one to derive the optimal storage strategy from the optimal retrieval
strategy, as we did in this Section, but also allows one to find the optimal spin wave
for retrieval.

B.5 Time Reversal as a Tool for Optimizing Quan-

tum State Mappings

We will now show that time reversal can be used as a general tool for optimizing
state mappings. Moreover, we will show that for the photon storage problem consid-
ered in this Appendix, in addition to being a very convenient mathematical tool, the
optimization procedure based on time reversal may also be realized experimentally
in a straightforward way.

In Sec. B.3 we found S̃d(z), the optimal spin wave to retrieve from, by starting
with a trial spin wave S1(z) and iterating Eq. (B.16) until convergence. While we
just used this as a mathematical tool for solving an equation, the iteration procedure
actually has a physical interpretation. Suppose that we choose a certain classical
control Ω(t) and retrieve the spin wave S(z) forward onto E(t) and then time reverse
the control to store E∗(T − t) backwards. By the argument in the last Section, this
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will, in general, store into a different mode S ′(z) with a higher efficiency (since the
actual storage efficiency is, in general, greater than the overlap storage efficiency into
a given mode). In this way, we can iterate this procedure to compute spin waves with
higher and higher forward retrieval efficiencies1. In fact, forward retrieval followed by
time-reversed backward storage can be expressed as

S2(1 − z̃) =

∫ 1

0

dz̃′kr(z̃, z̃
′)S∗

1(1 − z̃′), (B.21)

which for real S is identical to the iteration of Eq. (B.16). We note that the reason
why backward storage had to be brought up here (in contrast to the rest of the
Appendix, where storage is always considered in the forward direction) is because
Eq. (B.16), which Eq. (B.21) is equivalent to for real S, discusses forward retrieval,
whose time-reverse is backward storage.

Since the iterations used to maximize the efficiency in Eq. (B.16) are identical
to Eq. (B.21), the physical interpretation of the iterations in Eq. (B.16) is that we
retrieve the spin wave and store its time-reverse with the time-reversed control field
(i.e., implement the inverse Û−1 of the retrieval map Û using Eq. (B.19)). We will
explain below that this procedure of retrieval followed by time-reversed storage can
be described mathematically by the operator N̂ P̂AÛ

−1P̂BÛ , where P̂A and P̂B are the
projection operators on the subspaces A and B of spin wave modes and output photon
modes, respectively, and where N̂ provides renormalization to a unit vector. It is, in
fact, generally true that in order to find the unit vector |a〉 in a given subspace A of
“initial” states that maximizes the efficiency η = |P̂BÛ |a〉|2 of a given unitary map
Û (where B is a given subspace of “final” states), one can start with any unit vector
|a〉 ∈ A and repeatedly apply N̂ P̂AÛ

−1P̂BÛ to it. We prove in Sec. B.10.4 that this
procedure converges to the desired optimal input mode |amax〉 yielding the maximum
efficiency ηmax (provided 〈a|amax〉 6= 0) and that N̂ P̂BÛ |amax〉 also optimizes Û−1 as
a map from B to A.

We have just discussed the iterative optimization procedure as a purely mathe-
matical tool for computing the optimal initial mode in the subspace A of initial states.
However, in the previous Section and in Sec. B.10.3, we showed that for our system
one can implement the inverse evolution U−1 experimentally by first time reversing
the state of the system, then applying ordinary evolution but with a time-reversed
control, and then time reversing the state of the system again. Thus, in addition to
being a convenient mathematical tool, the time reversal based optimization technique
suggested in this Appendix is an experimentally realizable procedure. In fact, we re-

1We thank P. Meystre for pointing out that our iterative optimization schemes are reminiscent
of the iterations used to find normal modes of Fabry-Perot interferometers [329]. We also thank
J. Simon for pointing out that our iterative optimization schemes are reminiscent of the iterative
Gerchberg-Saxton algorithm used in optics to compute the phase pattern needed to produce a desired
holographic image [330].
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port in Sec. 3.3 on the experimental demonstration of this procedure in the context
of the optimization of the storage and retrieval of light.

As an example, let us discuss how this experimental implementation applies to
the optimization of backward retrieval. The full Hilbert space is spanned by sub-
space A of spin-wave modes, subspace B of output field modes, as well as a subspace
containing (empty) input and reservoir field modes. The goal is to optimize the
retrieval time evolution map Û [Ω(t)] for some fixed detuning ∆ and fixed backward-
propagating Rabi frequency pulse Ω(t) (sufficiently powerful for complete retrieval)
with respect to the initial spin wave |a〉 ∈ A. From Sec. B.4, it follows that the itera-
tion N̂ P̂AÛ

−1[Ω(t)]P̂BÛ [Ω(t)]|a〉 required for the optimization can be experimentally
implemented as follows. We start with a spin-wave mode |a〉 with a real mode shape
S(z), carry out backward retrieval, and measure the outgoing field. We then prepare
the time reverse of the measured field shape and store it back into the ensemble using
the time-reversed control pulse. The projections P̂B and P̂A happen automatically
since we do not reverse the reservoir modes and the leak. The renormalization can
be achieved during the generation of the time-reversed field mode, while the time
reversal for the spin wave will be unnecessary since a real spin wave will stay real
under retrieval followed by time-reversed storage. The iteration suggested here is,
thus, indeed equivalent to the iteration in Eq. (B.21) with S(1 − z̃) replaced with
S(z̃) (since Eq. (B.21) optimizes forward retrieval).

For single photon states, the measurement of the outgoing field involved in the
procedure above will require many runs of the experiment. To circumvent this, one
can use the fact that the equations of motion (B.5)-(B.7) for the envelope of the
quantum field mode are identical to the equations of motion for the classical field
propagating under the same conditions. One can, thus, use the optimization pro-
cedure with classical light pulses and find optimal pairs of input pulse shapes and
control fields, which will give optimal storage into the spin wave S̃d(1− z̃). However,
since the equations of motion for quantum light modes are identical to the classical
propagation equations, this data can then be interpreted as optimal pairs of control
fields and quantized input photon modes for optimal storage of nonclassical light
(such as single photons) into the optimal backward retrieval mode S̃d(1 − z̃).

We will now briefly discuss the application of time reversal ideas to the optimiza-
tion of the combined process of storage followed by retrieval. For real spin waves,
storage and backward retrieval are time reverses of each other since real spin waves are
unaltered by complex conjugation. Consequently, the time reversal iteration of stor-
age and backward retrieval optimizes both of them, as well as the combined process
of storage followed by backward retrieval. Therefore, for a given input, the storage
control field that optimizes storage alone will also be optimal for storage followed by
backward retrieval.

In contrast, (forward) storage and forward retrieval are not time reverses of each
other, and the entire process of storage followed by forward retrieval has to be opti-
mized as a whole. The general time reversal iteration procedure can still be used in



Appendix B: Optimal Photon Storage in Atomic Ensembles: Free-Space Model 151

this case with the understanding that the spaces A and B of initial and final states are
the right propagating modes to the left of the ensemble (except for later empty input
modes during retrieval) and right propagating modes to the right of the ensemble
(except for earlier storage leak modes), respectively, while the remaining modes are
reservoir modes, spin-wave modes, leak modes, and empty incoming photon modes
from the left during retrieval. Since the time-reverse of storage followed by forward
retrieval is itself storage followed by forward retrieval except in the opposite direction,
the optimization can be carried out physically by starting with a given input field
mode, storing it and retrieving it forward with given control pulses, time reversing
the output and the control pulses, and iterating the procedure. The optimal control-
dependent input field, which the iteration will converge to, will then be stored into
a particular optimal spin wave, which itself will be independent of the control used
for the iteration. In Secs. B.6.3 and B.7 we will look at storage followed by forward
retrieval in more detail.

It is important to note that the discussion in this Section assumed that the two
metastable states are degenerate. If they are not degenerate, a momentum ∆k =
ωsg/c will be written onto the spin wave during storage, so that its time reversal will
no longer be trivial. In Sec. B.8, we will discuss in detail how the optimization is
modified when the metastable states are not degenerate.

Procedures that are related to ours and that also use time-reversal iterations for
optimization are a standard tool in applied optimal control [90, 89, 309, 310] and
have been used for a variety of applications in chemistry [311, 312], NMR [313], and
atomic physics [314, 315]. In most of these works, time reversal iterations are used
as a mathematical tool for computing, for a given initial state |a〉, the optimal time-
dependent control that would result in the final state with the largest projection
on the desired subspace B of final states. In fact, this mathematical tool is directly
applicable to our problem of shaping the control pulses, as we will discuss in Appendix
D. However, our use of time reversal iterations in the present Appendix and in
Appendices A and C differs in two ways from that of Refs. [90, 89, 309, 310, 311,
312, 313, 314, 315]. First, we use time reversal iterations to find the optimal |a〉 in
the subspace A of initial states for a given propagator U [Ω(t)], rather than to shape
the control Ω(t) itself for a given |a〉 (we shape the control by explicitly solving the
equations, as explained in Secs. B.6 and B.7). Second, the time reversal iterations
discussed in the references above are a purely mathematical technique, while our
iterative algorithm can be implemented experimentally (as reported in Secs. 3.3 and
E.4).

The main result of this Section is an iterative procedure for solving or experimen-
tally finding the optimal retrieval spin wave, while the main result of the previous
Section was that one can generate optimal pairs of inputs and control fields by time-
reversing the output and the control field of such optimal retrieval. In order to
say, however, for which input fields the optimal storage control Ω(t) can be found
(or, equivalently, into which output fields can the optimal spin-wave excitation be
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retrieved), we need to consider the limits, in which Eq. (B.12) can be fully solved
analytically. These limits, adiabatic and fast, will be discussed in Secs. B.6 and B.7,
respectively.

B.6 Adiabatic Retrieval and Storage

B.6.1 Adiabatic Retrieval

Solution for the output field and for the retrieval efficiency

Based on the branching ratio and the time reversal arguments, we have found
the maximal storage efficiency at each d and have described the optimal storage
scenario in the three preceding Sections. Since a given input mode can be optimally
stored if and only if optimal retrieval can be directed into the time-reverse of this
mode, in the following Sections (Secs. B.6 and B.7), we solve Eq. (B.12) analytically
in two important limits to find out, which modes we can retrieve into and store
optimally. The first of these two limits, which we will consider in the next five Sections
(Secs. B.6.1 - B.6.5), corresponds to smooth input and control fields, such that the
term in the square brackets in Eq. (B.12) can be ignored. This “adiabatic limit”
corresponds to an adiabatic elimination of the optical polarization P in Eq. (B.11).
The precise conditions for this adiabatic elimination will be discussed in Sec. B.6.4.
In this Section (Sec. B.6.1), we consider the retrieval process.

Similar to the cavity discussion in Sec. A.5.1, it is instructive to note that in
the adiabatic approximation (i.e., with ∂t̃P in Eq. (B.6) replaced with 0), rescaling
variables E and P by Ω̃ and changing variables t̃ → h(T̃r, t̃), where (as in Eq. A.15,
except now in dimensionless form)

h(t̃, t̃′) =

∫ t̃′

t̃

|Ω̃(t̃′′)|2dt̃′′, (B.22)

makes Eqs. (B.5)-(B.7) independent of Ω. This allows one to solve these equations
in an Ω-independent form and then obtain the solution for any given Ω by simple
rescaling. A special case of this observation has also been made in Ref. [85], where
the authors treat the Raman limit. However, since Eqs. (B.5)-(B.7) are relatively
simple, we will avoid causing confusion by using new notation and will solve these
equations without eliminating Ω.

To solve for the output field during adiabatic retrieval, we assume for simplicity
that retrieval begins at time t̃ = 0 rather than at time t̃ = T̃r and that the initial spin
wave is S(z̃, t̃ = 0) = S(z̃). In the adiabatic approximation, Eqs. (B.7) and (B.11)
reduce to a linear first order ordinary differential equation on S. Solving this equation
for S(u, t̃) in terms of S(u′), expressing E(u, t̃) in terms of S(u, t̃) using Eqs. (B.10)
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and (B.11), and taking the inverse Laplace transform u→ z̃ = 1, we arrive at

E(1, t̃) = −
√
dΩ̃(t̃)

∫ 1

0

dz̃
1

1 + i∆̃
e
−h(0,t̃)+dz̃

1+i∆̃ I0

(

2

√

h(0, t̃)dz̃

1 + i∆̃

)

S(1 − z̃). (B.23)

The t̃-dependent and the z̃-dependent phases in the exponent can be interpreted as
the ac Stark shift and the change in the index of refraction, respectively.

By using the identity [331]

∫ ∞

0

drre−pr2

I0(λr)I0(µr) =
1

2p
e

λ2+µ2

4p I0

(

λµ

2p

)

(B.24)

for appropriate µ, λ, and p, we find that for a sufficiently large h(0,∞) (dh(0,∞) ≫
|d+ i∆̃|2), the retrieval efficiency (Eq. (B.9) with T̃r replaced with 0) is

ηr =

∫ 1

0

dz̃

∫ 1

0

dz̃′kr(z̃, z̃
′)S(1 − z̃)S∗(1 − z̃′), (B.25)

in agreement with Eq. (B.14). So ηr is independent of detuning and control pulse
shape but depends on the spin wave and the optical depth. Thus, the adiabatic
approximation does not change the exact value of efficiency and keeps it independent
of detuning and classical control field by preserving the branching ratio between
desired and undesired state transfers. It is also worth noting that, in contrast to
Eq. (B.14), Eq. (B.23) allows us to treat and optimize retrieval even when the energy
in the control pulse is limited [85] (i.e., dh(0,∞) . |d+i∆̃|2). However, in the present
Appendix, the treatment of adiabatic retrieval is focused on the case when the control
pulse energy is sufficiently large (dh(0,∞) ≫ |d+ i∆̃|2) to leave no excitations in the
atoms and to ensure the validity of Eq. (B.25) (or, equivalently, Eq. (B.14)).

As pointed out in Sec. A.1, two important subsets of the adiabatic limit, the
resonant limit and the Raman limit, are often considered in the literature because
the equations can be simplified in these limits. Although we demonstrate in this work
that the basic underlying physics and hence the optimal performance are the same
for these two photon storage techniques, a more detailed analysis reveals significant
differences. It is precisely these differences that obstruct the underlying equivalence
between the two protocols. And it is these differences that make this equivalence
remarkable. As an example of such a difference, resonant and Raman limits give
different dependence on d of the duration Tout of the output pulse. To see this, it
is convenient to ignore the decay in Eq. (B.23) (due to the rescaling, this means we
ignore 1 in 1 + i∆̃). If we do this, we obtain

E(1, t̃) = i
√
dΩ̃(t̃)

∫ 1

0

dz
1

∆̃
ei h(0,t̃)+dz̃

∆̃ J0

(

2

√

h(0, t̃)dz̃

∆̃

)

S(1 − z̃), (B.26)



Appendix B: Optimal Photon Storage in Atomic Ensembles: Free-Space Model 154

where J0(x) = I0(ix) is the zeroth order Bessel function of the first kind. In the
resonant limit (dγ ≫ |∆|), we find the duration of the output pulse by observing that
the ∆̃ → 0 limit of Eq. (B.26) is

E(1, t̃) = −Ω̃(t̃)√
d
S

(

1 − h(0, t̃)

d

)

, (B.27)

with the understanding that S(z̃) vanishes outside of [0, 1]. This is just the ideal
lossless and dispersionless group velocity propagation of Refs. [17, 293, 16], also know
as EIT. This implies a duration Tout ∼ dγ/|Ω|2 for the output pulse in the resonant
limit, which is consistent with the cavity case analyzed in Appendix A if one identifies
C and d. In the Raman limit (dγ ≪ |∆|), the length of the output pulse is simply
given by the fall-off of J0 and is found from h(0, t̃)d/∆̃2 ∼ 1 to be Tout ∼ ∆2/(γd|Ω|2).
It is worth noting that the appropriate Raman limit condition is γd ≪ |∆| and not
γ ≪ |∆| as one might naively assume by analogy with the single-atom case. It is also
important to note that if one is limited by laser power (as in Ref. [85]) and desires to
achieve the smallest possible Tout, the above formulas for Tout imply that EIT retrieval
is preferable over Raman.

Dependence of retrieval error on optical depth d

In the cavity case analyzed in Appendix A, only one spin-wave mode is available
and the retrieval error is always 1/(1 + C) (≈ 1/C for C ≫ 1). In free space,
in contrast, the retrieval error depends on the spin-wave mode S(z̃) and as we will
explain in this Section, scales differently with d depending on the spin wave. Since the
retrieval efficiency is independent of ∆, to gain some physical intuition for the error
dependence on the spin wave and on d, we will focus on the ∆ = 0 case, for which
the formalism of EIT transparency window has been developed [305]. For ∆ = 0 and
large d, the integrand in Eq. (B.23) can be approximated with a Gaussian. Then
using dimensionless momentum k̃ = kL and defining the Fourier transform of S(z̃)

as S(k̃) = (2π)−1
∫ 1

0
dz̃S(z̃) exp(−ik̃z̃), we can write Eq. (B.23) as

E(1, t̃) = −Ω̃(t̃)√
d

∫ ∞

−∞
dk̃e

ik̃
“

1−h(0,t̃)
d

”

e−h(0,t̃) k̃2

d2 S(k̃). (B.28)

In the limit d → ∞, the Gaussian term can be replaced with 1 to yield back the
group velocity propagation in Eq. (B.27). Computing the efficiency using Eq. (B.28),
we find, after a change of variables t̃→ τ = h(0, t̃)/d,

ηr =

∫ ∞

0

dτ

∣

∣

∣

∣

∫ ∞

−∞
dk̃eik̃(1−τ)e

− k̃2

d/τ S(k̃)

∣

∣

∣

∣

2

. (B.29)

We will now show that the Gaussian term of width ∆k̃EIT =
√

d/τ in the integrand
in Eq. (B.29) can be interpreted as the effective momentum-space EIT transparency
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window for the spin wave. We start by noting that the equivalent of τ in the original
units (call it zprop) is equal to zprop = Lτ(t) =

∫ t

0
vg(t

′)dt′ and, thus, represents
the propagation distance (vg = cΩ2/(g2N) is the EIT group velocity [305]). This
interpretation of zprop also follows from the fact that, if one ignores the Gaussian in
Eq. (B.29), the spin wave would be evaluated at z̃ = 1 − τ . Thus, in terms of the
propagation distance zprop, the width of the momentum-space transparency window

in Eq. (B.29) can be written, in original units, as ∆kEIT = ∆k̃EIT/L =
√

d/τ/L =
√

g2N/(γczprop). Thus, as the propagation distance zprop decreases, the width ∆kEIT

of the transparency window gets wider and eventually becomes infinite at the z̃ = 1
end of the ensemble, where zprop = 0. The consistency of our expression ∆kEIT for the
effective momentum-space EIT window with the expression for the frequency-space
EIT transparency window ∆ωEIT = vg

√

g2N/(γczprop) [305] immediately follows from
rescaling by vg both ∆ωEIT and the dark state polariton [17, 293, 16] bandwidth
∆ωp = vg∆kspin (where ∆kspin is the width of S(k) in the original units). In fact, the
change of variables t→ τ that led to Eq. (B.29) precisely accomplished this rescaling
of the polariton and the EIT window by the group velocity. It is worth noting
that this proportionality of both the polariton bandwidth and the frequency-space
EIT window width to the group velocity (and, hence, the existence of the control-
independent effective momentum-space EIT window) is another physical argument
for the independence of retrieval efficiency from the control power.

An important characterization of the performance of an ensemble-based memory
is the scaling of error with optical depth at large optical depth. In the cavity case an-
alyzed in Appendix A, there was only one spin-wave mode available and the retrieval
error for it was 1/(1 + C) (≈ 1/C for C ≫ 1), where the cooperativity parameter
C can be thought of as the effective optical depth enhanced by the cavity. By qual-
itative arguments, we showed in Sec. B.3 that the retrieval efficiency in free space is
1 − η ∼ 1/d. A more precise value can be found numerically from the optimal spin
wave (Sec. B.3), which gives a maximal retrieval efficiency that scales approximately
as ∼ 2.9/d, i.e., one over the first power of density, precisely as in the cavity case.
However, this 1/d scaling turns out to be not the only possibility in free space. The
scaling of the retrieval error with d can be either 1/d or 1/

√
d depending on the

presence of steps (i.e., discontinuities in the amplitude or phase of the spin wave).
Specifically, numerics show that for a spin wave that does not have steps at any z̃ < 1,
the retrieval error scales as 1/d, while steps in the phase or amplitude of the spin wave
result in a 1/

√
d error. In particular, a step in the amplitude of S(z̃) at position z̃

of height l can be found numerically to contribute an error of l2
√

2/π
√

1 − z̃/
√
d at

large d. The reason for the importance of steps is that at high d, the effective EIT
window is very wide and only the tails of the Fourier transform S(k̃) of the spin
wave S(z̃) matter. A step, i.e., a discontinuity, in the function S(z̃) means that its
Fourier transform falls off as S(k̃) ∼ 1/k̃. Thus, if we assume all frequencies outside
of an effective EIT window of width ∆k̃EIT =

√

d/τ ∼
√

d/(1 − z̃) get absorbed, the
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error will be proportional to
∫∞
∆k̃EIT

dk̃|S(k̃)|2 ∼
√

(1 − z̃)/d, precisely as found with

numerics. Numerics also show that if a step in |S(z̃)| is not infinitely sharp, at a
given d, a feature should be regarded as a step if the slope of |S(z̃)|2 is bigger than
∼

√
d (and will then contribute a 1/

√
d error). The simple physical reason for this is

that only if a feature in S(z̃) is narrower than 1/
√
d will it extend in k̃ space outside

the effective EIT window of width ∆k̃EIT =
√

d/τ . While we only performed detailed
analysis of steps in the amplitude of S(z̃), steps in the phase of S(z̃), as we have
already noted, also contribute a 1/

√
d error, and we expect that similar dependence

on the position and sharpness of such phase steps holds.
A useful analytical result on scaling that supports these numerical calculations is

the error on retrieval from a flat spin wave S(z̃) = 1, which can be calculated exactly
from Eq. (B.25) to be

1 − ηr = e−d(I0(d) + I1(d)). (B.30)

Using the properties of modified Bessel functions of the first kind, one finds that as
d→ ∞, the error approaches

√

2/π/
√
d, which is consistent with the general formula

since a flat spin wave has one step at z̃ < 1, i.e., a step of height 1 at z̃ = 0. In fact,
it is this analytical result that allows us to exactly identify the

√

2/π prefactor in the
error due to amplitude steps.

Based on the results of this Section and the results of Appendix A, we can identify
several advantages of using a cavity setup. First, in the cavity, the optical depth is
enhanced by the value of the cavity finesse from the free-space value of d to form the
cooperativity parameter C. Moreover, in terms of d and C the errors during optimal
storage in free space and in the cavity scale as 2.9/d and 1/C, respectively. That is,
even if one ignores the enhancement due to cavity finesse, the cavity offers a factor
of 3 improvement. In addition to that, if one is forced to retrieve from the flat spin-
wave mode S(z̃) = 1 (which is the case, for example, if the spin wave is generated via
spontaneous Raman scattering as in Ref. [80]), the free-space error is increased from
the optimal and scales as

√

2/π/
√
d, while in the cavity case the mode S(z̃) = 1 is,

in fact, the only mode coupled to the cavity mode and is, therefore, precisely the one
that gives 1/C scaling. Finally, because there is only one spin wave mode accessible in
the cavity setup, the time reversal based iterative optimization procedure (Sec. B.5)
requires only one iteration in the cavity case. On the other hand, the free-space setup
described in this Appendix is much simpler to realize in practice and allows for the
storage of multiple pulses in the same ensemble, e.g., time-bin encoded qubits [95].

Using the effective EIT window concept developed in this Section, we can now
interpret from a different perspective the optimal retrieval spin waves computed in
Sec. B.3. These spin waves represent at each d the optimal balance between maximal
smoothness (to minimize the momentum space width ∆k̃spin of the spin wave so that
it better fits inside the effective EIT window) and least amount of propagation (to
minimize τ and, thus, maximize the width ∆k̃EIT =

√

d/τ of the effective EIT window
itself).
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Shaping retrieval into an arbitrary mode

We have shown that optimal storage of a given input mode requires the ability
to retrieve optimally into the time reverse of this input mode. Thus, by finding
the modes we can retrieve into, we will also find the modes that can be optimally
stored. In this Section we prove that by adjusting2 the control during retrieval we
can retrieve from any mode S(z̃) into any given normalized mode E2(t̃), provided the
mode is sufficiently smooth to satisfy the adiabaticity condition (which in the original
units means Toutdγ ≫ 1, where Tout is the duration of E2(t), as we discuss in Sec.
B.6.4).

We know from Sec. B.3 that the retrieval efficiency ηr is independent of the detun-
ing ∆ and the control Ω, provided the retrieval is complete (for adiabatic retrieval, the
condition on the control pulse energy for complete retrieval is dh(0,∞) ≫ |d+ i∆̃|2,
as found in Sec. B.6.1). Thus, to find the control that retrieves S(z̃) into any given
normalized mode E2(t̃) with detuning ∆̃, we need to solve for Ω̃(t̃) in equation (B.23)
with E(1, t̃) =

√
ηrE2(t̃):

√
ηrE2(t̃) = −

√
dΩ̃(t̃)

∫ 1

0

dz̃
1

1 + i∆̃
e
−h(0,t̃)+dz̃

1+i∆̃ I0

(

2

√

h(0, t̃)dz̃

1 + i∆̃

)

S(1 − z̃). (B.31)

To solve for Ω̃(t̃), we integrate the norm squared of both sides from 0 to t̃ and change
the integration variable from t̃′ to h′ = h(0, t̃′) on the right hand side to obtain

ηr

∫ t̃

0

dt̃′|E2(t̃
′)|2 =

∫ h(0,t̃)

0

dh′

∣

∣

∣

∣

∣

∫ 1

0

dz̃

√
d

1 + i∆̃
e
−h′+dz̃

1+i∆̃ I0

(

2

√
h′dz̃

1 + i∆̃

)

S(1 − z̃)

∣

∣

∣

∣

∣

2

.(B.32)

In the cavity case, the corresponding equation (A.20) was solvable analytically. To
solve Eq. (B.32) for h(0, t̃) numerically, we note that both sides of Eq. (B.32) are
monotonically increasing functions of t̃ and are equal at t̃ = 0 and t̃ = ∞ (provided
h(0,∞) can be replaced with ∞, which is the case if dh(0,∞) ≫ |d+i∆̃|2). Therefore,
Eq. (B.32) can always be solved for h(0, t̃). |Ω̃(t̃)| is then deduced by taking the
square root of the derivative of h(0, t̃). The phase of Ω̃ is found by inserting |Ω̃| into
Eq. (B.31) and is given by

Arg
[

Ω̃(t̃)
]

= π + Arg
[

E2(t̃)
]

− h(0, t̃)

1 + ∆̃2
∆̃

−Arg
[

∫ 1

0

dz̃
1

1 + i∆̃
e
− dz̃

1+i∆̃ I0

(

2

√

h(0, t̃)dz̃

1 + i∆̃

)

S(1 − z̃)
]

.(B.33)

The second and third terms are the phase of the desired output and the compensation
for the Stark shift, respectively. In the resonant limit (dγ ≫ |∆|), we can set ∆̃ = 0.

2For some previous results regarding output field shaping [101].
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Then assuming the phase of S(z̃) is independent of z̃, the phase of the optimal
control is given (up to a constant) solely by the phase of the desired output. In
the Raman limit (dγ ≪ |∆|), the integral in the last term is approximately real
but at times near the end of the output pulse (t ≈ Tout) it can change sign and
go through zero. At these times, the optimal |Ω̃(t̃)| diverges and the phase of Ω̃(t̃)
changes by π. Numerical simulations show, however, that |Ω̃(t̃)| can be truncated at
those points without significant loss in the retrieval efficiency and in the precision of
E2(t̃) generation. Moreover, these points happen only near the back end of the desired
output pulse over a rather short time interval compared to the duration of the desired
output pulse. We can therefore often even completely turn off Ω̃(t̃) during this short
interval without significantly affecting the result, so that the problem of generating
large power and π phase shifts can be avoided altogether (see Sec. B.6.4 for another
brief discussion of this issue). However, these potential difficulties in the Raman
limit for generating the optimal control (which also has to be chirped according to
Eq. (B.33) in order to compensate for the Stark shift) make the resonant (EIT) limit
possibly more appealing than the far-off-resonant (Raman) limit.

Finally, we note that a divergence in |Ω̃(t̃)| can occur at any detuning ∆̃ even
when the above Raman-limit divergences are not present. Specifically, similarly to
the cavity discussion in Appendix A, if one wants to shape the retrieval into a mode
E2(t̃) that drops to zero at some time Tout sufficiently rapidly, |Ω̃(t̃)| will go to ∞ at
t = Tout. However, as in the above case of the Raman-limit divergences, the infinite
part can be truncated without significantly affecting the efficiency or the precision
of E2(t̃) generation. One can confirm this by inserting into the adiabatic solution in
Eq. (B.23) a control pulse that is truncated to have a value of h(0,∞) that is finite
but large enough to satisfy dh(0,∞) ≫ |d+ i∆̃|2. However, to be completely certain
that the truncation is harmless, one has to solve Eqs. (B.5)-(B.7) numerically without
making the adiabatic approximation. We will do this in Sec. B.6.4 for the case of
storage, where the same truncation issue is present.

B.6.2 Adiabatic Storage

In principle, the retrieval results of the previous Section and the time reversal
argument immediately imply that in the adiabatic limit (see Sec. B.6.4 for precise
conditions), any input mode Ein(t̃) at any detuning ∆̃ can be stored with the same d-
dependent maximum efficiency if one appropriately shapes the control field. However,
for completeness and to gain extra physical insight, in this Section, we present an
independent solution to adiabatic storage.

Using the Laplace transform in space and a procedure similar to the one used in
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Sec. B.6.1 to solve retrieval, we find that the adiabatic solution of storage is

S(z̃, T̃ ) = −
√
d

∫ T̃

0

dt̃Ω̃∗(t)
1

1 + i∆̃
e
−h(t̃,T̃ )+dz̃

1+i∆̃ I0



2

√

h(t̃, T̃ )dz̃

1 + i∆̃



 Ein(t̃). (B.34)

It is important to note that the retrieval equation (B.23) and the storage equation
(B.34) can be cast in terms of the same Ω-dependent function m as

Eout(t̃) =

∫ 1

0

dz̃ m
[

Ω(t̃′), t̃, z̃
]

S(1 − z̃), (B.35)

S(z̃, T̃ ) =

∫ T̃

0

dt̃ m
[

Ω∗(T̃ − t̃′), T̃ − t̃, z̃
]

Ein(t̃). (B.36)

This is precisely the general time reversal property of our equations that we discussed
abstractly in Secs. B.4 and B.5 and used to find the optimal storage strategy from
optimal retrieval. However, as we said in the beginning of this Section, we will now, for
completeness, optimize storage directly without using time reversal and our solution
for optimal retrieval.

We would like to solve the following problem: given Ein(t̃), ∆, and d, we are
interested in finding Ω̃(t̃) that will give the maximum storage efficiency. To proceed
towards this goal, we note that if we ignore decay γ and allow the spin wave to extend
beyond z̃ = 1, we get the “decayless” storage equation

s(z̃) =

∫ T̃

0

dt̃q(z̃, t̃)Ein(t̃), (B.37)

where the “decayless” mode s(z̃) is defined for z̃ from 0 to ∞ instead of from 0 to 1
and where

q(z̃, t̃) = i
√
dΩ̃∗(t̃)

1

∆̃
ei h(t̃,T̃ )+dz̃

∆̃ J0



2

√

h(t̃, T̃ )dz̃

∆̃



 . (B.38)

Since in Eq. (B.37), both sources of storage loss (the decay γ and the leakage past z̃ =
1) are eliminated, the transformation between input modes Ein(t̃) and decayless modes
s(z̃) becomes unitary. Indeed, we show in Sec. B.10.5 that Eq. (B.37) establishes, for
a given Ω̃(t̃), a 1-to-1 correspondence between input modes Ein(t̃) and decayless modes
s(z̃). Moreover, we show in Sec. B.10.5 that Eq. (B.37) also establishes for a given
s(z̃) a 1-to-1 correspondence between input modes Ein(t̃) and control fields Ω̃(t̃). In
particular, this means that we can compute the control field that realizes decayless
storage (via Eq. (B.37)) of any given input mode Ein(t̃) into any given decayless
spin-wave mode s(z̃).

A key element in the control shaping procedure just described is the ability to
reduce the problem to the unitary mapping by considering the decayless (and leakless)
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solution. The reason why this shaping is useful and why it, in fact, allows us to solve
the actual shaping problem in the presence of decay and leakage is that the spin
wave, into which we store in the presence of decay, can be directly determined from
the decayless solution: using Eqs. (B.34) and (B.37) and Eq. (B.24) (with appropriate
complex values of µ, λ, and p), we find that

S(z̃, T̃ ) =

∫ ∞

0

dz̃′de−d(z̃+z̃′)I0(2d
√
z̃z̃′)s(z̃′). (B.39)

This means that, remarkably, S(z̃, T̃ ) (and hence the storage efficiency) depends on
Ein(t̃) and Ω̃(t̃) only through the decayless mode s(z̃), which itself can be computed
via unitary evolution in Eq. (B.37).

Computing storage efficiency from Eq. (B.39) as a functional of s(z̃) and maximiz-
ing it under the constraint that s(z̃) is normalized gives an eigenvalue problem similar
to Eq. (B.16) except the upper limit of integration is ∞ and the kernel is different.
After finding the optimal s(z̃) via the iteration scheme similar to the one used to
solve Eq. (B.16), we conclude the procedure for optimal storage control shaping by
using the unitary transformation in Eq. (B.37) to solve for the control in terms of
s(z̃) and Ein(t̃), as shown in Sec. B.10.5. Since efficiency is determined by s(z̃) alone,
this gives the optimal storage with the same maximal efficiency for any input pulse
shape (provided it is sufficiently smooth, as discussed in Sec. B.6.4).

Having derived the optimal storage control, we can now explicitly verify the results
obtained from the time reversal reasoning. In Sec. B.10.5, we show that the mode
S(z̃, T̃ ) used in optimal storage is just the optimal mode for backward retrieval; that
the optimal storage efficiency and optimal retrieval efficiency are equal; and that the
optimal storage control for a given input mode is the time-reverse of the control that
gives optimal backward retrieval into the time-reverse of that input mode.

To give an example of optimal controls, we consider a Gaussian-like input mode
(shown in Fig. B.3)

Ein(t̃) = A(e−30(t̃/T̃−0.5)2 − e−7.5)/
√

T̃ , (B.40)

where for computational convenience we set Ein(0) = Ein(T̃ ) = 0 and where A ≈ 2.09
is a normalization constant. Figure B.3 shows the corresponding optimal storage
control shapes Ω for the case ∆̃ = 0 and d = 1, 10, 100, as well as the limiting shape
of the optimal Ω as d→ ∞. The controls are plotted in rescaled units so that the area
under the square of the curves shown is equal to L−1

∫ T

0
dt′vg(t

′) (where vg is the EIT
group velocity), which is the position (in units of L), at which the front end of the
pulse would get stored under ideal decayless propagation. From time reversal and the
condition for complete retrieval, it follows that the control pulse energy (∝ h(0, T̃ ))

and hence L−1
∫ T

0
dt′vg(t

′) should diverge. Thus, at any finite d, the optimal Ω plotted
in Fig. B.3 should actually diverge at t̃ = 0. However, the front part of the control
pulse affects a negligible piece of Ein(t̃), so truncating this part (by truncating s(z̃) at
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Figure B.3: Input mode Ein(t) (dashed) defined in Eq. (B.40) and control fields Ω(t)
(in units of

√

dγ/T ) that maximize for this Ein(t) the efficiency of resonant adiabatic
storage (alone or followed by backward retrieval) at d = 1, 10, 100, and d→ ∞.

some z̃, for example) does not affect the efficiency (we will confirm this again in Sec.

B.6.4). Naively, the optimal control should roughly satisfy L−1
∫ T

0
dt′vg(t′) = 1: the

control (and, thus, the dark state polariton group velocity) should be small enough
to avoid excessive leakage; and at the same time it should be as large as possible to
have the widest possible EIT transparency window to minimize spontaneous emission
losses. For the truncated optimal controls, we see that L−1

∫ T

0
dt′vg(t′) (i.e., the area

under the square of the curves in Fig. B.3) is, in fact, greater than 1. As d decreases,

L−1
∫ T

0
dt′vg(t

′) decreases as well, and allows for less and less leakage so that only as

d→ ∞, s(z̃) →
√

3(1 − z̃), L−1
∫ T

0
dt′vg(t

′) → 1, and no leakage is allowed for.
Similarly to the cavity storage discussed in Appendix A, although optimal storage

efficiencies are the same in the Raman and adiabatic limits, the two limits exhibit
rather different physical behavior. It is now the dependence on d of the intensity of
the optimal control field that can be used to distinguish between the resonant and the
Raman regimes. Using an analysis very similar to pulse duration analysis of Sec. B.6.1
or alternatively relying on the fact that optimal storage is the time-reverse of optimal
retrieval, we find that in the resonant limit (dγ ≫ |∆|), |Ω|2 ∼ dγ/T , while in the
Raman limit (dγ ≪ |∆|), |Ω|2 ∼ ∆2/(γTd). Both of these agree with the cavity model
of Appendix A (identifying C and d) while the resonant control agrees with vgT ∼ L.
As explained in the cavity case in Sec. A.5.2, this opposite dependence of |Ω| on d
in the Raman and EIT limits is the consequence of the fact that the coupling of the
input photon to the spin wave has the opposite dependence on Ω in the two regimes.
Finally, we note that in the Raman limit (|∆| ≫ dγ), |Ω|2 ∼ ∆2/(γTd) ≫ dγ/T ,
which means that if one is limited by control power (as in Ref. [85]), the EIT regime
is preferable to the Raman regime.
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B.6.3 Storage Followed by Retrieval

In the cavity case discussed in Appendix A, there was only one spin-wave mode
we could write on. Moreover, this spatially uniform mode looked the same in the
forward and backward directions (assuming negligible metastable state splitting ωsg).
Therefore, optimal storage into that mode guaranteed that the combined procedure
of storage followed by retrieval was optimal as well and the total efficiency did not
depend on the retrieval direction. In contrast, the free-space model allows for storage
into a variety of modes, each of which has a different retrieval efficiency that is also
dependent on retrieval direction. Therefore, in free space, we will first discuss the
optimization of storage followed by backward retrieval and then the optimization of
storage followed by forward retrieval.

Since we have shown that the optimal spin-wave mode for backward retrieval is also
the optimal mode for storage, the controls found in Sec. B.6.2, which optimize storage,
are also optimal for storage followed by backward retrieval. Figure B.4 shows the
maximum total efficiency for storage followed by backward retrieval (ηmax

back - solid line),
which in the adiabatic limit can be achieved for any input pulse. For comparison, we
also show the total efficiency for storage followed by backward retrieval for a Gaussian-
like input mode defined in Eq. (B.40) (assuming the adiabatic limit Tdγ ≫ 1) with
naive square storage control pulses on [0, T ] with power set by vgT = L, where vg is
the EIT group velocity (ηsquare - dashed line). The significant increase in the efficiency
up to the input-independent optimal efficiency ηmax

back due to the use of optimal storage
control pulses instead of naive ones is, of course, not unique to the input pulse of
Eq. (B.40) and holds for any input pulse. In fact, since at moderate values of d the
naive control pulse is far from satisfying the complete retrieval condition, it is not
optimal for any input.

Since the optimal mode for storage or retrieval alone is not symmetric, a separate
optimization problem has to be solved for the case of storage followed by forward
retrieval. We show in Sec. B.10.5 that Eq. (B.37) sets up, for any sufficiently smooth
Ein(t̃), a 1-to-1 correspondence between decayless modes s(z̃) and control fields Ω̃(t̃).
Moreover, the decayless mode alone determines the total efficiency of storage followed
by forward retrieval, which can be found by inserting Eq. (B.39) into Eq. (B.25).
Thus, the optimization problem reduces to finding the optimal s(z̃) by the iterative
optimization procedure except with a new kernel.

From a different perspective, since the process of storage followed by forward
retrieval as a whole fits into the general setup of Sec. B.5, we can use time reversal to
optimize it. In particular, we showed in Sec. B.5 how to find the optimal input mode
to be used with a given pair of control pulses: we should take a trial input mode, carry
out storage followed by forward retrieval, time reverse the output and the controls,
and iterate until convergence. Since the reverse process is itself storage followed
by forward retrieval (except in the opposite direction) and since the iterations will
optimize it as well, the spin-wave mode used in optimal storage followed by forward
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Figure B.4: ηmax
back (solid) and ηmax

forw (dotted) are maximum total efficiency for adia-
batic (or fast) storage followed by backward or forward retrieval, respectively. ηsquare

(dashed) is the total efficiency for resonant storage of Ein(t) from Eq. (B.40) followed
by backward retrieval, where the storage control field is a naive square pulse with the
power set by vgT = L.

retrieval must be the one that flips under forward retrieval, followed by time reversal
and (backward) storage. Moreover, it follows that the control pulse that we should
use for a given Ein(t̃) is the time-reverse of the control that retrieves the flipped version
of the optimal spin-wave mode backwards into E∗

in(T̃ − t̃).
Thus, instead of computing the optimal s(z̃), we can solve the following eigenvalue

problem that finds the optimal mode to store into

λS(z̃) =

∫ 1

0

dz̃′kr(z̃, 1 − z̃′)S(z̃′). (B.41)

This eigenvalue equation is just a simple modification of the retrieval eigenvalue equa-
tion (B.16): we are now computing the mode that flips under forward retrieval fol-
lowed by time reversal and storage, while Eq. (B.16) finds the mode that stays the
same under backward retrieval followed by time reversal and storage. The total ef-
ficiency of storage followed by forward retrieval is then λ2. However, in contrast to
storage followed by backward retrieval, the storage efficiency and the forward retrieval
efficiency during the optimal procedure are not each equal to λ; the storage efficiency
is greater.

The optimal spin-wave modes that result from Eq. (B.41) are shown in Fig. B.5
for the indicated values of d. At small d, the optimal mode is almost flat since
at small d the optimal retrieval and storage modes are almost flat and, thus, almost
symmetric. As d increases, the optimal mode first bends towards the wedge

√
3(1− z̃)

similarly to the optimal backward retrieval mode. But then above d ≈ 3, the optimal
mode starts shaping towards the parabola S(z) =

√

15/8(1− 4(z̃− 1/2)2), which, as
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Figure B.5: For different values of d, the optimal spin-wave mode to be used during
storage followed by forward retrieval.

expected, avoids the 1/
√
d error from discontinuities by vanishing at the edges and,

simultaneously, maximizes smoothness.
The maximal total efficiency for storage followed by forward retrieval ηmax

forw is
plotted as a dotted curve in Fig. B.4. ηmax

forw (≈ 1 − 19/d as d→ ∞) is less than ηmax
back

(≈ 1−5.8/d as d→ ∞) since for optimal backward retrieval, storage and retrieval are
each separately optimal, while for forward retrieval a compromise has to be made.
From a different perspective, forward retrieval makes it more difficult to minimize
propagation since the whole excitation has to propagate through the entire medium.

B.6.4 Adiabaticity Conditions

We have shown that in the adiabatic limit, any input mode can be stored with
the same maximum efficiency. In this Section, we show that independent of ∆, the
necessary and sufficient condition for optimal adiabatic storage of a pulse of duration
T to be consistent with the adiabatic approximation is

Tdγ ≫ 1, (B.42)

which is identical to the corresponding condition in the cavity model in Appendix A,
except with C replaced with d. In fact, we omit the derivation of this condition since
the argument goes along the same lines as the corresponding argument in the cavity
case in Sec. A.5.3, provided one uses the fact that in Eq. (B.11) |u| ∼ 1 (since u is
the Laplace variable corresponding to z̃, which, in turn, runs from 0 to 1).

Therefore, we immediately turn to the tasks of verifying numerically that Eq.
(B.42) is indeed the correct adiabaticity condition and of investigating the breakdown
of adiabaticity for short input pulses. We consider adiabatic storage of a Gaussian-
like input mode defined in Eq. (B.40) and shown in Fig. B.3. We use our adiabatic
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Figure B.6: Breakdown of optimal adiabatic storage in free space at Tdγ . 10. In
(a), the total efficiency of storage followed by backward retrieval is plotted for ∆ = 0
and d = 1, 10, 100, and 1000. The horizontal dashed lines are the maximal values.
Dotted lines are obtained for the input from Fig. B.3 using adiabatic equations to
shape the storage control but then using exact equations to numerically compute the
efficiency. In (b), the same plot is made for d = 10 and ∆/γ = 0, 1, 10, 100, 200.

equations to shape the control pulse but then compute the total efficiency of storage
followed by backward retrieval numerically from Eqs. (B.5)-(B.7) without making the
adiabatic approximation. As Tdγ decreases to 1 and below, we expect the efficiency to
be reduced from its optimal value. In Fig. B.6(a), the total efficiency of this procedure
is plotted as a function of Tdγ for ∆ = 0 and d = 1, 10, 100, and 1000. The dashed
lines are the true optimal efficiencies. As expected, when Tdγ . 10, the efficiency
drops. In Fig. B.6(b), we fix d = 10 and show how optimal adiabatic storage breaks
down at different detunings ∆ from 0 to 200γ. As in the cavity case of Appendix A,
we see from Fig. B.6(b) that as we move from the resonant limit (dγ ≫ |∆|) to the
Raman limit (dγ ≪ |∆|), we can go to slightly smaller values of Tdγ before storage
breaks down. However, since the curves for ∆ = 100γ and ∆ = 200γ almost coincide,
Tdγ ≫ 1 is still the relevant condition no matter how high ∆ is.

Before concluding the discussion of adiabaticity conditions, we note that, exactly
as in the cavity case discussion in Sec. A.5.3, the magnitudes |Ω(t)| of the optimal
control pulses, which go to ∞ at t = 0, had to be truncated to generate Fig. B.6.
Moreover, Raman-limit divergences discussed (for the case of retrieval) in Sec. B.6.1
had to be truncated at two places near t = 0.2 T for ∆/γ = 100 and 200 in Fig. B.6(b).
As in Sec. A.5.3, the fact that the optimal efficiency given by the dashed lines in
Fig. B.6 is achieved by the dotted curves (obtained with truncated controls) is the
proof that truncation of the storage controls does not significantly affect the storage
efficiency. Since time reversal discussed Sec. B.4 relates retrieval to optimal storage,
this also means that truncation of the retrieval control fields does not significantly
affect the precision, with which a given output mode E2(t̃) can be generated. The
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losses associated with truncation are insignificant only if condition dh(0,∞) ≫ |d +
i∆̃|2 (see Sec. B.6.1) is satisfied for the truncated retrieval control pulse (the same
condition with ∞ replaced with T̃ applies to storage). If the energy in the control
pulse is so tightly limited that this condition is violated, a separate optimization
problem has to be solved. This problem has been considered in Ref. [85] for the
special case of Raman storage in free space in the limit of negligible spontaneous
emission loss. Although Eqs. (B.23) and (B.34) allow one to treat and optimize the
case of limited control pulse energy, this problem is beyond the scope of the present
Appendix.

B.6.5 Effects of Nonzero Spin-Wave Decay

We have so far assumed that the spin-wave decay rate in Eq. (B.3) is negligible
(i.e., γs = 0). If this decay rate is not negligible but the corresponding incoming
noise is vacuum (which is often true experimentally, as noted in Sec. B.10.1 and
as explained in detail in Sec. A.8.1), the effect of nonzero spin-wave decay can be
included simply by adding a term −γ̃sS to the right-hand side of Eq. (B.7) (where
γ̃s = γs/γ). In this Section, we discuss the effects such a term has on the adiabatic
solution and optimal control field shaping discussed in Secs. B.6.1, B.6.2, and B.6.3.
We will show, in particular, that nonzero γs simply introduces exponential decay into
the retrieval and storage solutions without making the optimization harder. We will
also show that with nonzero spin-wave decay, optimal efficiencies become dependent
on the input mode (or, equivalently, on the control fields).

We first consider adiabatic retrieval discussed in Sec. B.6.1. One can easily check
that nonzero spin-wave decay rate γs simply introduces decay described by exp(−γ̃st̃)
into Eq. (B.23), and, unless we retrieve much faster than 1/γs, this makes the retrieval
efficiency control dependent. Moreover, if a given fixed control field is not strong
enough to accomplish retrieval in a time much faster than 1/γs, the problem of finding
the optimal retrieval mode for this particular retrieval control will give a different
answer from the γs = 0 case. In particular, for forward retrieval, as we increase γs

(or, alternatively, decrease the power of the retrieval control), to minimize propagation
time at the cost of sacrificing smoothness, the optimal retrieval mode will be more
and more concentrated towards the z = L end of the ensemble. As in the γs = 0
case, we can find these optimal modes either by computing the (now Ω-dependent)
kernel to replace kr in Eq. (B.25) and its eigenvector with the largest eigenvalue or,
equivalently, by doing the iteration of retrieval, time reversal, and storage.

The inclusion of nonzero γs also does not prevent us from being able to shape
retrieval to go into any mode, as described for γs = 0 in Sec. B.6.1. We should
just shape the control according to Eq. (B.31) as if there were no spin wave decay
except the desired output mode E2(t) on the left hand side should be replaced with
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the normalized version of E2(t) exp(γst), i.e.,

E2(t̃) → E2(t̃)e
γ̃s t̃

[
∫ ∞

0

dt̃′|E2(t̃
′)|2e2γ̃s t̃′

]− 1
2

. (B.43)

The retrieval efficiency will, however, be output-mode-dependent in this case: it will

be multiplied (and hence reduced) by a factor of
[∫∞

0
dt̃′|E2(t̃

′)|2 exp(2γ̃st̃
′)
]−1

. Since
this factor is independent of the spin wave, even with nonzero γs, the optimal retrieval
into E2(t) is achieved by retrieving from S̃d(z) .

We now turn to adiabatic storage discussed in Sec. B.6.2. One can easily check that
nonzero spin-wave decay γs simply introduces exp(−γ̃s(T̃ − t̃)) decay into Eq. (B.38)
(or, equivalently, into the integrand on the right hand side of Eq. (B.34)). Eq. (B.39)
holds even with nonzero γs. The optimal storage control can then be found from
Eq. (B.37) as if there were no decay but the input mode were replaced according to

Ein(t̃) → Ein(t̃)e−γ̃s(T̃−t̃)

[

∫ T̃

0

dt̃′|Ein(t̃′)|2e−2γ̃s(T̃−t̃′)

]− 1
2

. (B.44)

However, the optimal storage efficiency will now depend on input pulse duration and

shape: it will be multiplied (and hence reduced) by
∫ T̃

0
dt̃′|Ein(t̃′)|2 exp(−2γ̃s(T̃ − t̃′)).

It is also important to note that nonzero γs still keeps the general time reversal rela-
tionship between storage and retrieval exhibited in Eqs. (B.35) and (B.36). However,
for E2(t̃) = E∗

in(T̃ − t̃),

∫ T̃

0

dt̃|Ein(t̃)|2e−2γ̃s(T̃−t̃) >

[

∫ T̃

0

dt̃|E2(t̃)|2e2γ̃s t̃

]−1

, (B.45)

which means that with nonzero γs, the optimal storage efficiency of a given input
mode is greater than the optimal retrieval efficiency into the time-reverse of that
mode. Because the two controls involved are not time-reverses of each other, the
inequality of the two efficiencies is consistent with the time reversal arguments. As
in the cavity case in Appendix A, the main reason for this deviation from the γs = 0
behavior is the dependence of the retrieval efficiency on the control.

Finally, we discuss the effects of nonnegligible spin-wave decay on storage followed
by retrieval considered in Sec. B.6.3. Using the fact that nonzero γs keeps the general
time reversal relationship between storage and retrieval exhibited in Eqs. (B.35) and
(B.36), it is not hard to verify that nonzero γs still allows one to use time reversal
iterations to optimize storage followed by retrieval. In particular, suppose that one
is given a storage control field and a (forward or backward) retrieval control field.
Then one can find the optimal input mode to be used with these control fields by
the following procedure: start with a trial input mode, store and retrieve it with the
given pair of controls, time-reverse the whole procedure, and then repeat the full cycle
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until convergence is reached. Now suppose, on the other hand, one is given an input
mode and is asked to choose the optimal storage and retrieval controls. Because of
the spin wave decay, it is desirable to read out as fast as possible. As we discuss in
the next Section, fast readout may be achieved in a time T ∼ 1/γd, so that if we
assume that γs ≪ dγ, the spin-wave decay during the retrieval will be negligible. If we
further assume that the given input mode satisfies the adiabatic limit Tdγ ≫ 1, then
one should shape the storage control to store into the appropriate optimal spin-wave
mode (S̃d(1 − z̃) or a mode from Fig. B.5, depending on the direction of retrieval)
as if γs were zero and the input were proportional to Ein(t̃) exp(−γ̃s(T̃ − t̃)) (see
Eq. (B.44)). The total optimal efficiency will now depend on input pulse duration
and shape: it will be multiplied (and hence reduced relative to the γs = 0 case)

by
∫ T̃

0
dt̃|Ein(t̃)|2 exp(−2γ̃s(T̃ − t̃)). Finally, we note that when we consider storage

followed by retrieval, in order to take into account the spin wave decay during the
storage time [T̃ , T̃r], one should just multiply the total efficiency by exp(−2γ̃s(T̃r−T̃ )).

B.7 Fast Retrieval and Storage

We have shown that in the adiabatic limit (Tdγ ≫ 1, where T is the duration of
the incoming pulse), one can optimally store a mode with any smooth shape and any
detuning ∆. In this Section, we solve Eq. (B.12) analytically in the second important
limit, the “fast” limit, and demonstrate that this limit allows one to store optimally
a certain class of input modes that have duration T ∼ 1/(dγ). We also show that
efficient (but not optimal) fast storage of any smooth pulse is possible as long as
Tγ ≪ 1 and Tdγ ≫ 1.

Exactly as in the cavity case in Sec. A.6, in the fast limit, one assumes that Ω
is very large during a short control pulse (|Ω| ≫ dγ and |Ω| ≫ |∆|) and keeps only
terms containing Ω̃ on the right-hand side of Eqs. (B.6) and (B.7) (or, equivalently,
neglects all terms in Eq. (B.12) except |Ω̃|2S and S̈). This gives Rabi oscillations
between P and S and allows one to implement a fast storage scheme, in which the
input pulse is resonant (∆ = 0) and the control pulse is a short π pulse at t = T , as
well as fast retrieval, in which the control is a π pulse at t = Tr.

During fast retrieval, assuming that the π pulse is perfect and that it enters the
medium at t̃ = 0 (instead of t̃ = T̃r), the initial spin wave S = S(z̃) is mapped
after the π pulse onto the optical polarization P = iS(z̃). We then solve Eq. (B.11)
for P (u, t̃), express E(u, t̃) in terms of P (u, t̃) using Eq. (B.10), and take the inverse
Laplace transform u→ z̃ = 1 to arrive at

Eout(t̃) = −
√
d

∫ 1

0

dz̃e−t̃J0

(

2
√

dt̃z̃
)

S(1 − z̃). (B.46)

When computing the fast retrieval efficiency, one can take the time integral analyti-
cally to find that the efficiency is again given by Eq. (B.14), which is consistent with
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the general proof in Sec. B.3 and the branching ratio argument. In the cavity case
discussion in Appendix A, we noted that the fast solution was a special case of the
adiabatic solution with a suitable control. Similarly, the expression in Eq. (B.46) is
also a special case of Eq. (B.23) if we use

Ω̃(t̃) = (1 + i∆̃)e−i∆̃t̃ (B.47)

and take the limit ∆̃ → ∞ (although this violates the approximations made in deriv-
ing Eq. (B.23)).

Since the π-pulse control field in fast retrieval is fixed, optimal fast retrieval yields
a single possible output mode, that of Eq. (B.46) with the optimal spin wave S(z̃) =
S̃d(z̃). By time reversal, the time-reversed version of this input mode (of duration
T ∼ 1/(γd)) is, therefore, the only mode that can be optimally stored using fast
storage at this optical depth d.

In order to confirm the time reversal argument and for the sake of completeness,
one can also compute the optimal input mode for fast storage directly. For an input
mode Ein(t̃) nonzero for t̃ ∈ [0, T̃ ] and assuming that a perfect π pulse arrives at
t̃ = T̃ , we find that

S(z̃, T̃ )=−
√
d

∫ T̃

0

dt̃e−(T̃−t̃)J0

(

2

√

d(T̃ − t̃)z̃

)

Ein(t̃). (B.48)

One can see that the fast retrieval and storage equations (B.46) and (B.48) obey, as
expected, the same general time reversal relationship that we have already verified
in the adiabatic limit in Eqs. (B.35) and (B.36). One can also explicitly verify that
the maximization of the storage efficiency derived from Eq. (B.48) yields an optimal
Ein(t̃) that is the normalized time reverse of Eq. (B.46) evaluated with the optimal
spin wave S(z̃) = S̃d(z̃). It is worth noting that short exponentially varying pulses,
reminiscent of our optimal solution, have been proposed before to achieve efficient
photon-echo based storage [318].

The solutions above give an incoming mode Ein(t̃) that is optimal for fast storage
alone or for fast storage followed by backward retrieval. Similarly, at each d, there
is a mode that gives the optimal efficiency for fast storage followed by forward re-
trieval. This optimal input mode is the time-reverse of the output of fast forward
retrieval from the spin-wave mode optimal for storage followed by forward retrieval
(as computed through Eq. (B.41) and shown in Fig. B.5).

Finally, we note an important difference between fast storage in a cavity discussed
in Appendix A and fast storage in free space. In a cavity, there is only one accessible
spin-wave mode, and hence only one input mode that can be stored using fast storage
(i.e., any input mode orthogonal to it will have zero storage efficiency). As shown in
Appendix A, this input mode is exponentially rising with a time constant ∼ 1/(γC),
where C is the cooperativity parameter. Therefore, generating this mode, and hence
obtaining high efficiency, may be hard in practice at high values of C. In contrast,
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in free space, any sufficiently smooth spin wave will have a high retrieval efficiency,
and, by time-reversal, the time-reverses of the pulses fast retrieved from these spin
waves can also be fast stored with high efficiency. One can, thus, explicitly verify
using Eq. (B.48), which allows one to compute these storage efficiencies, that if, in
the original units, Tγ ≪ 1 but at the same time Tdγ ≫ 1, the free-space fast-storage
efficiency is close to unity.

B.8 Effects of Metastable State Nondegeneracy

In the discussion of backward retrieval we have so far assumed that the two
metastable states |g〉 and |s〉 are nearly degenerate. This has meant that during
backward retrieval we could simply use the same equations as for forward retrieval
but with the spin wave flipped: S(z) → S(L − z). If |g〉 and |s〉 are not degenerate
and are split by ωsg = c∆k, then during backward retrieval, instead of retrieving from
S(L− z), we will have to redefine the slowly varying operators (see Eq. (B.60)) and
retrieve from S(L − z) exp(−2i∆kz), which significantly lowers the efficiency unless
∆kL ≪

√
d. This condition on ∆k can be understood based on the concept of the

effective EIT window for the Fourier transform of the spin wave. As explained in
Sec. B.6.1, the width of this window is of order (in the original units) ∼

√
d/L. The

extra phase just shifts the Fourier transform off center by 2∆k, so that the efficiency
will not be significantly affected provided the shift is much smaller than the window
width. We have confirmed numerically for S(z̃) = 1 and for S(z̃) =

√
3z̃ that the

∆kL needed to decrease retrieval efficiency by 50% from its ∆kL = 0 value indeed
scales as

√
d (with proportionality constants ≈ 0.46 and ≈ 0.67, respectively).

There are two ways to understand physically why nondegeneracy of the metastable
states ruins the backward retrieval efficiency. The first explanation, also noted in
Ref. [332], comes from the fact that metastable state nondegeneracy breaks the mo-
mentum conservation on backward retrieval. During storage, momentum ∆k is writ-
ten onto the ensemble. Momentum conservation on backward retrieval, however, will
require −∆k momentum in the spin wave. The second explanation comes from the
fact that if ∆k 6= 0, then backward retrieval of optimal storage is no longer its time
reverse. If we had not defined slowly varying operators, the spin wave that we store
into our atoms would have had exp(i∆kz) phase written on it. Since time reversal
consists of moving in the opposite direction and taking a complex conjugate, backward
retrieval will be the time-reverse of storage only if ∆k = 0, in which case complex
conjugation is trivial. Thus, if ∆k 6= 0, the optimization of storage does not simul-
taneously optimize backward retrieval (unless, of course, we can apply the desired
position-dependent phase to the atoms during the storage time, e.g., by a magnetic
field gradient, or alternatively apply a π pulse that flips the two metastable states
[332]).

We would like now to optimize storage followed by backward retrieval in the
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presence of nondegeneracy (∆k 6= 0). Following the general recipe of Sec. B.5, in
order to carry out the optimization, one has to start with an input pulse and a
control pulse, do storage, then do backward retrieval with another control pulse.
Then one has to time reverse the full process of storage and retrieval, and iterate till
one gets convergence to a particular input (and spin wave). Specifically, we start with
a trial spin wave S1(z). To find the spin wave (in terms of operators that are slowly
varying for forward propagation as defined in Eq. (B.60)) that the optimal storage plus
backward retrieval should use, we first rewrite S1(z) for backward-propagation slowly
varying operators (i.e., add the 2∆kz phase), and then retrieve it backwards, time
reverse, and store. Using Eq. (B.21), the iteration we get is (dropping an unimportant
constant phase and going to our rescaled units)

S2(z̃) =

∫ 1

0

dz̃′kr(z̃, z̃
′)e−i2∆k̃z̃′S∗

1(z̃′), (B.49)

where ∆k̃ = L∆k. This iteration finds the eigenvector with the largest eigenvalue for
the eigenvalue problem

λS(z̃) =

∫ 1

0

kr(z̃, z̃
′)e−i2∆k̃z̃′S∗(z̃′). (B.50)

|λ|2 will then give the total maximum efficiency of storage followed by backward
retrieval. In contrast to the ∆k = 0 case, the efficiencies of storage and retrieval in
the optimal process are not generally equal. It is important to note that since the
process we are optimizing followed by its time reverse corresponds to two iterations
of Eq. (B.49), after a sufficient number of steps, λ settles into an oscillation between
|λ| exp(iα) and |λ| exp(−iα) for some phase α. The eigenvector will oscillate between
two values differing only by an unimportant constant phase, so that either one can
be used.

While this procedure allows us to find the optimal spin waves, we should, for
completeness, also determine, as in the ∆k = 0 case, which input fields the optimum
can be achieved for. To do this, we, as before, consider the exactly solvable adiabatic
and fast limits. In the adiabatic limit, the argument that retrieval can be shaped
into any mode did not require the spin wave S(z) to be real, and it is therefore still
applicable. By time reversal, we can, therefore, still achieve the maximum efficiency
of storage followed by backward retrieval for any incoming mode of duration T such
that Tdγ ≫ 1. Similarly, in the fast limit, using fast retrieval and time reversal we
can find at each d a pulse shape with Tdγ ∼ 1 that gives the maximum efficiency.
For completeness, we note that one can also generalize to ∆k 6= 0 the method that
uses the decayless mode s(z) to shape the optimal storage control, as described in
Sec. B.6.2. However, since the optimal control is unique, this method will, of course,
yield the same control as the method based on retrieval and time reversal (as we
showed explicitly in Sec. B.6.2 and Sec. B.10.5 for ∆k = 0). We will, thus, omit here
the extension of this method to the ∆k 6= 0 case.
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Figure B.7: If the two metastable states are not degenerate, the efficiency of storage
followed by backward retrieval will be lowered relative to the degenerate case, because
the energy difference ~ωsg introduces a momentum difference ∆k = ωsg/c between
the quantum and classical fields. As a function of d, the figure shows the momentum
∆kL, at which the optimal total efficiency of storage followed by backward retrieval
falls to half of the ∆kL = 0 value (dashed), and at which it is decreased to the optimal
efficiency with forward retrieval (solid).

We have, thus, demonstrated that we can optimize storage followed by backward
retrieval for any given d and ∆k. We also recall that we have shown in Sec. B.6.3
that for ∆k = 0 optimal storage followed by retrieval is accomplished with backward
retrieval. However, as we increase ∆kL, the optimal total efficiency with backward
retrieval will drop down to the optimal total efficiency with forward retrieval at some
value of (∆kL)1. Increasing ∆kL further up to another value (∆kL)2 will decrease
the optimal total efficiency with backward retrieval to half of its ∆kL = 0 value (and
then further down to zero). Figure B.7 shows a plot of (∆kL)1 (solid) and (∆kL)2

(dashed) as a function of d. As noted above, without reoptimization, (∆kL)2 would
go as

√
d, but with optimization we see that it is linear in d, i.e., optimization makes

the error less severe. (∆kL)1 grows even slower than
√
d. This is not surprising

because at ∆kL = 0 optimal forward and optimal backward errors both fall off as
1/d, except with different coefficients and, thus, eventually get very close to each
other, so it takes a small ∆kL to make them equal.

In Figs. B.8(a) and B.8(b), we show the magnitude |S(z̃)| and the phase Arg [S(z̃)],
respectively, of the optimal mode (defined for the forward-propagating slowly varying
operators as in Eq. (B.60)) at d = 20 for different values of ∆kL. As we increase ∆kL,
the optimal mode becomes concentrated more and more near the back end, i.e., it
becomes favorable to effectively decrease the optical depth (i.e., decrease effective L)
in order to decrease effective ∆kL. The phase of the optimal mode is approximately
linear, i.e., S(z̃) ∝ exp(−ik̃0z̃) for some k̃0. At ∆kL = 0, k̃0 = 0. Interestingly,
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Figure B.8: (a) The magnitude and (b) the phase of the optimal mode for storage
followed by backward retrieval at d = 20 for the indicated values of ∆kL. The phase of
the optimal mode at ∆kL = 0 is 0. The phase is plotted for the forward-propagation
slowly varying operators as defined in Eq. (B.60).

instead of just growing from 0 linearly with ∆kL, k̃0 first increases but then above
∆kL ∼ 7.5 starts decreasing again.

B.9 Summary

In conclusion, in this Appendix, we have presented a detailed analysis of the
storage and retrieval of photons in homogeneously broadened Λ-type atomic media
in free space and made a comparison to the cavity model described in Appendix A.
From the investigation in the present Appendix emerges a new physical picture of the
process of storage and retrieval in this system: first of all, the retrieval is essentially an
interference effect where the emission from all the atoms interferes constructively in
the forward direction. This constructive interference enhances the effective decay rate
into the forward direction to dγ. The branching ratio between the desired forward
radiation and the unwanted spontaneous emission is then simply given by the ratio
between the various decay rates and is η ∼ dγ/(γ+ dγ) ∼ 1− 1/d, irrespective of the
method being used to drive the excitation out of the atoms. Secondly, the storage
process is most conveniently viewed as the time reverse of retrieval.

In the present Appendix, we have used this physical picture to derive the optimal
strategy for storage and retrieval and the optimal efficiency that is independent of
whether one works in the Raman, EIT, photon-echo, or any other intermediate regime.
In particular, we showed how to achieve the optimal storage of any smooth input
mode at any detuning of duration T ≫ 1/(dγ) (the adiabatic limit, including Raman
and EIT) and of a particular class of resonant input modes of duration T ∼ 1/(dγ)
(the fast or photon-echo limit). This analysis is extendable to other systems. In
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particular, in Appendix C, we consider the effects of inhomogeneous broadening on
photon storage in Λ-type atomic media. Extensions to other systems, such as the
double-Λ system [333] or the tripod system [334], should also be possible.

We also suggested a novel time reversal based iterative procedure for optimizing
quantum state mappings. Moreover, we showed that for the case of photon stor-
age, this procedure is not only a convenient mathematical tool but is also a readily
accessible experimental technique for finding optimal spin waves and optimal input-
control pairs: one just has to be able to measure the output mode and to generate
its time reverse. As we report in Secs. 3.3 and E.4, this procedure has already been
implemented experimentally with classical light. We also expect this optimization
procedure to be applicable to other systems used for light storage, such as tunable
photonic crystals [91].

The presented optimization of the storage and retrieval processes leads to a sub-
stantial increase in the memory efficiency whenever reasonable synchronization be-
tween the input photon wave packet and the control pulse can be achieved. We,
therefore, expect this work to be important in improving the efficiencies in current
experiments, where optical depth is limited by various experimental imperfections
such as a limited number of atoms in a trap [81], competing four-wave mixing pro-
cesses in a warm vapor cell [80], or inhomogeneous broadening in solid state samples
[292].

B.10 Omitted Details

In the preceding Sections of this Appendix, to allow for a smoother presentation,
we omitted some of the details. We present them in this Section.

B.10.1 Details of the Model and Derivation of the Equations

of Motion

In Sec. B.2, we presented a short introduction to the model and stated the equa-
tions of motion without derivation. In this Section, we provide the details of the
model, as well as the derivation of the equations of motion (B.5)-(B.7). Since the
model and the assumptions made are very similar to those presented in the cavity
case in Appendix A, we will often review some of them only briefly.

The electric field vector operator for the quantum field is given by [14]

Ê1(z) = ǫ1

(

~ω1

4πcǫ0A

)1/2 ∫

dωâωe
iωz/c + h.c., (B.51)

where h.c. stands for Hermitian conjugate and where we have a continuum of anni-
hilation operators âω for the field modes of different frequencies ω that satisfy the
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commutation relation
[

âω, â
†
ω′

]

= δ(ω − ω′). (B.52)

By assumption, the field modes corresponding to âω for different ω have the same
transverse profile and are nonempty only around ω = ω1. We have here assumed that
the cross section A of the beam is identical to the cross section of the ensemble. In
typical experiments, the beam is smaller than the size of the ensemble, and in this
case the relevant number of atoms N should only be the number of atoms interacting
with the beam. However, as we see from the final equations (B.5)-(B.7), the only
relevant quantity is the optical depth d, which does not depend on the area A, so
that when everything is expressed in terms of d, the precise definition of N and A is
irrelevant (see the end of this Section).

The copropagating classical control field vector

E2(z, t) = ǫ2E2(t− z/c) cos(ω2(t− z/c)) (B.53)

is a plane wave with polarization unit vector ǫ2 and carrier frequency ω2 modulated by
an envelope E2(t−z/c), which we assume to be propagating with group velocity equal
to the speed of light c since almost all the atoms are assumed to be in the ground state
|g〉 and are, thus, unable to significantly alter the propagation of a strong classical
field coupled to the |s〉-|e〉 transition.

The Hamiltonian in Eqs. (A.41)-(A.43) is then modified to

Ĥ = Ĥ0 + V̂ , (B.54)

Ĥ0 =

∫

dω~ωâ†ωâω +

N
∑

i=1

(

~ωseσ̂
i
ss + ~ωgeσ̂

i
ee

)

, (B.55)

V̂ = −~

N
∑

i=1

(

Ω(t− zi/c)σ̂
i
ese

−iω2(t−zi/c)

+g

√

L

2πc

∫

dωâωe
iωzi/cσ̂i

eg + h.c
)

. (B.56)

Here σ̂i
µν = |µ〉ii〈ν| is the internal state operator of the ith atom between states |µ〉

and |ν〉, zi is the position of the ith atom, d̂ is the dipole moment vector operator,
Ω(t− z/c) = 〈e|(d̂ · ǫ2)|s〉E2(t− z/c)/(2~) is the Rabi frequency of the classical field,

and g = 〈e|(d̂ · ǫ1)|g〉
√

ω1

2~ǫ0AL
(assumed to be real for simplicity) is the coupling

constant between the atoms and the quantized field mode, where we have chosen the
length of the quantization volume to be identical to the ensemble length (this choice
does not affect the results obtained below). We note that in order to avoid carrying
extra factors of 2 around, Ω is defined as half of the traditional definition of the Rabi
frequency, so that a π pulse, for example, takes time π/(2Ω).
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Since the position dependence along the ensemble matters, we divide our ensemble
into thin slices along the length L of the ensemble (z = 0 to z = L) and introduce
slowly varying operators

σ̂µµ(z, t) =
1

Nz

Nz
∑

i=1

σ̂i
µµ(t), (B.57)

σ̂es(z, t) =
1

Nz

Nz
∑

i=1

σ̂i
es(t)e

−iω2(t−zi/c), (B.58)

σ̂eg(z, t) =
1

Nz

Nz
∑

i=1

σ̂i
eg(t)e−iω1(t−zi/c), (B.59)

σ̂sg(z, t) =
1

Nz

Nz
∑

i=1

σ̂i
sg(t)e−i(ω1−ω2)(t−zi/c), (B.60)

Ê(z, t) =

√

L

2πc
eiω1(t−z/c)

∫

dωâω(t)eiωz/c, (B.61)

where sums are over all Nz atoms in a slice of atoms positioned at z that is thick
enough to contain Nz ≫ 1 atoms but thin enough that the resulting collective fields
can be considered continuous. The normalization of Ê is chosen to ensure that it is
dimensionless, which will be necessary to yield the simple dimensionless expressions
in Eqs. (B.5)-(B.7). For these slowly varying operators, the effective Hamiltonian is

ˆ̃H =

∫

dω~ωâ†ωâω − ~ω1
1

L

∫ L

0

dzE†(z, t)E(z, t)

+

∫ L

0

dz~n(z)

[

∆σ̂ee(z, t) −
(

Ω(t− z/c)σ̂es(z, t)

+gÊ(z, t)σ̂eg(z, t) + h.c.
)

]

, (B.62)

and the same-time commutation relations are

[σ̂µν(z, t), σ̂αβ(z′, t)] =
1

n(z)
(δνασ̂µβ(z, t)−δµβ σ̂αν(z, t)) δ(z − z′), (B.63)

[

Ê(z, t), Ê†(z′, t)
]

= Lδ(z − z′). (B.64)

Under the same assumptions as in the cavity case in Appendix A and defining P̂ =√
Nσ̂ge and Ŝ =

√
Nσ̂gs, the Heisenberg equations of motion yield Eqs. (B.1)-(B.3),

where, as in the cavity case in Appendix A, γ may include extra dephasing in addition
to radiative decay. We note that P̂ and Ŝ are defined to be dimensionless in order
to yield fully dimensionless Eqs. (B.5)-(B.7). The

√
N in the definitions of P̂ and Ŝ
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is required in order to have the final dimensionless equations depend on g, N , and L
only through the optical depth d. Similarly to the cavity case in Appendix A, from
the generalized Einstein relations, the only nonzero noise correlations are [320]

〈F̂P (z, t)F̂ †
P (z′, t′)〉 =

N

n(z)
δ(z − z′)δ(t− t′), (B.65)

〈F̂S(z, t)F̂ †
S(z′, t′)〉 =

N

n(z)
δ(z − z′)δ(t− t′). (B.66)

Again the fact that normally ordered correlations are zero, as in the cavity case
in Appendix A, means that the incoming noise is vacuum, which is precisely the
reason why, as noted in Sec. A.2, efficiency is the only number we need in order to
fully characterize the mapping. The property of our system that guarantees that
the incoming noise is vacuum is the absence of decay out of state |g〉 into states |e〉
and |s〉. We refer the reader to Sec. A.8.1 for a detailed discussion of why this is a
reasonable assumption in most experimental realizations.

We will now show how our field and atomic operators can be expanded in terms of
modes, which is necessary in order to obtain and interpret the final complex number
equations (B.5)-(B.7). Under the assumption that almost all atoms are in the ground
state at all times, commutation relations (B.63) imply

[

Ŝ(z, t), Ŝ†(z′, t)
]

=
N

n(z)
δ(z − z′), (B.67)

[

P̂ (z, t), P̂ †(z′, t)
]

=
N

n(z)
δ(z − z′). (B.68)

Equation (B.67) allows us to expand Ŝ(z, t) in terms of any basis set of spatial modes

{gα(z)} satisfying the orthonormality relation
∫ L

0
dzg∗α(z)gβ(z) = δαβ and the com-

pleteness relation
∑

α g
∗
α(z)gα(z′) = δ(z − z′) as

Ŝ(z, t) =

√

N

n(z)

∑

α

gα(z)ĉα(t), (B.69)

where the annihilation operators {ĉα} for the spin-wave modes satisfy
[

ĉα(t), ĉ†β(t)
]

= δαβ. (B.70)

For the freely propagating input field Êin(t) = Ê(0, t) and output field Êout(t) =
Ê(L, t) we have the following commutation relations:

[

Êin(t), Ê†
in(t′)

]

=
L

c
δ(t− t′), (B.71)

[

Êout(t), Ê†
out(t

′)
]

=
L

c
δ(t− t′), (B.72)
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which differ from their cavity case counterparts in Eq. (A.57) only in normaliza-
tion. These commutation relations allow us to expand, as in the cavity case in
Appendix A, the input and the output field in terms of any basis set of field (en-
velope) modes {hα(t)} defined for t ∈ [0,∞), satisfying the orthonormality relation
∫∞
0
dth∗α(t)hβ(t) = δαβ and the completeness relation

∑

α h
∗
α(t)hα(t′) = δ(t− t′), as

Êin(t) =

√

L

c

∑

α

hα(t)âα, (B.73)

Êout(t) =

√

L

c

∑

α

hα(t)b̂α, (B.74)

where annihilation operators {âα} and
{

b̂α

}

for the input and the output photon

modes, respectively, satisfy the usual bosonic commutation relations (see Eq. (A.60)).
All atoms are initially pumped into the ground state, i.e., no P̂ or Ŝ excitations

are present in the atoms. We also assume that the only input field excitations initially
present are in the quantum field mode with annihilation operator â0 corresponding to
an envelope shape h0(t) nonzero on [0, T ]. Precisely as in the cavity case in Appendix
A, the only parts of the operators that will contribute to the efficiency will be the
parts proportional to â0. We can therefore reduce our problem to complex number
equations. These equations and the corresponding initial and boundary conditions
are given in Sec. B.2. To get back the nonvacuum part of the original operator from
its complex number counterpart, one can just multiply the complex number version
by â0.

We conclude this Section with a verification that d = g2NL/(γc) is independent
of the size of the beam and, for a given transition, depends only on the density of
the atoms and the length of the ensemble. This can be seen directly by inserting the
definition of g into d and defining the atomic number density ρ(z) = n(z)/A (which,
by assumption, is uniform in the direction transverse to the propagation direction).
The expression for d then becomes d = |〈e|(d̂ · ǫ1)|g〉|2ω1

∫

ρ(z)dz/(2~ǫ0γc). So it is
indeed independent of the size of the beam and, for a given transition, only depends
on the density and length of the ensemble.

B.10.2 Position Dependence of Loss

We have shown in Sec. B.3 that, provided the retrieval control pulse is long and/or
powerful enough to leave no atomic excitations (i.e., the retrieval is complete), the
retrieval efficiency ηr depends only on the optical depth d and the spin wave S(z̃) but
not on the detuning ∆̃ and the control field envelope Ω̃(t̃). In this Section, we show
that for complete retrieval, not only the total efficiency but also the distribution of
spontaneous emission loss (or more precisely loss due to polarization decay γ) as a
function of position is independent of the control and the detuning.
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Equations of motion (B.5)-(B.7) imply that

∂z̃|E(z̃, t̃)|2 + ∂t̃|P (z̃, t̃)|2 + ∂t̃|S(z̃, t̃)|2 = −2|P (z̃, t̃)|2. (B.75)

Integrating both sides with respect to z̃ from 0 to 1 and with respect to t̃ from
T̃r to ∞, using the initial conditions S(z̃, T̃r) = S(z̃) (where

∫ 1

0
dz̃|S(z̃)|2 = 1) and

P (z̃, T̃r) = 0, the boundary condition E(0, t̃) = 0, and the complete retrieval condition
S(z̃,∞) = P (z̃,∞) = 0, we find, using Eq. (B.9), that

ηr = 1 −
∫ 1

0

dz̃ l(z̃), (B.76)

where the position-dependent loss per unit length is

l(z̃) = 2

∫ ∞

0

dt̃
∣

∣P (z̃, t̃)
∣

∣

2
. (B.77)

Computing l(z̃), we find

l(z̃) = 2L−1

{
∫ ∞

T̃r

dt̃P (u, t̃)
[

P (u′∗, t̃)
]∗
}

u,u′→z̃

= L−1

{

2

2 + d
u

+ d
u′

S(u) [S(u′∗)]
∗
}

u,u′→z̃

, (B.78)

where L−1 with subscript u, u′ → z̃ means that inverse Laplace transforms are taken
with respect to u and u′ and are both evaluated at z̃. In the last equality, Eq. (B.13)
and the conditions at t̃ = T̃r and t̃ = ∞ were used. Therefore, we see that l(z̃) is in-
dependent of the detuning and the control. Moreover, the inverse Laplace transforms
L−1 can be taken analytically to give

l(z̃) = |S(z̃)|2 − Re

[

S(z̃)d

∫ z̃

0

dz̃′S∗(z̃ − z̃′)e−
dz̃′

2

]

+

∫ z̃

0

dz̃′
∫ z̃

0

dz̃′′S(z̃ − z̃′)S∗(z̃ − z̃′′)
d2

4
e−

d
2
(z̃′+z̃′′)

×
[

2I0

(

d
√
z̃′z̃′′

)

− z̃′ + z̃′′√
z̃′z̃′′

I1

(

d
√
z̃′z̃′′

)

]

. (B.79)

B.10.3 Implementation of the Inverse Propagator using
Time Reversal

In Sec. B.4, we exploited the fact that time reversal could be used to realize the
inverse evolution Û−1[T, 0; Ω(t)]. In this Section, we would like to explain carefully
what we mean by the time reversal operator T̂ and to prove Eq. (B.19).
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To define the time reversal operator T̂ , we first choose a basis for our single-
excitation Hilbert space consisting of {σ̂i

sg|ground〉}, {σ̂i
eg|ground〉}, and {â†z|ground〉},

where |ground〉 is the state with no photons and no atomic excitations (i.e., all
atoms in the ground state), i runs over all atoms, z runs over all positions, and
â†z = (2πc)−1/2

∫

dω exp (−iωz/c) â†ω. We then define the time reversal operator T̂
(equivalent to the complex conjugation operator K in Ref. [335]) as follows: T̂ |ψ(t)〉
means taking the complex conjugates of the expansion coefficients of a state |ψ(t)〉
in the above basis, while T̂ ÔT̂ means taking complex conjugates of the matrix
elements of the operator Ô when Ô is written in the above basis (we will, thus,
write T̂ ÔT̂ = Ô∗). For example, this definition implies that in addition to complex
conjugating the envelope of the photon, time reversal flips the photon momentum:
T̂ aωT̂ = â−ω and T̂ âω|ground〉 = â−ω|ground〉. Some of the properties of T̂ are
T̂ 2 = 1̂ and |〈ψ1|T̂ |ψ2〉| = |〈T̂ ψ1|ψ2〉|.

We now turn to the proof of Eq. (B.19). We start by noting that

Û−1[T, 0; Ω(t)] = Û [0, T ; Ω(t)] = T̂ T̂ Û [0, T ; Ω(t)]T̂ T̂ = T̂ Û∗[0, T ; Ω(t)]T̂ (B.80)

and, therefore, using Eq. (B.18),

η = |〈b|Û [T, 0; Ω(t)]|a〉|2 = |〈a|T̂ Û∗[0, T ; Ω(t)]T̂ |b〉|2. (B.81)

To evaluate Û∗[0, T ; Ω(t)] and to find a way to implement it physically, let us first
consider the simplest case, where the Hamiltonian responsible for the evolution is in-
dependent of time and respects time reversal symmetry T̂ ĤT̂ = Ĥ . This is equivalent
to Ĥ∗ = Ĥ . In this case, the evolution operator is given by Û [T, 0] = exp(−iĤT/~),
and, therefore, Û∗[0, T ] = Û [T, 0]. So if the Hamiltonian obeys time reversal symme-
try, one can physically implement Û∗[0, T ] simply by evolving the system for a time
T . Applied to Eq. (B.81), this would mean that the probability to go from |a〉 to
|b〉 due to unitary evolution Û is the same as the probability to make the transition
from T̂ |b〉 to T̂ |a〉 due to this evolution. In other words, according to time reversal, if
our Hamiltonian obeyed time reversal symmetry, we would be able to map the time
reverse E∗(T − t) of the output mode onto the spin wave S∗ with the overlap storage
efficiency equal to the retrieval efficiency from the spin wave S.

In general, the interaction does not obey time reversal symmetry because of the
classical control, which may depend on time and may be complex. To extend the
discussion to this situation, we shall use the equation of motion for the propagator

i~
dÛ [τ1, τ2; Ω(t)]

dτ1
= Ĥ [τ1; Ω(t)]Û [τ1, τ2; Ω(t)], (B.82)

where we have highlighted the dependence of the Hamiltonian on the control field by
including Ω(t) as an argument of Ĥ . By taking the complex conjugate of Eq. (B.82),
we can turn it into the equation for the time-reversed inverse propagator
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T̂ Û−1[τ2, τ1; Ω(t)]T̂ = Û∗[τ1, τ2; Ω(t)]:

−i~dÛ
∗[τ1, τ2; Ω(t)]

dτ1
= Ĥ∗[τ1; Ω(t)]Û∗[τ1, τ2; Ω(t)]. (B.83)

Note that we have not made any assumptions about time reversal symmetry being a
symmetry for the system.

In order to implement the evolution in the last expression of Eq. (B.81), we need to
realize a time evolution Û [T, 0; Ω′(t)] such that Û [T, 0; Ω′(t)] = Û∗[0, T,Ω(t)]. To do
this, we consider operators Û [τ, 0; Ω′(t)] and Û∗[T −τ, T,Ω(t)] whose equality at time
τ = T will imply the desired evolution. The equation of motion for these operators
are, using Eqs. (B.82) and (B.83),

i~
dÛ∗[T−τ, T ; Ω(t)]

dτ
= Ĥ∗[T−τ ; Ω(t)]Û∗[T−τ, T ; Ω(t)],

i~
dÛ [τ, 0; Ω′(t)]

dτ
= Ĥ[τ ; Ω′(t)]Û [τ, 0; Ω′(t)]. (B.84)

Since the two operators are the same at time τ = 0, Û [0, 0,Ω′(t)] = Û∗[T, T,Ω(t)] = 1̂,
the two operators will be identical (and, in particular, equal at τ = T ) if they obey
the same differential equation, which is the case if

Ĥ [t,Ω′(t)] = Ĥ∗[T − t; Ω(t)]. (B.85)

We would like to evaluate the right-hand side of Eq. (B.85). By inspecting the
Hamiltonian in Eqs. (B.54)-(B.56), we see that the only non-trivial parts are the
classical control field (including the carrier ω2) and the exponential in the interaction
with the quantum field (the part of Eq. (B.56) containing g). According to the right
hand side of Eq. (B.85), we would like to apply the complex conjugation to Ĥ and
evaluate it at time T − t. The interaction with the quantum field is actually invariant
not only under the change of time but also under complex conjugation since applying
time reversal to âωe

iωzi/c simply changes ω to −ω, which can be changed back to ω by
flipping the sign of the integration variable. The application of complex conjugation
and the change of time to the interaction with the classical field is equivalent to
using the time-reversed control field envelope Ω′(t) = Ω∗(T − t) and a carrier wave
vector propagating in the opposite direction. Combining this result with Eq. (B.80),
we arrive at Eq. (B.19). This means that by using the time-reversed control field
Ω∗(T − t), we can map T̂ |b〉 onto T̂ |a〉 with the probability equal to the probability
that |a〉 goes to |b〉 using Ω(t).

B.10.4 Proof of Convergence of Optimization Iterations to
the Optimum

In Sec. B.5, we omitted the proof that iterative application of N̂ P̂AÛ
−1P̂BÛ to a

unit vector |a〉 ∈ A converges to |amax〉 (unless 〈a|amax〉 = 0) and that N̂ P̂BÛ |amax〉
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optimizes Û−1 as a map from B to A. In this Section, we present this proof.
For any unit vector |a〉 in the subspace A of “initial” states, the efficiency is defined

as η = |P̂BÛ |a〉|2, where P̂B denotes the projection on the subspace B of “final” states.
We are looking for |amax〉 ∈ A that gives the maximum efficiency ηmax = |P̂BÛ |amax〉|2.
By appropriately adjusting the phases, we can write

√
ηmax = 〈bmax|Û |amax〉 for some

unit vector |bmax〉 = N̂ P̂BÛ |amax〉 ∈ B. From the unitarity of Û (see, for example,
Eq. (B.18)), it follows that |bmax〉 optimizes Û−1 as a mapping from B to A. We will
prove two claims, from which the desired convergence result will follow immediately.
Claim (1): if |a1〉 is orthogonal to |amax〉, Û |a1〉 is orthogonal to |bmax〉. Proof: suppose
〈bmax|Û |a1〉 = β 6= 0, then defining |ã〉 = (

√
ηmax|amax〉 + β∗|a1〉)/

√

ηmax + |β|2, we

have 〈bmax|Û |ã〉 =
√

ηmax + |β|2 > √
ηmax, which contradicts the fact that |amax〉 was

optimal. A similar proof can be given for claim (2): if |b1〉 is orthogonal to |bmax〉,
Û−1|b1〉 is orthogonal to |amax〉. From these two claims it immediately follows that
if we start with a state orthogonal to |amax〉, we will never approach |amax〉. On the
other hand, we will show now that if we start with |a〉 = α|amax〉+

√

1 − |α|2|a1〉 (for
some unit |a1〉 orthogonal to |amax〉 and for some α 6= 0), we will indeed approach
|amax〉. We have P̂BÛ |a〉 = α〈bmax|Û |amax〉|bmax〉 +

√

1 − |α|2〈b1|Û |a1〉|b1〉 for some

unit |b1〉∈B. By claim (1), the two parts of P̂BÛ |a〉 are orthogonal and, since |amax〉
is optimal, |〈bmax|Û |amax〉| > |〈b1|Û |a1〉|. Thus, the fraction of |bmax〉 in P̂BÛ |a〉 is
greater than the fraction of |amax〉 in |a〉. After the application of P̂AÛ

−1 and during
subsequent iterations, the optimal fraction will similarly grow. This shows that we
will indeed reach the optimum, unless we start with something orthogonal to it.

B.10.5 Shaping the Control Field for the Optimal Adiabatic

Storage

In this Section, we use Eq. (B.37) to find the control field for the storage of any
given mode Ein(t̃) into any given decayless spin-wave mode s(z̃). We then verify that
the optimal storage control found through this procedure using the optimal decayless
spin-wave mode s(z̃) gives storage into S̃d(1 − z̃), the optimal mode for backward
retrieval, with efficiency equal to the optimal retrieval efficiency ηmax

r . We also verify
that this control field is the time-reverse of the control field that retrieves the optimal
spin-wave mode into E∗

in(T̃ − t̃), that is, the time-reverse of the input mode.
In order to solve for Ω(t̃) from Eq. (B.37), we note that q(z̃, t̃) satisfies

∫ ∞

0

dz̃q(z̃, t̃)q∗(z̃, t̃′) = δ(t̃− t̃′), (B.86)

∫ T

0

dt̃q(z̃, t̃)q∗(z̃′, t̃) = δ(z̃ − z̃′), (B.87)
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where we have used the identity
∫ ∞

0

dxJ0(ax)J0(bx)x =
1

a
δ(a− b), (B.88)

and where Eq. (B.87) requires h(0, T̃ ) = ∞ (we will discuss below that this require-
ment can be relaxed without significant loss in efficiency). Using Eq. (B.86), we see
that

∫∞
0
dz̃|s(z̃)|2 = 1, as expected from unitarity (since we neglect both the leakage

and the decay rate γ in Eq. (B.37), the transformation between Ein(t̃) and s(z̃) is
unitary). Using Eq. (B.86), we can also invert Eq. (B.37) to get

Ein(t̃) =

∫ ∞

0

dz̃q∗(z̃, t̃)s(z̃). (B.89)

Clearly, Eqs. (B.37) and (B.89) establish a 1-to-1 correspondence, for a given Ω̃(t̃),
between input modes Ein(t̃) and decayless modes s(z̃). This 1-to-1 correspondence is
the demonstration of the unitarity of the map defined by Eq. (B.37). For the purposes
of shaping the control field, it is crucial that Eqs. (B.37) and (B.89) also establish a 1-
to-1 correspondence, for a given Ein(t̃), between controls Ω̃(t̃) (satisfying h(0, T̃ ) = ∞
and nonzero whenever Ein(t̃) is nonzero) and normalized decayless propagation modes
s(z̃). In particular, Eq. (B.37) itself allows to determine s(z̃) from Ω̃(t̃) and Ein(t̃).
To solve for Ω̃(t) given s(z̃) and Ein(t), we integrate, as in Sec. B.6.1, from 0 to t̃ the
norm squared of both sides of Eq. (B.89) and change the integration variable from t̃′

to h′ = h(t̃′, T̃ ) on the right-hand side to obtain

∫ t̃

0

dt̃′|Ein(t̃′)|2 =

∫ h(0,T̃ )

h(t̃,T̃ )

dh′
d

∆̃2

∣

∣

∣

∣

∣

∫ ∞

0

dz̃e−i dz̃
∆̃ J0

(

2

√

h′dz̃

∆̃2

)

s(z̃)

∣

∣

∣

∣

∣

2

. (B.90)

Using h(T̃ , T̃ )=0 and the normalization of s(z̃) and Ein(t̃), the evaluation of Eq. (B.90)
at t̃ = T̃ , implies that h(0, T̃ ) = ∞ (unless the expression inside the absolute value
sign vanishes for all h′ greater than some finite value). This divergence is, however,
just a mathematical convenience: truncating |Ω(t)| does not significantly affect the
efficiency, as we discuss in Secs. B.6.1, B.6.2, and B.6.4. We also give in Sec. B.6.2
approximate expressions for how big the optimal |Ω| is in the Raman and resonant
limits. Replacing h(0, T̃ ) with ∞, we use Eq. (B.90) to solve numerically for h(t̃, T̃ ),
exactly as in Sec. B.6.1. |Ω̃(t̃)| is then deduced by taking the square root of the
negative of the derivative of h(t̃, T̃ ). The phase of Ω̃ is found by inserting |Ω̃| into
Eq. (B.89) is given by

Arg
[

Ω̃(t̃)
]

=
π

2
+ Arg

[

Ein(t̃)
]

+
h(t̃, T̃ )

∆̃

+Arg





∫ ∞

0

dz̃ei dz̃
∆̃ J0



2

√

h(t̃, T̃ )dz̃

∆̃2



 s∗(z̃)



 . (B.91)
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The various terms in Eq. (B.91) can be interpreted in a way similar to the terms in the
phase of the retrieval control in Eq. (B.33) in Sec. B.6.1. The only minor difference
in the interpretation is that in the limit ∆̃ → 0, the third term seems to diverge.
However, one can check that in this limit the last term cancels (up to a constant)
with the third term to ensure that the phase of the optimal control is still given
solely by the phase of the desired output, as expected for the resonant limit. Finally,
we note that the same remarks as at the end of Sec. B.6.1 regarding the ability to
truncate the divergences of |Ω̃(t̃)| without significant loss in efficiency apply.

Using Eq. (B.39), we show in Sec. B.6.2 how to find the optimal decayless mode
s(z), which should then be used in Eq. (B.37) to shape the optimal control (using
Eqs. (B.90) and (B.91)). Having derived the optimal storage control in this way, we
can now explicitly verify the results obtained from the time reversal reasoning. Two
of these results are that the mode S(z̃, T̃ ) used in optimal storage is just the optimal
mode for backward retrieval and that the optimal storage efficiency and the optimal
retrieval efficiency are equal. One can explicitly verify these statements by checking
that the application of Eq. (B.39) to the iteration used to find the optimal s(z̃) gives
the iteration used to find the optimal backward retrieval mode, i.e.,

S2(z̃) =

∫ 1

0

dz̃′kr(z̃, z̃
′)S1(z̃

′), (B.92)

where kr(z̃, z̃
′) is defined in Eq. (B.15). Thus, S(z̃, T̃ ) that we compute from the

optimal s(z̃) using Eq. (B.39) is indeed the optimal mode for backward retrieval, and
the optimal storage efficiency is indeed equal to the optimal retrieval efficiency ηmax

r :

S(z̃, T̃ ) =
√

ηmax
r S̃d(1 − z̃). (B.93)

Another consequence of time reversal is the fact that the optimal storage control
for a given input mode is the time reverse of the control that gives optimal backward
retrieval into the time reverse of that input mode. One can verify this directly by
comparing the expressions of the magnitude and phase of the two controls. However,
a simpler approach is to consider Eout(t̃) given by Eq. (B.23) for the case of retrieval
with a certain control Ω̃(t̃) from the optimal mode, i.e., S(z̃) = S̃d(z̃). We then use
Eq. (B.34) to compute the spin wave S2(z̃) that results from storing E∗

out(T̃ − t̃) with
Ω̃∗(T̃− t̃). In the limit T̃ → ∞ (to make sure that we fully retrieve Eout before sending
its time reverse back in), we can take the time integral explicitly to find

S2(z̃) =

∫ 1

0

dz̃′kr(z̃, z̃
′)S̃d(1 − z̃′) = ηmax

r S̃d(1 − z̃), (B.94)

where in the last step we used the definition of S̃d(1 − z̃) as the eigenvector of kr

with the largest eigenvalue ηmax
r equal to the optimal retrieval efficiency. Thus, the

total efficiency of optimal retrieval followed by time-reversed storage is (ηmax
r )2. So
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we have shown explicitly that the time reverse of optimal retrieval gives storage into
S̃d with the maximum efficiency ηmax

r , confirming what we have shown in Sec. B.4
based on general time reversal arguments. Since we have shown in this Section that
the optimal control field is unique, we have therefore confirmed that the control that
optimally stores a given input and the control that optimal retrieves into the time
reverse of that input are time-reverses of each other.



Appendix C

Optimal Photon Storage in Atomic
Ensembles: Effects of
Inhomogeneous Broadening

C.1 Introduction

In Chapter 2 and Appendices A and B, we carried out the optimization of photon
storage in homogeneously broadened Λ-type media. At the same time, many experi-
mental realizations, such as the ones using warm atomic vapors [80] or the ones using
impurities in solid state samples [94, 290, 291, 95], have some degree of inhomoge-
neous broadening, whose presence will modify the optimal control strategy and the
values for the maximum efficiency. The subject of the present Appendix is the exten-
sion of the analysis of Chapter 2 and Appendices A and B to include inhomogeneous
broadening.

The remainder of the present Appendix is organized as follows. In Sec. C.2, we
discuss the effects of inhomogeneous broadening assuming that the atoms fully redis-
tribute themselves between frequency classes during the storage time, which would
be the case, for example, in Doppler-broadened atoms with sufficiently long storage
times. In particular, we optimize the storage process and show that at high enough
optical depth, all atoms contribute coherently as if the medium were homogeneously
broadened. Then in Sec. C.3, we discuss the effects of inhomogeneous broadening as-
suming there is no redistribution between frequency classes during the storage time,
which would be the case in atomic vapors for short storage times or in solid state
samples. In particular, we discuss the advantages and limitations of reversing the
inhomogeneous broadening during the storage time [87], as well as suggest a method
for achieving high efficiencies with a nonreversible spectrally well-localized inhomoge-
neous profile. In Sec. C.4, we summarize our analysis of the effects of inhomogeneous
broadening. Finally, in Sec. C.5, we present some details omitted in the main text.

186
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Figure C.1: Λ-type medium coupled to a classical field (solid) with Rabi frequency
Ω(t) and a quantum field (dashed). Collective enhancement [76] effectively increases
the atom-field coupling constant g up to g

√
N , where N is the number of atoms in

the medium. ∆j is a frequency shift due to inhomogeneous broadening.

C.2 Inhomogeneous Broadening with Redistribu-

tion between Frequency Classes during

the Storage Time

In this Section, we consider a particular case of inhomogeneously broadened media:
the case of a Doppler-broadened atomic vapor in free space. We first describe our
model in Sec. C.2.1. We then use this model in Sec. C.2.2 to analyze storage and
retrieval of photons in Doppler-broadened media.

C.2.1 Model

As in Appendix B, we consider a free-space medium of length L and cross-section
area A containing N =

∫ L

0
dzn(z) atoms, where n(z) is the number of atoms per unit

length. We assume that within the interaction volume the concentration of atoms is
uniform in the transverse direction. The atoms have the Λ-type level configuration
shown in Fig. C.1. They are coupled with a collectively enhanced coupling constant
g
√
N (g assumed to be real for simplicity) to a narrowband quantum field centered at

a frequency ω1 and described by a slowly varying operator Ê(z, t). The atoms are also
coupled to a copropagating narrowband classical control field centered at frequency
ω2 with a Rabi frequency envelope Ω(z, t) = Ω(t − z/c). We assume that quantum
electromagnetic field modes with a single transverse profile are excited. As discussed
in detail in Appendix B, we neglect reabsorption of spontaneously emitted photons
and treat the problem in a one-dimensional approximation.

In order to model the inhomogeneous broadening, we sort all the atoms into
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separate velocity classes labeled by j, such that all atoms in a certain velocity class
have approximately the same velocity vj. We will assume that during the experiment
the atoms do not change their positions significantly compared to the longitudinal
variation of the fields. Therefore, the Doppler effect will be the only effect of nonzero
atomic velocities that we will consider.

Furthermore, we will assume that the difference in the Doppler shifts of the two
optical transitions can be neglected so that atoms in all velocity classes can simulta-
neously stay in two-photon resonance with the two fields. For copropagating beams,
this assumption is exactly satisfied if the two metastable states are degenerate. More-
over, below we shall consider a storage technique which we refer to as fast storage
(see Chapter 2 and Appendix B), where the control field consists of a simple π pulse,
which will work perfectly provided its Rabi frequency is much greater than the broad-
ened linewidth. In this case, the assumption of equal Doppler shifts of the two optical
transitions is thus not needed. However, we shall also consider the so-called adiabatic
storage schemes (see Chapter 2 and Appendix B), where the splitting of the two
metastable levels by a nonzero frequency difference ωsg, as well as Doppler broaden-
ing occurring for noncopropagating fields, will play a role [336]. In order to ensure
that the difference in Doppler shifts has a negligible effect in this situation, we con-
sider copropagating beams and assume that the total accumulated phase difference
Tvωsg/c is much less than unity, where v is the thermal speed of the atoms, c is
the speed of light, and T is the duration of the incoming quantum light pulse. This
condition is usually satisfied even in room-temperature experiments, such as the ex-
periment using 87Rb vapor in Ref. [80], where ωsg = (2π)6.8 GHz and T ∼ 200µs,
which gives Tvωsg/c < 0.01.

For simplicity, we also assume that the velocities do not change during the pro-
cesses of storage and retrieval but fully rethermalize during the storage time [T, Tr].
The atoms thus fully redistribute themselves among different velocity classes during
the storage time, and at time Tr the spin wave is the same across all velocity classes. In
addition to being relevant for Doppler broadening, much of the discussion of this Sec-
tion will also apply to solid state systems with inhomogeneous broadening. The fact
that solid state impurities do not have the redistribution between frequency classes
during the storage time (which we assume in this Section) will, however, introduce
modifications. Some of these modification are discussed in Sec. C.3.

We assume that the control is detuned by ∆ with respect to stationary atoms,
ω2 = ωes − ∆, while the quantum field is in two-photon resonance, i.e., ω1 = ωeg − ∆
(where ωes and ωeg are atomic transition frequencies). We define the same slowly
varying operators as in Eqs. (B.57)-(B.61), except now, at each z and t, we have
continuous atomic operators for each velocity class. For example, we define

σ̂j
µµ(z, t) =

√
pj

1

N j
z

Nj
z

∑

i=1

σ̂j(i)
µµ (t), (C.1)
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where j indicates the velocity class, i runs over the N j
z atoms near z in the velocity

class j, pj is the fraction of atoms in the velocity class j,
∑

j pj = 1, and σ
j(i)
µν =

|µ〉j(i)〈ν| indicates the internal state operator between states |µ〉 and |ν〉 for the ith
atom in the jth velocity class.

As in Appendices A and B, we use the dipole and rotating-wave approximations,
assume that almost all atoms are in the ground state at all times, and consider
equations of motion only to first order in Ê . As described in Appendices A and B,
under reasonable experimental conditions, the incoming noise corresponding to the
decay of atomic coherences is vacuum, and efficiency is the only number we need in
order to fully characterize the mapping. Following then the same steps as in Sec. B.2,
we obtain complex number equations

(∂t + c∂z)E = ig
√
N
∑

j

√
pjPjn(z)L/N, (C.2)

∂tPj = −(γ+i(∆+∆j))Pj +ig
√
N
√
pjE+iΩSj , (C.3)

∂tSj = iΩ∗Pj , (C.4)

where γ is the polarization decay rate, ∆j = ωj
es − ωes = ωesvj/c is the Doppler shift

due to the velocity vj of the jth velocity class, Pj is the complex number representing
the optical polarization

√
Nσ̂j

ge, and Sj is the complex number representing the spin

wave
√
Nσ̂j

gs. We assume in Eq. (C.4) that the decay rate of the spin wave Sj is
negligible. As in Eqs. (B.5)-(B.7), we now go into the comoving frame t′ = t − z/c,
introduce the dimensionless time t̃ = γt′ and a dimensionless rescaled coordinate
z̃ =

∫ z

0
dz′n(z′)/N , absorb a factor of

√

c/(Lγ) into the definition of E , and obtain

∂z̃E = i
√
d
∑

j

√
pjPj , (C.5)

∂t̃Pj = −(1 + i(∆̃ + ∆̃j))Pj + i
√
d
√
pjE + iΩ̃Sj, (C.6)

∂t̃Sj = iΩ̃∗Pj, (C.7)

where we have identified the optical depth d = g2NL/(γc), and where Ω̃ = Ω/γ,
∆̃ = ∆/γ, and ∆̃j = ∆j/γ. Note that d is defined here as the optical depth that the
sample would have had if there were the same number of atoms but no inhomogeneous
broadening. This quantity should not be confused with the actually measured optical
depth d′. With inhomogeneous broadening, the measured value will be lower: d′ < d.
Later, we shall derive explicit relations between these two quantities. It is essential
to realize that both quantities d and d′ play a role in the performance of the memory,
as we shall see below.

We assume that all atoms are initially pumped into the ground state, i.e., no P
or S excitations are present in the atoms. We also assume that the only input field
excitations initially present are in the quantum field mode with a normalized envelope
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shape Ein(t̃) nonzero on [0, T̃ ] (where T̃ = Tγ). The goal is to store the state of this
mode into some spin-wave mode and at a time T̃r > T̃ retrieve it onto an output field
mode. The initial conditions for storage are Sj(z̃, 0) = 0 and Pj(z̃, 0) = 0 for all j
and E(0, t̃) = Ein(t̃), and the storage efficiency is given by

ηs =
(number of stored excitations)

(number of incoming photons)
=

∫ 1

0

dz̃|S(z̃, T̃ )|2, (C.8)

where S(z̃, T̃ ) =
∑

j

√
pjSj(z̃, T̃ ) is the spin wave, to which all Sj average after

rethermalization. The initial conditions for retrieval are E(0, t̃) = 0, and, for all j,
Pj(z̃, T̃r) = 0, and Sj(z̃, T̃r) =

√
pjS(z̃, T̃ ) or Sj(z̃, T̃r) =

√
pjS(1− z̃, T̃ ) for forward or

backward retrieval, respectively (as in Appendix B). The total efficiency of storage
followed by retrieval is then given by

ηtot =
(number of retrieved photons)

(number of incoming photons)
=

∫ ∞

T̃r

dt̃|Eout(t̃)|2, (C.9)

where Eout(t̃) = E(1, t̃). If during retrieval we instead start with Sj(z̃, T̃r) =
√
pjS(z̃)

for some normalized spin wave S(z̃), then the same equation will give the retrieval
efficiency from this mode:

ηr =
(number of retrieved photons)

(number of stored excitations)
=

∫ ∞

T̃r

dt̃|Eout(t̃)|2. (C.10)

For completeness, we note that, for the cavity model described in Appendix A, the
equations corresponding to Eqs. (C.5)-(C.7) above are (without rescaling of variables)

Eout = Ein + i
√

2γC
∑

j

√
pjPj , (C.11)

∂tPj = −(γ + i(∆ + ∆j))Pj − γC
√
pj

∑

k

√
pkPk + iΩSj + i

√

2γC
√
pjEin,(C.12)

∂tSj = iΩ∗Pj, (C.13)

where C is the cooperativity parameter equal to the optical depth of the ensemble
multiplied by the cavity finesse. The initial conditions for storage in the cavity model
are Sj(0) = 0 and Pj(0) = 0 for all j and Ein(t) 6= 0, while the initial conditions for
retrieval are Sj(Tr) =

√
pjS(T ) and Pj(Tr) = 0 for all j and Ein(t) = 0. It is assumed

that during the storage time atoms rethermalize and all Sj average to the same value
S(T ) =

∑

j

√
pjSj(T ).

In the homogeneously broadened case discussed in Appendices A and B, we defined
the so-called adiabatic and fast regimes for storage and retrieval. Both of these limits
can also be achieved in the presence of Doppler broadening. The adiabatic regime
corresponds to smooth control and input fields such that the optical polarization Pj
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in Eq. (C.6) (or Eq. (C.12) for the case of the cavity model) can be adiabatically
eliminated. The fast regime corresponds to storage and retrieval techniques in which
the control field consists of a very short and powerful resonant π pulse between states
|s〉 and |e〉. The only difference in the requirements from the homogeneously broad-
ened case is that now the control field Ω in the π pulse must also be much greater
than the inhomogeneous width. We refer the reader to Appendix A for a detailed
discussion of the adiabatic and fast photon storage techniques, as well as for a full
list of references.

Equations (C.5)-(C.7) can be solved numerically by introducing sufficiently many
discrete velocity classes. However, when the control is constant (i.e., a step) or when
we are in the fast limit, these equations can be solved without discretizing the velocity
distribution by using Laplace transformation in time, t̃→ v. In this case, the inverse
Laplace transform has to be taken numerically at the end. Alternatively, in the case
of retrieval alone or in the case of storage followed by retrieval, if one is interested only
in the efficiency and not in the output mode, one can compute this efficiency both
in the free-space model and in the cavity model without computing Eout(t̃) directly
from the Laplace transform Eout(v) as

ηr =
1

2π

∫ ∞

−∞
dξ |Eout(v = iξ)|2 . (C.14)

Below we shall use both the numerical method with discrete velocity classes and the
method of the Laplace transformation in time.

C.2.2 Retrieval and Storage with Doppler Broadening

An important result in the discussion of homogeneously broadened ensembles in
Appendices A and B was the result that the retrieval efficiency is independent of the
shape of the control and the detuning, provided that all excitations are pumped out
of the system. Moreover, in both the cavity and the free-space cases we were able to
deduce in Appendices A and B explicit formulas for the retrieval efficiency. Although
in the inhomogeneously broadened case discussed in the present Appendix we have
not been able to find an explicit formula for the retrieval efficiency, we will present
now the proof that even with inhomogeneous broadening the retrieval efficiency is
independent of the detuning ∆ and the control shape Ω(t).

We consider first the cavity model given in Eqs. (C.11)-(C.13). Since we are
interested in retrieval, we set Ein = 0. We also consider a general situation, in which
Sj(t = 0) are not necessarily equal for different velocity classes j (we also shifted for
simplicity the beginning of retrieval from t = Tr to t = 0). Then, using Eq. (C.11),
the retrieval efficiency is

ηr =

∫ ∞

0

dt |Eout(t)|2 = 2γC
∑

j,k

√
pjpk

∫ ∞

0

dtPj(t)P
∗
k (t), (C.15)



Appendix C: Optimal Photon Storage in Atomic Ensembles: Effects of
Inhomogeneous Broadening 192

and the following identity can be explicitly verified from Eqs. (C.12) and (C.13):

d

dt
(PjP

∗
k + SjS

∗
k) = −(2γ + i(∆j − ∆k))PjP

∗
k (C.16)

−γC
∑

i

√
pi(

√
pjPiP

∗
k +

√
pkPjP

∗
i ).

If M is the number of velocity classes, Eq. (C.16) stands for M2 equations in M2

variables PiP
∗
k . We can write them in matrix form and, in principle, invert the

M2×M2 matrix on the right-hand side and thus solve for PjP
∗
k as a linear combination

of d
dt

(PaP
∗
b + SaS

∗
b ) for various a and b. Inserting this into Eq. (C.15), applying the

fundamental theorem of calculus, and assuming the retrieval is complete (i.e., no
excitations remain in the atoms), the retrieval efficiency can be expressed as a linear
combination of Sa(0)S∗

b (0), and is thus independent of control and detuning.
In Sec. C.5.1, we present an analogous derivation, which shows that the free-space

retrieval efficiency in the presence of inhomogeneous broadening is also independent
of detuning and control. Numerical calculations also show that adiabatic elimination
of Pj, as in the homogeneously broadened case discussed in Appendices A and B,
does not change the exact value of the efficiency.

Since the retrieval efficiency is thus independent of the exact method used for
retrieval, we shall here mainly consider the fast retrieval from S(z̃). In this case
Laplace transformation in time can be used to solve the problem analytically. We will
focus for the rest of this Section on the free-space model. We assume that the retrieval
π pulse arrives at t̃ = 0 and that it perfectly transfers Pj(z̃) = 0, Sj(z̃) =

√
pjS(z̃)

to Pj(z̃) = i
√
pjS(z̃), Sj(z̃) = 0. After the π pulse, we Laplace-transform Eqs. (C.5)

and (C.6) in time t̃→ v and obtain

∂z̃E = i
√
d
∑

j

√
pjPj, (C.17)

vPj − i
√
pjS(z̃) = −(1 + i∆̃j)Pj + i

√
d
√
pjE . (C.18)

Solving for Pj from the second equation and inserting it into the first equation, we
find

E(z̃ = 1, v) = −
∫ 1

0

dz̃S(z̃)
√
df(v)e−df(v)(1−z̃), (C.19)

where

f(v) =
∑

j

pj
1

1 + v + i∆̃j

=

∫ ∞

−∞
d∆̃p(∆̃)

1

1 + v + i∆̃
, (C.20)

and where p(∆̃) is the Doppler profile.
In Doppler-broadened media, the resonant optical depth is reduced by a factor

of ∼ γ/∆I, where ∆I is the width of the (inhomogeneous) Doppler profile. The
naive expectation would therefore be that we could simply treat Doppler-broadened
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atoms as Doppler-free but with a reduced optical depth. As we will show below,
this prescription would be correct if the broadened line shape were a Lorentzian, as
considered, e.g., in Ref. [337, 338, 339]. For a Gaussian profile this prescription is,
however, not applicable, and qualitatively different behavior is obtained.

To proceed, we first evaluate f(v) for three different inhomogeneous profiles p(∆̃).
For a homogeneously broadened ensemble, the line shape function p(∆̃) is just a δ
function:

p(∆̃) = δ(∆̃), (C.21)

f(v) =
1

1 + v
. (C.22)

If we have a Lorentzian inhomogeneous profile with ∆I half width at half maximum
(HWHM), we get (with ∆̃I = ∆I/γ)

p(∆̃) =
∆̃I

π

1

∆̃2 + ∆̃2
I

, (C.23)

f(v) =
1

1 + v + ∆̃I

. (C.24)

For a Gaussian inhomogeneous profile with (rescaled by γ) standard deviation σ (and
rescaled HWHM ∆̃I = σ

√
2 ln 2),

p(∆̃) =
1√

2πσ2
exp

(

− ∆̃2

2σ2

)

, (C.25)

f(v) =

√

π

2σ2
e

(1+v)2

2σ2 erfc

[

1 + v√
2σ

]

, (C.26)

where the last equality assumes Re[v] ≥ 0, and the complementary error function is
defined as erfc(x) = 1 − π−1/22

∫ x

0
exp(−x′2)dx′. Using the definition of erfc, we can

analytically continue f(v) into Re[v] < 0.
If we insert the Lorentzian result for f(v) from Eq. (C.24) into Eq. (C.19) and

rescale v, we find that, compared to homogeneous broadening (Eq. (C.22)), the
Lorentzian broadening effectively just replaces γ with γ + ∆I, which is equivalent
to reducing d by a factor of 1/(1+∆I/γ) (which for ∆I ≫ γ is equal to γ/∆I). There-
fore, since we have shown that the retrieval efficiency is independent of the retrieval
method, the naive rescaling of d to dγ/∆I can indeed be used to calculate the retrieval
efficiency when the broadening is Lorentzian. Similarly, the same can be shown for
the cavity model.

For Doppler broadening, p(∆̃) is, however, Gaussian as in Eq. (C.25). Using
Eqs. (C.14) and (C.19), we can write the retrieval efficiency in the form

η[S(z̃)] =

∫ 1

0

dz̃

∫ 1

0

dz̃′k(z̃, z̃′)S(z̃)S∗(z̃′) (C.27)
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for some complicated kernel k. Applying the iterative technique used in Sec. B.3 or
by directly diagonalizing k on a grid, we can compute the optimal retrieval modes
(i.e., the eigenvectors with the largest eigenvalues) for each d and σ.

Before plotting and analyzing the optimal spin waves and the maximum efficiency
obtained using Eq. (C.27), let us discuss what we expect. Assuming ∆I ≫ γ, the
resonant optical depth is reduced to d′ = d(γ/∆I)

√
π ln 2 in the presence of Gaussian

broadening. In contrast to retrieval with a Lorentzian profile, however, retrieval with
a Gaussian profile is not equivalent to Doppler-free retrieval with reduced optical
depth (as we can see by comparing Eqs. (C.26) and (C.22)). Moreover, we will show
now that, with true (Gaussian) Doppler broadening, at high enough optical depth all
atoms contribute coherently as if the medium were homogeneously broadened, which
is the main result of this Section. Although this result holds for any control, it is
most easily explained in the case of fast retrieval: after the π pulse, the spontaneous
emission (or more precisely the polarization decay at a rate γ) and the dephasing due
to the inhomogeneous broadening will cause the polarization P (t) =

∑

j

√
pjPj(t)

(with an initial velocity-symmetric polarization Pj(0) =
√
pjP (0)) to decay as (using

the original units)

P ∼ e−γt

∫

d∆e−i∆tp(∆/γ)/γ = exp
[

−γt− ∆2
I t

2/(4 ln 2)
]

, (C.28)

where we have used p(∆/γ) from Eq. (C.25). Thus, losses induced by Gaussian
broadening are non-Markovian. Since the time required for fast retrieval varies as
t ∼ 1/(γd) (see, for example, Appendix B), Doppler-induced losses become negligible
compared to spontaneous emission losses for sufficiently large d (d ≫ (∆I/γ)2 or,
equivalently, d′ ≫ ∆I/γ), and the system will behave as if there were no inhomoge-
neous broadening. The essential step in this last derivation is that the second moment
〈∆2〉 with respect to p(∆/γ) is finite, and the result is thus applicable to any inho-
mogeneous profile falling off faster than a Lorentzian. In contrast, for a Lorentzian
profile, the optical polarization decay would be

P ∼ exp(−γt− ∆It), (C.29)

and we recover the effective rescaling of γ up to γ+∆I, which is equivalent to a simple
rescaling of d down to d′.

We now turn to the discussion of the optimal velocity-symmetric spin-wave modes
S(z̃) obtained under Gaussian broadening using Eq. (C.27). These optimal modes are
plotted (for forward retrieval) in Fig. C.2 for d′ = 0.17, 0.67, 3.69, 14.25 and ∆I = 88γ,
which corresponds to the Rb D1 line at room temperature (assuming 2γ is the natural
linewidth). Indeed, at sufficiently high optical depth, the optimal mode approaches
S(z̃) =

√
3z̃ (which we have derived in the homogeneously broadened case considered

in Appendix B), since according to the argument above, Doppler broadening plays
no role at sufficiently high d.
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Figure C.2: Optimal spin-wave modes to retrieve from (in the forward direction)
at the indicated values of d′ in the presence of (Gaussian) Doppler broadening with
HWHM ∆I = 88γ.

The above calculation (via Eq. (C.27)) of the optimal spin wave yields the optimal
retrieval efficiency. Using the general time-reversal arguments presented in Appendix
B, which still apply with Doppler broadening, we can, however, also use these optimal
modes, to calculate the optimal efficiency for the combined process of storage followed
by retrieval. The optimal symmetric modes (Sj(z̃) = S(z̃) for all j) for retrieval, which
we have found above, are all real. Time reversal thus shows that the optimal storage
into the symmetric mode, is obtained by time-reversing retrieval, and has the same
efficiency as the retrieval. Note, however, that, in general, asymmetric modes may
also be excited during storage. In this Section, however, we assume that the atoms
rethermalize during the storage time. This washes out any amplitude on asymmetric
modes and the only relevant efficiency is the efficiency of storage onto the symmetric
mode. The total maximum efficiency for storage followed by retrieval will thus be the
square of the maximum retrieval efficiency (obtained as the largest eigenvalue of the
kernel in Eq. (C.27)). With circles in Fig. C.3, we show the maximum total efficiency
for storage followed by backward retrieval for ∆I = 88γ. The solid line in Fig. C.3 is
the Doppler-free maximum efficiency ηmax

back(d) from Fig. B.4. The dotted line is the
efficiency one would naively expect from a simple rescaling of the resonant optical
depth, ηmax

back(d′), where d′ = d(γ/∆I)
√
π ln 2. The dashed line is 5.8 (π/(4d′2) + 1/d),

which approximates the error fall-off of the points obtained from the full numerical
optimization of Eq. (C.27) (circles) reasonably well and comes from the following
heuristic model: t = 1/(γd) is inserted into Eq. (C.28), the exponential is expanded
to first order, and a prefactor of 5.8 is introduced to match the Doppler-free error at
large d, which is ∼ 5.8/d, as found in Appendix B.

Above, we found the optimal spin-wave modes for retrieval and the optimal re-
trieval efficiency by computing the eigenvector with the largest eigenvalue of the kernel
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Figure C.3: Error 1 − η as a function of unbroadened optical depth d for different
efficiencies η. ηmax

back(d) (solid) is the Doppler-free maximum total efficiency for any
storage followed by backward retrieval. The maximum total efficiency for storage
followed by backward retrieval with Doppler broadening of HWHM ∆I = 88γ (cir-
cles) does not follow ηmax

back(d′) (dotted), which is the efficiency one would expect from
naive rescaling of resonant optical depth, but follows more closely the heuristic model
5.8 (π/(4d′2) + 1/d) (dashed) described in the text.

in Eq. (C.27). As in the homogeneously broadened case discussed in Appendix B,
one can, in fact, interpret the iterations used in finding the largest eigenvalue as the
iterations of retrieval followed by storage of time-reversed output and control pulses.
To show this, we note that the retrieval in Eq. (C.19) inverse-Laplace-transformed
back to t̃ and the storage equation, which is obtained using the same steps, can be
written as

Eout(t̃) =

∫ 1

0

dz̃ m̃
(

t̃, z̃
)

S(1 − z̃), (C.30)

S(z̃, T̃ ) =

∫ T̃

0

dt̃ m̃
(

T̃ − t̃, z̃
)

Ein(t̃), (C.31)

for some function m̃. Since these equations satisfy the general time-reversal form of
Eqs. (B.35) and (B.36), the same results as in the homogeneously broadened case ap-
ply. In particular, using Eqs. (C.30) and (C.31), one can check that the maximization
of retrieval efficiency through the iterative integration of the kernel in Eq. (C.27) is
equivalent to retrieval followed by time reversal and storage. From Eqs. (C.30) and
(C.31), it also follows that, in order to optimize fast storage followed by fast forward
retrieval, one should start with any trial input mode, store it, retrieve forward, time-
reverse the whole process, and then iterate till convergence is reached, exactly as in
the homogeneously broadened case of Appendix B.

It is worth noting that a connection between time reversal and optimal photon
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storage in the photon-echo technique was first made for the case of ideal, reversible
storage in Refs. [86, 87, 294, 295, 296, 297]. In the present Appendix, in Chapter
2, and in Appendices A, B, and D, we extend this connection to a wide range of
storage techniques in Λ-type media and show that optimal storage is intimately con-
nected with time reversal, even when the dynamics of the system are not completely
reversible, and when the ideal unit efficiency cannot be achieved.

We have thus shown that time-reversal iterations can be used to optimize storage
followed by retrieval not only in the case of homogeneously broadened media discussed
in Chapter 2 and Appendices A and B, but also in the case of Doppler-broadened
media. As explained in Appendix B, such time-reversal iterations not only constitute
a convenient mathematical tool; they can, in fact, be used experimentally to find the
optimal input modes. In particular, as explained in Appendix B, since the envelope
E of the quantum light mode obeys the same equations of motion as classical light
pulses, one can first use the iterative procedure to optimize the storage of classical
light pulses, which can be easily measured and reversed, and then directly apply this
knowledge to the storage of quantum states of light. In fact, the first experiment on
time-reversal-based optimization has already been successfully carried out for classical
light and confirmed the validity of the suggested procedure, as we report in Sec. 3.3.

C.3 Inhomogeneous Broadening without Redistri-

bution between Frequency Classes during the

Storage Time

In the previous Section, we treated the case when inhomogeneously broadened
atoms redistribute themselves among different frequency classes during the storage
time, which is the case in Doppler-broadened atomic vapors for sufficiently long stor-
age times. This redistribution, however, does not take place in some other possible
experimental realizations, e.g., in Doppler-broadened atomic vapors with short stor-
age times or in solid state media. Therefore, in this Section, we consider what happens
when the redistribution among frequency classes does not take place.

In the case of fast storage and retrieval, provided the π pulse is applied at a
sufficiently high power, it does not matter whether the two optical transitions are
broadened independently or not, i.e., whether the |s〉 − |g〉 transition is broadened.
However, in the case of adiabatic storage and retrieval the assumption that the control
and the quantum field are always in two-photon resonance is crucial. Although the
only regime of storage and retrieval in inhomogeneously broadened media we will
consider in this Section is the fast regime, the analysis will also be extendable to
the adiabatic limit provided the |s〉 − |g〉 transition is homogeneously broadened. In
this case, Eqs. (C.5)-(C.7) apply without modification. The proof in Sec. C.5.1 that
the retrieval efficiency is independent of the detuning and the control, therefore, also
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applies.
Using the solution technique based on the Laplace transformation in time intro-

duced in Sec. C.2, one can show that when storage is followed by forward retrieval
and the inhomogeneous profile is Lorentzian, it actually does not matter whether the
atoms redistribute themselves among different frequency classes during the storage
time or keep their frequencies unchanged: the same efficiency and output field are
obtained. In this case, the results from Appendix B about homogeneous broadening
are directly applicable if one replaces d by d′. This is, however, not true for backward
retrieval with a Lorentzian inhomogeneous profile or for retrieval in either direction
with a Gaussian inhomogeneous profile. To obtain the efficiency in this situation, it
is therefore necessary to take into account the fact that the transition frequency of
each individual atom is the same during both storage and retrieval. Furthermore,
by controlling and reversing the inhomogeneous broadening, one can even achieve
rephasing of atomic excitations and, in fact, attain an increase in total efficiency rela-
tive to an unbroadened case [292, 87]. An exhaustive study of the problem of storage
followed by retrieval in media with no redistribution between frequency classes during
the storage time is beyond the scope of this work. Here we restrict ourselves only to
the investigation of fast storage followed by fast backward or forward retrieval in such
media. We also include the possibility of reversing the inhomogeneous profile during
the storage time as suggested in Refs. [292, 87]. In particular, in Sec. C.3.1, we set up
the equations for the problem of fast storage followed by fast retrieval in either direc-
tion with and without the reversal of the inhomogeneous profile. In Secs. C.3.2 and
C.3.3, we then discuss the results that these equations yield for the cases of storage
followed by backward retrieval without and with the reversal of the inhomogeneous
profile, respectively.

C.3.1 Setup and Solution

In this Section, assuming that the redistribution between frequency classes takes
place neither during the processes of storage and retrieval nor during the storage time,
we set up and solve the problem of fast storage followed by fast retrieval in the forward
or backward direction with or without the reversal of the inhomogeneous broadening.
Any storage with no redistribution between frequency classes (not only the fast limit)
can be computed numerically with discrete frequency classes for any kind of inho-
mogeneous profile and any control. To do this, one can just use Eqs. (C.5)-(C.7) for
both storage and retrieval and, depending on the direction of retrieval and on whether
the inhomogeneous profile is reversed during the storage time, make the appropriate
modification to the stored spin waves Sj(z̃, T̃ ) before retrieving it. However, as we
now show, the case of fast storage and fast retrieval can also be solved1 almost com-

1Adiabatic storage and retrieval with a step (i.e., constant) control profile can also be solved
using this technique. However, we will not pursue this investigation in the present work.



Appendix C: Optimal Photon Storage in Atomic Ensembles: Effects of
Inhomogeneous Broadening 199

pletely analytically using Laplace transformation in time, t̃ → v. Before the storage
π pulse is applied, Ω̃ = 0 in Eq. (C.6). Then for the fast storage of a resonant input
mode Ein(t̃), Eqs. (C.5) and (C.6) can be solved to give

Pj(z̃, v) = i
√
d

√
pj

1 + v + i∆̃j

Ein(v)e−dz̃f(v), (C.32)

where v is the Laplace variable, and f(v) is defined in Eq. (C.20) and is computed
for various inhomogeneous profiles in Eqs. (C.21)-(C.26).

To find the initial conditions for the subsequent retrieval, we take the inverse
Laplace transform u → t̃ = T̃ of Eq. (C.32) and multiply Pj by −1 to account for
the two π pulses (i.e., the storage and retrieval π pulses). If we are interested in
backward retrieval, Pj(z̃) should be flipped to Pj(1 − z̃). If we are interested in
reversing the inhomogeneous profile, the frequency classes should be reversed. Thus,
for example, for backward retrieval with the reversal of inhomogeneous broadening,
the initial condition for retrieval is Pj(z̃, T̃r) = −P−j(1 − z̃, T̃ ). Using Eqs. (C.5) and
(C.6) with Ω̃ = 0, we can then implement fast retrieval. The time Laplace transform
of the output field can then be found to be equal to

Eout(v)=L−1{A(v, v′)B(v, v′)Ein(v′)}v′→T̃ , (C.33)

where L−1 indicates that we should take the inverse Laplace transform v′ → T̃ ,
A(v, v′) depends on the direction of retrieval and is given by

A(v, v′) =
e−d(f(v)+f(v′ )) − 1

f(v) + f(v′)
, (C.34)

A(v, v′) =
e−df(v) − e−df(v′)

f(v) − f(v′)
(C.35)

for backward and forward retrieval, respectively, and B(v, v′) depends on whether the
inhomogeneous profile is reversed or not and is given by

B(v, v′) =
f(v) + f(v′)

2 + v + v′
, (C.36)

B(v, v′) =
f(v) − f(v′)

v′ − v
(C.37)

for reversed and not reversed cases, respectively.
For homogeneous broadening (Eqs. (C.21) and (C.22)) and for a Lorentzian inho-

mogeneous profile (Eqs. (C.23) and (C.24)), the inverse Laplace transforms v′ → T̃
and v → t̃ can be taken analytically in terms of Bessel functions and convolutions.
The case of homogeneous broadening has been studied in Appendix B, while the
analytical answer for the Lorentzian case is too complicated to yield any significant
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insight. For a Gaussian inhomogeneous profile (Eqs. (C.25) and (C.26)), the inverse
Laplace transforms have to be taken numerically. In all three cases, the efficiency can
be computed via Eq. (C.14) without taking the v → t̃ inverse Laplace transform.

If we are interested not only in computing the total efficiency of storage followed
by retrieval for some given input photon mode, but also in maximizing the efficiency
with respect to the input mode shape, we can again take advantage of time reversal.
We will show now that in all four cases (i.e., either of the two retrieval directions,
with or without the reversal of broadening), the optimal input pulse shape can be
found by starting with any trial input, carrying out storage followed by retrieval, then
time-reversing the output, and iterating the procedure till convergence is reached. To
begin the proof, we note that A(v, v′) and B(v, v′) are symmetric with respect to the
exchange of the two arguments. Therefore, Eq. (C.33) and the convolution theorem
for Laplace transforms imply that we can write

Eout(t̃) =

∫ T̃

0

dt̃′Ein(t̃′)m′(t̃, T̃ − t̃′) (C.38)

for some function m′ that is symmetric with respect to the exchange of its two ar-
guments. One can also check that m′, and hence the optimal input mode, are real.
Assuming, therefore, a real Ein(t̃), the total efficiency is

η =

∫ T̃

0

dt̃

∫ T̃

0

dt̃′Ein(t̃)Ein(t̃′)ktot(t̃, t̃
′), (C.39)

where the kernel ktot(t̃, t̃
′) (the subscript “tot” stands for the total efficiency, i.e.,

storage followed by retrieval) is given by

ktot(t̃, t̃
′) =

∫ T̃

0

dt̃′′m′(t̃′′, T̃ − t̃)m′(t̃′′, T̃ − t̃′), (C.40)

where we assumed T̃ is sufficiently large that the interval [0, T̃ ] includes the whole
retrieved pulse. To find the optimal Ein(t̃), one can thus start with a trial input mode
E1(t̃) and iterate the action of the kernel according to

E2(t̃
′) =

∫ T̃

0

dt̃E1(t̃)ktot(t̃, t̃
′). (C.41)

Using the symmetry of m′, one can immediately see that this iteration is equivalent
to carrying out storage followed by retrieval, time-reversing the output, repeating
the procedure, and time-reversing the output again. We will use these time-reversal
iterations in the following Sections to compute the optimal input modes. It is im-
portant to note that, as we have explained at the end of Sec. C.2.2, the time-reversal
iterations that we have just described not only constitute a convenient mathematical
tool; they can, in fact, be used experimentally to find the optimal input modes.
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In this Section, we set up and solved the problem of fast storage followed by
fast backward or forward retrieval with or without the reversal of the inhomogeneous
profile. In the next two Sections, we would like to analyze these solutions for the case
of backward retrieval.

C.3.2 Storage Followed by Backward Retrieval

In this Section, using the results of Sec. C.3.1, we would like to study the efficiency
of fast storage followed by fast backward retrieval in inhomogeneously broadened
media without redistribution between velocity classes, and without the reversal of
the inhomogeneous broadening during the storage time. This problem is motivated
by solid state implementations such as the one described in Refs. [340, 290, 291, 95],
where the line shape is created by pumping back some atoms from a broad spectral
hole feature. In this situation, one can consider what happens when one expands
the spectral region and pumps more and more atoms into the absorptive feature. In
this case, the resonant optical depth d′ is expected to be independent of the width
of the spectral feature that is pumped back into the absorption profile, whereas the
unbroadened optical depth d would increase with an increasing number of atoms
being pumped back. From the analysis of Sec. C.2, we expect the behavior to be
different depending on whether the line shape falls off as a Lorentzian or faster. In
particular, we found in Sec. C.2 that for a well-localized inhomogeneous line (e.g.,
a Gaussian), the losses due to dephasing are non-Markovian and, therefore, scale as
1/d′2, in contrast to the losses due to the exponential polarization decay with the rate
γ, which scale as 1/d. As another application of this idea, we show in this Section
that, for a Gaussian inhomogeneous profile, by increasing d, the error during fast
storage followed by fast backward retrieval can be lowered from the 1/d′ scaling for
the homogeneously broadened line (d = d′) to the 1/d′2 scaling for sufficiently large d.
Experimentally, d′ can be quite large (d′ ≈ 50 should be feasible by using a sufficiently
high impurity concentration and a sufficiently long sample length [292, 290, 291, 95]),
so that this could potentially yield a very high efficiency.

We begin the analysis by using the time reversal iterations suggested at the end
of Sec. C.3.1 to compute the optimal input pulse and the maximum possible effi-
ciency at various values of d and d′ assuming the inhomogeneous profile is Gaussian
(Eq. (C.25)). To compute the standard deviation σ of the Gaussian profile from the
values of d and d′, we use the following relationship:

d′ = d×
∫ ∞

−∞
d∆̃p(∆̃)

1

1 + ∆̃2
=

√

π

2

d

σ
e

1
2σ2 erfc

[

1√
2σ

]

, (C.42)

where the second factor in the integrand is the homogeneous line shape of HWHM
equal to 1 (recall that our frequencies are rescaled by γ).

In Fig. C.4, we show (solid lines) the optimal input modes for d′ = 20 and d =
20, 60, and 120. We see that these optimal input modes (for this value of d′) are very
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Figure C.4: The solid lines show the optimal input modes for d′ = 20 and d = 20, 60,
and 120 (the value of d is indicated on the plot) for storage followed by backward
retrieval in a medium with a Gaussian inhomogeneous profile, without the reversal of
the inhomogeneous broadening, and without averaging over frequency classes during
the storage time. The dashed lines show the corresponding optimal modes for d′ = d,
i.e., for the case of no inhomogeneous broadening.

similar to the optimal input modes (dashed lines) for the same d but without the
inhomogeneous broadening (i.e., d′ = d). The optimal modes thus have a duration
of approximately 1/(dγ), as discussed in Sec. B.7, and consist of a roughly triangular
pulse preceded by a few “wiggles.” These wiggles can be traced back to the zeroth-
order Bessel function of the first kind (i.e., J0) in Eq. (B.48) and can be associated
with Rabi oscillations between the electric field E and the optical polarization P . In
Fig. C.4, we assume that the storage π pulse is applied at t̃ = 0. Although the true
optimal input pulses extend to t̃ = −∞, they can, in practice, be truncated after
about two or three wiggles without decreasing the efficiency by more than 10−4.

To verify the prediction that, for sufficiently large d, the error should be limited
by 1/d′2, we computed the optimal (smallest) error by optimizing with respect to the
input mode at different values of d′ and d. The optimization was done numerically
using the time-reversal iterations suggested at the end of the previous Section. Figure
C.5(a) shows a log-log surface plot of this optimal (smallest) error 1− η as a function
of d′ and d/d′. As expected, we find that, for any fixed d′, the error is very well
approximated by c1 + c2/d at large d, where the constants c1(d

′) and c2(d
′) depend

on d′. c2(d′) is of order unity and increases approximately linearly from about 0.2
at d′ = 2 to 4.2 at d′ = 20. c1(d

′) represents the d′-limited error, i.e., the limit
d/d′ → ∞, when the 1/d error becomes negligible. This d′-limited error can be seen
at the d/d′ = 103 edge of the box in Fig. C.5(a) and is also plotted separately as a
thin solid line in the log-log plot in Fig. C.5(b). The dotted line in Figs. C.5(a) and
C.5(b) is 14.2/d′2 and is shown to indicate that the d′-limited error indeed scales as
1/d′2. To include the requirement that the efficiency drops to zero at d′ = 0 and to
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reproduce the 14.2/d′2 dependence that we see at larger d′, a dashed heuristic curve
1/(1 + 14.2/d′2) is shown in Fig. C.5(b). We see that it matches the exact value of
the d′-limited error (thin solid line) very well.

We compare this d′-limited error to the smallest possible error for the homoge-
neously broadened case d = d′, which can be seen at the d/d′ = 1 edge of the box in
Fig. C.5(a) and which is also plotted separately as a thick solid line in Fig. C.5(b).
This thick solid line is the same as the solid curve in Fig. B.4 and in Fig. C.3. Since
we know from the discussion in Appendix B that at high enough values of d (= d′),
this error scales as ∼ 5.8/d, we plot this 5.8/d scaling as the dash-dotted line in
Figs. C.5(a) and C.5(b). We thus see that, for a fixed d′, by increasing the num-
ber of atoms in the absorption line so that we go from d/d′ = 1 to d/d′ → ∞ (in
such a way that the inhomogeneous line is Gaussian), one can significantly lower the
optimal (smallest) error from a 1/d′ homogeneous error to a 1/d′2 inhomogeneous-
broadening-limited error. Although we have investigated only backward retrieval, we
expect that for the case of optimal storage followed by forward retrieval, the same
result will apply, and that the optimal 1/d′ homogeneous error can also be reduced
to a d′-limited 1/d′2 error. We also expect these error scalings to hold not only for
the Gaussian inhomogeneous profile but also for any inhomogeneous profile (such as,
for example, a square profile) whose tails fall off faster than Lorentzian.

To summarize, we have shown that, even without any additional experimental
requirements, the storage and retrieval by two fast π pulses may be a very promising
route to a quantum memory. Indeed, if the absorptive feature is sufficiently well
localized (falling off faster than a Lorentzian), the error may be limited to ∼ 1/d′2. In
a practical realization, it would, however, be necessary to include other imperfections
such as imperfect π pulses, imperfect synchronization between the storage π pulse and
the input pulse, and the limitations associated with the creation of an absorption line.
Furthermore, the optimal scenario described in this Section applies only to a single
input pulse shape at any given values of d and d′. For other pulse shapes, it may be
advantageous to combine the ideas of this Section with the reversible broadening of the
next Section and optimize with respect to both the width (and shape) of the original
nonreversible line and the width (and shape) of the extra reversible broadening.

C.3.3 Storage Followed by Backward Retrieval with the Re-

versal of the Inhomogeneous Profile

In the previous Section, we assumed that the inhomogeneous broadening had a
fixed distribution, e.g., due to different environments for each individual atom. In this
Section, using the results of Sec. C.3.1, we investigate the possibility of improving the
efficiency of fast storage followed by fast backward retrieval by adding and reversing
inhomogeneous broadening in an originally homogeneously broadened medium.

The possible advantage of inhomogeneous broadening was first considered in Ref.
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Figure C.5: (a) As a function of d′ and d/d′, the optimal (smallest) error of fast
storage followed by fast backward retrieval (surface). 5.8/d′ (dash-dotted line) is the
limiting behavior, found in Appendix B, of the homogeneous error (d/d′ = 1) for large
enough d (= d′). 14.2/d′2 (dotted) approximates the d′-limited error (d/d′ → ∞) near
d′ ∼ 10 − 20 and, probably, above. (b) As a function of d′, dash-dotted and dotted
lines are the same as in (a). The thick and thin solid lines are the d/d′ = 1 and
d/d′ → ∞ error curves, respectively, which can be read out from the surface plot in
(a). 1/(1 + 14.2/d′2) (dashed line) is a heuristic curve that matches the d′-limited
error (thin solid line) very well.

[86], where it was noted that Doppler broadening automatically reverses during back-
ward retrieval. This results in a reversal of the dephasing occurring during storage
and gives rise to photon echo. In Refs. [292, 87] it was then suggested that similar ef-
fects could be realized in solid state systems. Under the name of controlled reversible
inhomogeneous broadening (CRIB), the authors of Ref. [87] suggest implementing the
equivalent of the fast storage protocol considered in Appendix B, but in addition they
suggest controllably adding inhomogeneous broadening to the transition and then re-
verse the broadening during retrieval to obtain a rephasing2. Several experimental

2For clarity, we note that, although fast storage is indeed mentioned in Ref. [87] as a way of
extending storage time beyond 1/γ, the authors mainly focus on using only two levels and replacing
the application of two π pulses necessary for fast storage and retrieval with an application to each
atom of a position-dependent phase shift |g〉 → exp(2iωegz/c)|g〉, where z is the position of the
atom. The treatment of this method is, however, mathematically identical to the treatment of fast
storage with perfect π pulses and no decoherence during storage. Reference [292], in contrast, fully
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groups are currently working on the realization of CRIB [292, 94, 290, 291, 95]. We
will show that, although the introduction of reversible inhomogeneous broadening
can improve the efficiency of fast storage of a single pulse, the improvement relative
to the fast storage technique without inhomogeneous broadening is limited. We will
also show that CRIB can perform slightly better than optimal adiabatic storage in a
homogeneously broadened medium (discussed in Secs. B.6.2 and B.6.3), but only for
short pulses, for which the adiabaticity condition Tdγ ≫ 1 is not satisfied.

For concreteness, we consider the storage of a resonant Gaussian-like pulse of
variable time duration T defined, as in Eq. (B.40), by

Ein(t̃) = A(e−30(t̃/T̃−0.5)2 − e−7.5)/
√

T̃ (C.43)

and shown in Fig. B.3. A ≈ 2.09 is a normalization constant. We also restrict
ourselves to the situation where the medium is initially homogeneously broadened.
Although this is often a good approximation, the hole-burning technique in the solid
state [340], for example, will always result in some residual inhomogeneous broadening
of the prepared line, something that one may have to take into account in a complete
assessment of the performance of CRIB.

To investigate the performance of CRIB, we use the techniques described in
Sec. C.3.1. Let us initially assume Tγ ≪ 1, so that the decay can be ignored. As
a test case, we take the resonant Gaussian-like pulse of Eq. (C.43) and implement
fast storage of it (with a π pulse at t = T ) followed by fast backward retrieval. From
the discussion of CRIB [87], it is expected that adding some broadening and thereby
increasing the width of the absorption line, at the expense of a decreased resonant
optical depth, may increase the total efficiency. Excessive broadening will, however,
make the medium transparent and decrease the efficiency. At each value of Tdγ, there
is thus an optimal inhomogeneous width. In Fig. C.6, the total efficiency is plotted as
a function of Tdγ, for the homogeneously broadened case (dash-dotted line) and for
an inhomogeneously broadened medium (solid lines) with Gaussian (G) or Lorentzian
(L) inhomogeneous profiles optimized with respect to the inhomogeneous width. The
horizontal dashed line is 1. These curves are calculated by numerically computing, at
each Tdγ, the efficiency as a function of the inhomogeneous width and then finding
the width that gives the maximum efficiency at the chosen value of Tdγ. Note that,
even though we neglect the decay (γT ≪ 1), the quantity Tdγ = g2NTL/c may still
attain a non-negligible value for a sufficiently high optical depth d ≫ 1. In other
words, the curves in Fig. C.6 represent the limit Tγ → 0 and d→ ∞ with finite Tdγ.
Below Tdγ ∼ 1, adding broadening only lowers the efficiency, so that the optimal
curves (solid) join the unbroadened curve (dash-dotted). We see, however, that at in-
termediate values of Tdγ ∼ 10, introducing reversible inhomogeneous broadening can
increase the efficiency. The gain in efficiency is, however, limited. In an experimental

concentrates on what we call fast storage.
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Figure C.6: Total efficiency of fast storage followed by fast backward retrieval as a
function of Tdγ in the limit when Tγ → 0, d → ∞, but Tdγ is finite. The curves
show the efficiency without inhomogeneous broadening (dash-dotted line) and with
(solid lines) Gaussian (G) or Lorentzian (L) inhomogeneous profiles optimized with
respect to the inhomogeneous width. The horizontal dashed line is 1.

realization, one should therefore evaluate whether this gain justifies the additional
experimental efforts needed to implement the controlled reversible inhomogeneous
broadening.

In Fig. C.7, we plot ∆IT as a function of Tdγ, where ∆I is the optimal HWHM of
the Gaussian (G) or Lorentzian (L) inhomogeneous profile used to construct Fig. C.6.
The points are connected with straight lines for better visibility. The dashed and
dotted lines are 1.4(Tdγ−2)1/2 and 2.25(Tdγ−2)1/2, respectively, which indicates that
the optimal inhomogeneous HWHM ∆I scales approximately as

√
Tdγ/T , which is

different from the naive guess ∆I ∼ 1/T . We also see that, at a given Tdγ, the optimal
Gaussian profile is wider; and, moreover, from Fig. C.6, we see that optimal Gaussian
broadening gives greater efficiency than optimal Lorentzian broadening. One could
imagine that these two results are the consequence of the Gaussian frequency profile
of the input pulse. However, we ran an equivalent simulation with an input pulse
that has a Lorentzian spectrum; and also in this case the optimal Gaussian profile is
wider than the optimal Lorentzian profile and the optimal Gaussian broadening gives
a greater efficiency than the optimal Lorentzian broadening. These results reflect the
fact that the storage we are considering is a dynamical process and is therefore not
accurately described by its continuous-wave absorption profile. We believe that the
advantage of Gaussian broadening over Lorentzian comes from the fact that, as shown
in Sec. C.2, due to their non-Markovian nature, the dephasing losses associated with
Gaussian (and, hence, fast-falling) inhomogeneous broadening are smaller than the
losses associated with Lorentzian broadening.

To investigate the performance of the storage and retrieval protocol at a finite
optical depth, we now relax the assumption γT ≪ 1. With the pulse considered here
(Eq. (C.43)), the effect of the spontaneous emission γ on fast storage with CRIB
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Figure C.7: ∆IT as a function of Tdγ, where ∆I is the optimal HWHM of the Gaussian
(G) or Lorentzian (L) inhomogeneous profile. The points are connected with straight
lines to guide the eye. The dashed and dotted lines are 1.4(Tdγ−2)1/2 and 2.25(Tdγ−
2)1/2, respectively.

can be estimated based on simple arguments: the pulse is symmetric around T/2
so the excitation spends on average a time T/2 in the sample both during storage
and retrieval. In each of these processes, the efficiency is therefore decreased by
[exp(−γT/2)]2 so that the total efficiency is reduced by approximately exp(−2γT ).
We have explicitly verified this simple estimate for a few cases and found it to be true
both with and without broadening. The optimization of broadening without decay
therefore gives the same optimal inhomogeneous width as with decay. Since we have
in Sec. B.6.4 calculated adiabatic efficiencies for the same pulse shape, we can now
compare the performance of fast storage with and without CRIB to adiabatic storage.
In Fig. C.8(a), with d = 100, we compare the storage of the Gaussian-like pulse of
duration T of Eq. (C.43) (shown in Fig. B.3) followed by backward retrieval using
“optimal” adiabatic storage (dotted) or using fast storage without inhomogeneous
broadening (dash dotted) or with reversible optimal-width Lorentzian (L) or Gaussian
(G) broadening (solid). The horizontal dashed line is the optimal adiabatic efficiency,
while the second dashed line is exp(−2γT ), by which fast efficiencies are rescaled
relative to the Tγ → 0 limit of Fig. C.6. Figure C.8(b) is the same as Fig. C.8(a) but
for d = 1000.

First of all, from Fig. C.8, it is clear that, when Tγ & 1, fast storage efficiency,
with or without CRIB, deteriorates because the spontaneous emission decreases the
total efficiency by exp(−2γT ). Optimal adiabatic storage, on the other hand, does
well in this limit (provided we have a reasonable d). Moreover, in the adiabatic limit
Tdγ ≫ 1, optimal adiabatic storage with homogeneous broadening is always more
efficient than fast storage with or without CRIB. This follows from the fact that in
the adiabatic limit (Tdγ ≫ 1) the error in fast storage (≈ 1 − exp(−2γT ) ≈ 2γT ) is
greater than the error in adiabatic storage (∼ 5.8/d).



Appendix C: Optimal Photon Storage in Atomic Ensembles: Effects of
Inhomogeneous Broadening 208

G
L

�a�

0 25 50 75 100
T d Γ0

0.25

0.5

0.75

1

Η

G
L

�b�

0 25 50 75 100
T d Γ0

0.25

0.5

0.75

1

Η

Figure C.8: Storage and backward retrieval with and without reversible inhomoge-
neous broadening at finite optical depth d = 100 (a), and (b) 1000. The curves show
the total efficiency of storage followed by backward retrieval of the resonant Gaussian-
like pulse of duration T of Eq. (C.43) (shown in Fig. B.3) with “optimal” resonant
adiabatic storage (dotted) or with fast storage without inhomogeneous broadening
(dash dotted) or with reversible optimal-width Lorentzian (L) or Gaussian (G) broad-
ening (solid). The horizontal dashed line is the optimal adiabatic efficiency while the
second dashed line is exp(−2γT ), by which fast efficiencies are rescaled relative to
the Tγ → 0 limit of Fig. C.6.

Secondly, when Tdγ . 1, neither of the methods does very well. This follows
directly from the general time-reversal argument described in detail in Appendix B.
According to these arguments, the optimal storage is obtained as the time reverse
of optimal retrieval. One cannot therefore store faster than one can retrieve. The
fastest retrieval is obtained by using the fast retrieval method where the excitation
is transferred from state |s〉 into state |e〉 with a π pulse. With this procedure, all
atoms radiate in phase and, by constructive interference, give a short output pulse
of duration T ∼ 1/(dγ), as explained in Sec. B.7. This procedure gives the fastest
possible retrieval, and its time reverse is the fastest possible storage (which works
optimally only for certain input mode shapes). The storage and retrieval of any
mode thus becomes inefficient for Tdγ < 1. The particular Gaussian mode function
that we consider here does not correspond to the optimal mode and therefore its
fast storage-plus-retrieval efficiency (dash-dotted line in Fig. C.8) does not reach the
optimal efficiency (horizontal dashed line in Fig. C.8).

Third, when Tdγ . 25, reversible inhomogeneous broadening (CRIB) does help,
and, with it, the fast method may do slightly better than the adiabatic method with-
out inhomogeneous broadening. An interesting possibility is whether the controlled
addition and reversing of inhomogeneous broadening could improve the adiabatic
storage in the regime when the adiabaticity condition Tdγ ≫ 1 is not satisfied, but
this investigation is beyond the scope of the present work.

To summarize this investigation of the possible advantages of introducing a re-
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versible inhomogeneous broadening, we conclude that it does provide an improvement
of the efficiency, but that this improvement is limited. The fast storage technique
where one just applies a resonant π pulse without the additional broadening gives
comparable results for the pulse shape that we have considered here. Moreover,
even with an optimized inhomogeneous width, fast storage with CRIB performs only
slightly better than optimal adiabatic storage in the original homogeneously broad-
ened system and only when the input pulse does not satisfy the adiabaticity condition
Tdγ ≫ 1; while, for pulses satisfying the adiabaticity condition, adiabatic storage
performs better. Intuitively one might expect that a homogeneously broadened ab-
sorption line would not be able to efficiently store an input pulse with a bandwidth
that is much longer than the width of this line. One could have therefore expected
a large efficiency gain from the use of CRIB to shape the atomic line to match the
spectral profile of the input photon wave packet. The reason why such line shaping is
not necessarily much more effective than using the unmodified line is because storage
is a dynamical process; therefore, the relationship between the storage capability of
the medium and its continuous wave absorption spectrum is not trivial.

We should add, however, that we have here only considered a specific input shape
and the picture may be different if other inputs are considered. We also emphasize
that, unlike most results in this Appendix and in Appendices A and B, the efficiencies
presented in this Section do not represent the true optimum for our input pulse, since
one could optimize, for example, the time, at which the storage π pulse is applied.
Finally, it is worth noting that if one is free to choose the shape and duration of the
input pulse, then for any given d and any given inhomogeneous profile, as explained in
Sec. C.3.1, one can use the time-reversal iterations to find the optimal input pulse and
the maximum efficiency. We have checked for a Gaussian inhomogeneous profile that
at any given d, as the inhomogeneous width increases from zero, the maximum effi-
ciency drops. Although we have not checked this statement for other inhomogeneous
profiles, we believe it to be generally true that, if one has the freedom of optimizing
the shape and duration of the input pulse, then the addition and subsequent reversal
of inhomogeneous broadening only lowers the maximum efficiency.

We note, however, that our result that the adiabatic storage efficiency is always
comparable to or better than the efficiency of fast storage (with or without CRIB)
has been found assuming that in the adiabatic storage the |g〉 − |s〉 transition is not
inhomogeneously broadened. Although this holds in Doppler-broadened atomic va-
pors, the broadening of the |g〉 − |s〉 transition may be hard to suppress in many of
the systems considered for photon storage with CRIB (such as the rare-earth-ion-
doped crystal [292]). Therefore, although adiabatic storage in some of these systems
seems possible [289], fast storage may still be a better option. Moreover, although we
showed that, for fast storage of a single input mode, adding inhomogeneous broad-
ening may provide only small gains in efficiency, these gains might be much more
significant if several time-separated modes are to be stored together and the shape
of the inhomogeneous profile is allowed to be optimized. Further investigations are
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required to clarify these issues.

C.4 Summary

In conclusion, we have extended in this Appendix the analysis of photon storage
in Appendices A and B to include the effects of inhomogeneous broadening. In par-
ticular, we showed that in Doppler-broadened atomic vapors, at high enough optical
depth, all atoms contribute coherently as if the medium were homogeneously broad-
ened. We also showed that high-efficiency photon storage (error scaling as ∼ 1/d′2,
where d′ is the observed optical depth) can be achieved in solid state systems by cre-
ating a stationary spectrally well-localized inhomogeneous profile. Finally, we demon-
strated that the addition of reversible inhomogeneous broadening (CRIB) to an orig-
inally homogeneously broadened line does provide an improvement of the efficiency
of fast storage followed by fast retrieval, but that this improvement is limited: in
particular, in the adiabatic limit Tdγ ≫ 1 optimal adiabatic storage outperforms fast
storage with or without CRIB. These results aim at understanding the fundamental
limits for storage imposed by the optical depth of the medium. For a complete investi-
gation of the photon storage problem in inhomogeneously broadened media, there are
several other effects and experimental imperfections that should be included, such as,
for example, velocity changing collisions during the processes of storage and retrieval
in Doppler-broadened gases and imperfect synchronization between the input pulse
and the storage control pulse. A study of the former is in progress.

The presented optimization of the storage and retrieval processes in inhomoge-
neously broadened media leads to a substantial increase in the memory efficiency.
We therefore expect this work to be important in improving the efficiencies in current
experiments, where the optical depth is limited and where inhomogeneous broadening
plays an important role, such as in Doppler-broadened atoms in warm vapor cells [80]
and in inhomogeneously broadened solid state samples [290, 291, 95, 292].

Note added. As we were writing up the present work, a related paper appeared
[298], which discusses some of the issues considered in this Appendix.

C.5 Omitted Details

In the preceding Sections of this Appendix, to allow for a smoother presentation,
we omitted some of the details. We present them in this Section.
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C.5.1 Independence of Free-Space Retrieval
Efficiency from Control and Detuning

We showed in Sec. C.2.2 that for the case of inhomogeneous broadening that leaves
the |s〉−|g〉 transition homogeneously broadened, the retrieval efficiency in the cavity
model is independent of the control field and the detuning (provided all excitations
are pumped out of the atoms). In this Section, we show the the same result holds in
the free-space model.

We consider a general situation in which Sj(z̃, t̃ = 0) are not necessarily equal for
different velocity classes j (we assume here that retrieval begins at t̃ = 0). Laplace
transforming Eqs. (C.5)-(C.7) in space (z̃ → u) and using Ein = 0, we obtain

E = i

√
d

u
P, (C.44)

∂t̃Pj = −(1 + i(∆̃ + ∆̃j))Pj −
d

u

√
pjP + iΩ̃Sj , (C.45)

∂t̃Sj = iΩ̃∗Pj , (C.46)

where P =
∑

k

√
pkPk. The retrieval efficiency is then

ηr =
∑

j,k

√
pjpkL−1

{

d

uu′

∫ ∞

0

dt̃Pj(u, t̃)
[

Pk(u′∗, t̃)
]∗
}

, (C.47)

where L−1 stands for inverse Laplace transforms u→ z̃ and u′ → z̃′ with the evalua-
tion of both at z̃ = z̃′ = 1. From Eqs. (C.45) and (C.46), it follows that

d
dt̃

(

Pj(u, t̃)
[

Pk(u′∗, t̃)
]∗

+ Sj(u, t̃)
[

Sk(u′∗, t̃)
]∗)

=

−(2 + i(∆j − ∆k))Pj(u, t̃)
[

Pk(u′∗, t̃)
]∗

(C.48)

− d
u

√
pjP (u, t̃)

[

Pk(u′∗, t̃)
]∗− d

u′

√
pkPj(u, t̃)

[

P (u′∗, t̃)
]∗
.

If M is the number of velocity classes, Eq. (C.48) stands for M2 equations in M2

variables PiP
∗
k . We can write them in a matrix form and, in principle, invert the

M2×M2 matrix on the right-hand side and thus solve for PjP
∗
k as a linear combination

of d
dt

(PaP
∗
b + SaS

∗
b ) for various a and b. Inserting this into Eq. (C.47), applying the

fundamental theorem of calculus, and assuming the retrieval is complete (i.e., no
excitations remain in the atoms), the retrieval efficiency can be expressed as L−1 of
a linear combination (with u- and u′-dependent coefficients) of Sa(u, 0) [Sb(u

′∗, 0)]∗,
and is thus independent of control and detuning.



Appendix D

Optimal Photon Storage in Atomic
Ensembles: Optimal Control Using
Gradient Ascent

D.1 Introduction

Most of the results on photon storage presented in Chapter 2 and Appendices A-C
were obtained based on physical arguments and on exact solutions available in cer-
tain limits. However, the optimization problems discussed there fall naturally into the
framework of optimal control problems, for which powerful numerical optimization
methods exist [90, 89]. Thus, in the present Appendix, we apply these optimal control
methods to the problem of photon storage. As a result, we open up the possibility
of efficient photon storage in previously inaccessible regimes by increasing the band-
width of the memory and provide simple intuitive understanding for the optimization
methods underlying photon storage.

We refer the reader to Sec. A.1 for a comprehensive introduction to photon stor-
age in Λ-type atomic media and for the full list of references. Here we summarize
only a few important points. In a typical photon storage protocol, an atomic en-
semble with Λ-type level structure shown in Fig. D.1 is assumed to start with all
N atoms pumped into the metastable state |g〉. The incoming quantum light mode
is coupled to the |g〉 − |e〉 transition with a collectively enhanced coupling constant
g
√
N and is mapped onto the collective coherence (called a spin wave) between the

metastable states |s〉 and |g〉 using a classical two-photon-resonant control pulse with
time-dependent Rabi frequency Ω(t). Ideal mapping of the light mode onto the spin
wave and back can be achieved in an ensemble that has infinite resonant optical depth
d on the |g〉−|e〉 transition. However, despite the existence of proposals for achieving
high values of d [291], in most current experiments d (or the cooperativity parameter
C for ensembles enclosed in a cavity [93]) is limited to d ∼ 10 due to experimental

212
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Figure D.1: Λ-type medium coupled to a quantum field (dashed) with a collectively
enhanced coupling constant g

√
N and a two-photon-resonant classical field (solid)

with time-dependent Rabi frequency Ω(t) .

imperfections such as competing four-wave mixing processes [80], spatially-varying
light shifts [93], number of atoms in a trap [81, 287], or inhomogeneous broadening
and short interaction lengths [83, 95]. As a result of the limited optical depth, the
experimentally demonstrated efficiencies for the light-matter interface are low, which
makes the optimization of photon storage protocols at finite values of d crucial. The
optimization in Chapter 2 and Appendices A-C, as well as in the present Appendix,
relies on the knowledge of the shape of the incoming photon mode. Note that such
knowledge is not incompatible with storing unknown quantum states because the
mode usually acts simply as a carrier while the information is stored in the quantum
state of the harmonic oscillator corresponding to this mode [2]. A different type of
problem is the storage of an unknown mode or, equivalently, the storage of multiple
photonic modes within an ensemble [341]. While we believe that the optimization
procedures considered here will probably also be relevant to this situation, we shall
not discuss it in more detail here.

The main tool used in this Appendix is a numerical iterative optimization with
respect to some set of control parameters, which are updated to yield higher pho-
ton storage efficiency at every iteration. Such iterative optimization methods are a
standard tool in applied optimal control theory [90, 89]. These methods and their
variations are already being used in a variety of applications including laser control
of chemical reactions [312, 311, 342], design of NMR pulse sequences [313], loading
of Bose-Einstein condensates into an optical lattice [314], atom transport in time-
dependent superlattices [315], quantum control of the hyperfine spin of an atom [187],
and design of quantum gates [343, 344]. Although advanced mechanisms for updat-
ing the control parameters from one iteration to the next exist and exhibit superior
convergence characteristics [90, 309, 310, 314], we will concentrate in the present
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Appendix on optimization via a simple gradient ascent method [90, 89, 313, 187],
except for Sec. D.3 where advanced updating mechanisms will also be used. Gradient
ascent methods are often more efficient than simple variations of the control param-
eters using, e.g., genetic algorithms. Moreover, we will show that gradient ascent
optimization has the advantage that it can often be understood physically and can
provide deeper intuition for the photon storage problem. In particular, in Appendices
A-C, we used involved physical arguments and exact analytical solutions available in
certain limits to derive a time-reversal-based iterative optimization with respect to
the shape of the incoming photon mode. In the present Appendix, we show that
these time-reversal iterations and the general and often discussed connection between
optimality and time reversal in photon storage (see Chapter 2 and Refs. [86, 87, 345])
naturally follow from the gradient ascent method. The results of Appendices A-C
are, however, still crucial since they show in certain cases that the solutions obtained
via the local gradient ascent method represent global, rather than local, optima.

In addition to considering optimization with respect to the shape of the input
mode, we consider in the present Appendix optimization with respect to the storage
control field. In particular, we show that shaping the control field via the gradient
ascent method allows for efficient storage of pulses that are an order of magnitude
shorter than when the control field is optimized in the adiabatic approximation dis-
cussed in Chapter 2 and Appendices A and B. In other words, this new control
shaping method increases the bandwidth of the memory. Finally, we discuss the per-
formance of optimal control pulses in the context of photon storage via controlled
reversible inhomogeneous broadening (CRIB) [87]. In particular, assuming one is in-
terested in storing a single known incoming light mode and assuming one can shape
control pulses with sufficient precision, we are not able to identify any advantages of
CRIB-based photon storage compared to photon storage with optimal control pulses
in homogeneously broadened media.

The remainder of the Appendix is organized as follows. In Secs. D.2, D.3, and
D.4, we show how gradient ascent can be used to optimize with respect to the control
field, the input mode, and the inhomogeneous profile, respectively. We summarize
the discussion in Sec. D.5 and, finally, present some details omitted in the main text
in Sec. D.6.

D.2 Optimization with respect to the Storage

Control Field

In principle, both the incoming light mode and the classical control pulse may be
adjusted to maximize the light storage efficiency. However, it is often easier to vary
the classical control pulse. In particular, the photonic state we wish to store may
be some non-classical state generated by an experimental setup, where we cannot
completely control the shape of the outgoing wave packet. This is, e.g., the case



Appendix D: Optimal Photon Storage in Atomic Ensembles: Optimal Control Using
Gradient Ascent 215

for single photons generated by parametric down conversion [341, 99] or by single
nitrogen-vacancy centers in diamond [12], where the shape of the wave packet will be,
respectively, set by the bandwidth of the setup and the exponential decay associated
with spontaneous emission. Alternatively, the wave packet may also be distorted in an
uncontrollable way by the quantum channel used for transmitting the photonic state
[2]. In this Section, we therefore discuss optimization with respect to the storage
control field in both the cavity model (Sec. D.2.1) and the free space model (Sec.
D.2.2).

D.2.1 Cavity Model

As discussed in Appendices A and B, the cavity model, in which the atomic
ensemble is enclosed in a cavity, is theoretically simpler than the free space model
because only one collective atomic mode can be excited. In addition, as shown in
Appendices A and B, the cavity setup can yield higher efficiencies in certain cases
than the free space model due to the enhancement of the optical depth by the cavity
finesse and due to (for certain spin wave modes) better scaling of the error with the
optical depth d (1/d in the cavity vs. 1/

√
d in free space). We, therefore, start with

the cavity model. As in Appendix A, to get the closest analogy to the free-space
regime, we will discuss in the present Appendix only the so-called “bad cavity” limit,
in which the cavity mode can be adiabatically eliminated. However, the method of
gradient ascent can easily be applied outside of this limit, as well.

To simplify the discussion, we first consider the simplest example, in which one
stores a given resonant input mode into a homogeneously broadened ensemble en-
closed in a cavity and having negligible spin-wave decay rate. It is important to note
that, because only one spin-wave mode is accessible in the cavity model, the retrieval
efficiency is independent of how the storage is done (see Appendix A). This makes
it meaningful to optimize storage separately from retrieval [the latter does not have
to be optimized since its efficiency depends only on the cooperativity parameter (see
Appendix A)].

We follow the derivation of Appendix A to adiabatically eliminate the cavity mode
and to reduce the equations of motion to the following complex number equations on
the time interval t ∈ [0, T ]:

Ṗ (t) = −γ(1 + C)P (t) + iΩ(t)S(t) + i
√

2γCEin(t), (D.1)

Ṡ(t) = iΩ(t)P (t). (D.2)

Here the optical polarization P (t) on the |g〉−|e〉 transition and the spin polarization
S(t) on the |g〉 − |s〉 transition satisfy initial conditions P (0) = 0 and S(0) = 0,
respectively, corresponding to the absence of atomic excitations at t = 0. In this
example, the shape of the incoming mode Ein(t) is assumed to be specified, real, and

normalized according to
∫ T

0
dtE2

in(t) = 1. γ is the decay rate of the optical polarization
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and C is the collectively enhanced cooperativity parameter equal to the optical depth
of the atomic ensemble times the cavity finesse. The goal is to find the slowly varying
control field Rabi frequency envelope Ω(t) (assumed to be real) that maximizes the
storage efficiency ηs = |S(T )|2. [To avoid carrying around extra factors of 2, Ω(t)
is defined as half of what is usually called the Rabi frequency: it takes time π/(2Ω)
to do a π pulse]. For the moment, we suppose that there is no constraint on the
energy of the control pulse and return to the possibility of including such a constraint
below. It is worth noting that due to their linearity, the equations of motion (and all
the results of the present Appendix) apply equally well both to classical input fields
with pulse shapes proportional to Ein(t) and to quantum fields whose excitations are
confined to the mode described by Ein(t). The efficiency η is thus the only parameter
required to fully characterize the memory (see Sec. A.2).

Since the optimization of ηs is constrained by the equations of motion (D.1) and
(D.2), we introduce Lagrange multipliers P̄ (t) and S̄(t) to ensure that the equations
of motion are fulfilled, and turn the problem into an unconstrained maximization of
[90, 89]

J = S(T )S∗(T )

+

∫ T

0

dt
[

P̄ ∗
(

− Ṗ − γ(1 + C)P + iΩS + i
√

2γCEin

)

+ c.c.
]

+

∫ T

0

dt
[

S̄∗
(

−Ṡ + iΩP
)

+ c.c.
]

, (D.3)

where c.c. stands for the complex conjugate1.
The optimum requires that J is stationary with respect to any variation in P , S,

and Ω. As shown in Sec. D.6.1, setting J to be stationary with respect to variations
in P and S requires that the Lagrange multipliers (also referred to as the adjoint
variables) P̄ and S̄ satisfy the equations of motion

˙̄P = γ(1 + C)P̄ + iΩS̄, (D.4)
˙̄S = iΩP̄ , (D.5)

subject to boundary conditions at time t = T

P̄ (T ) = 0, (D.6)

S̄(T ) = S(T ). (D.7)

1In order to understand why complex conjugates have to be added in Eq. (D.3) and how to
take variations with respect to complex variables, one could rewrite the equations in terms of real
variables, that is, the real and imaginary parts of P and S. The variations with respect to the real
and imaginary parts can now be seen to be equivalent to treating the variables and their complex
conjugates as independent variables. Note, however, that this convention means that the gradient
ascent update for any complex variable Q is Q → Q + (1/λ) δJ/δQ∗ (we will use this for the
optimization with respect to complex Ein(t) and complex Ω(t)).
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These are the same equations as for S and P [Eqs. (D.1) and (D.2)] except that
there is no input field and that the decay with rate γ(1 +C) is replaced with growth,
which will function as decay for backward evolution. This backward evolution, in
fact, corresponds to retrieval with the time-reversed control field and can be imple-
mented experimentally as such (see Appendices A, B and Sec. 3.3). It is satisfying to
have obtained this purely mathematical and simple derivation of the often discussed
connection between optimality and time reversal in photon storage (see Chapters 2
and 3, Appendices A-C, and Refs. [86, 87, 345, 294, 295, 296, 297]). As explained
in Sec. A.1 and as shown in detail in Appendix B, this connection goes beyond the
perfect reversibility of unitary evolution discussed in Refs. [86, 87, 294, 295, 296, 297]
by including systems with non-reversible dynamics, as exemplified, for example, by
the decay rate γ in the present model.

Eqs. (D.4)-(D.7) ensure that J is stationary with respect to variations in P and
S. To find the optimum it remains to set to zero the functional derivative of J with
respect to Ω. This functional derivative is given by

δJ

δΩ(t)
= −2 Im

[

S̄∗P − P̄S∗] , (D.8)

where ”Im” denotes the imaginary part.
In general, if one has a real function of several variables, one way to find a local

maximum is to pick a random point, compute partial derivatives at that point, move
a small step up the gradient, and then iterate. The same procedure can be applied to
our optimal control problem [90, 89]. The gradient ascent procedure for finding the
optimal storage control pulse Ω(t) is to take a trial Ω(t) and then iteratively update
Ω(t) by moving up the gradient in Eq. (D.8) according to

Ω(t) → Ω(t) − 1

λ
Im
[

S̄∗P − P̄S∗] . (D.9)

where 1/λ regulates the step size. In order to compute the right hand side of Eq.
(D.9), one has to evolve the system forward in time from t = 0 to t = T using
Eqs. (D.1) and (D.2) to obtain S(t) and P (t). Then project the final atomic state
described by S(T ) and P (T ) onto S according to Eqs. (D.6) and (D.7) to obtain P̄ (T )
and S̄(T ). Then evolve S̄ and P̄ backwards in time from t = T to t = 0 according to
Eqs. (D.4) and (D.5).

In general, as in any gradient ascent method, the step size 1/λ in Eq. (D.9) has
to be chosen not too big (one should not go up the gradient so quickly as to miss the
peak) but not too small (in order to approach the peak relatively quickly). To achieve
faster convergence, one could use a different step size 1/λ for each iteration; but for the
problems considered in the present Appendix, convergence is usually sufficiently fast
that we do not need to do this (unless the initial guess is too far from the optimum, in
which case changing λ a few times helps). Moreover, in some optimization problems
[315], 1/λ has to be chosen such that it depends on the argument of the function we
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Figure D.2: Adiabatic (dotted) and optimal (solid) control fields for the storage
of a Gaussian-like input mode Ein(t) (dashed) in the cavity model with C = 10 and
T = 50/γ (a) and T = 0.5/γ (b). The four different optimal control pulses correspond
to four different initial guesses for the gradient ascent optimization. The adiabatic
control field agrees with the optimal one in the adiabatic limit (TCγ ≫ 1) (a) and
deviates from it otherwise (b).

are trying to optimize, i.e., in this case the time t; this is not required for the present
problems, and 1/λ is just taken to be a constant.

For example, let us take C = 1, Tγ = 10, and a Gaussian-like input mode

Ein(t) = A(e−30(t/T−0.5)2 − e−7.5)/
√
T , (D.10)

where A ≈ 2.09 is a normalization constant and where the mode is chosen to vanish
at t = 0 and t = T for computational convenience. Starting with an initial guess
Ω(t) =

√

γ/T and using λ = 0.5, it takes about 45 iterations for the efficiency to
converge to within 0.001 of the optimal efficiency of C/(1 + C) = 0.5 (see Appendix
A for the derivation of this formula). If, however, λ is too small (e.g. λ = 0.1), then
the step size is too large, and, instead of increasing with each iteration, the efficiency
wildly varies and does not converge.

We now compare the optimal control field shaping to the adiabatic control field
shaping presented in Appendix A. We first take C = 10 and consider the input
mode in Eq. (D.10) with T = 50/γ. Following Appendix A, we calculate the storage
control field using the adiabatic equations [Eq. (A.26)], then numerically compute
the storage efficiency with this control field, and multiply it by the complete retrieval
efficiency C/(1 + C) to obtain the total efficiency. Since we are in the adiabatic
limit (TCγ = 500 ≫ 1), the resulting total efficiency is equal to the maximum
possible efficiency C2/(1+C)2 = 0.83 (see Appendix A). Fig. D.2(a) shows the input
mode in Eq. (D.10) (dashed line) and the adiabatic storage control field (dotted line).
The optimal control field shaping using gradient ascent via Eq. (D.9) also yields the
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maximum possible efficiency C2/(1 + C)2 = 0.83 independent of the initial guess for
Ω(t). The four solid lines in Fig. D.2(a) show Ω(t) resulting from optimal control field
shaping for four different initial guesses, Ω(t)/γ = 0.2, 1, 2, and 3. The four optimal
control fields and the adiabatic control field agree except at small times. The reason
for the disagreement is that the dependence of storage efficiency on the front Section
of the control field is very weak because this Section affects only the front part of the
excitation, and a large part of this anyway leaks out at the back end of the atomic
ensemble. In fact, the dependence is so weak that gradient ascent leaves the front
part of the initial guesses almost unperturbed.

It is worth noting that, in general, gradient ascent methods are not guaranteed to
yield the global optimum, and the iterations may get trapped in a local maximum.
However, for our photon storage problem, we know what the global optimum is in
some cases. In particular, we have shown in Appendix A (for the cavity model)
and in Appendix B (for the free space model) that, in the adiabatic limit, adiabatic
control field shaping yields the global optimum. Since control shaping via gradient
ascent agrees with the adiabatic shaping in this limit, we have a strong indication
that gradient ascent always yields the global optimum also outside of the adiabatic
limit. The global optimum is here the (unique) maximum possible efficiency, which,
within the numerical error, is achievable for a variety of control fields due to the lack
of sensitivity to the control field for small times (see Fig. D.2).

We now repeat the same steps except that we use T = 0.5/γ. The resulting control
fields are shown in Fig. D.2(b). Again the four optimal control fields correspond to
different initial guesses [Ω(t)/γ = 2, 5, 8, and 11]. The adiabatic control field now
differs from the optimal one on the entire time interval. The reason is that the
adiabatic limit (TCγ ≫ 1) is not satisfied to a sufficient degree (TCγ = 5), and, as a
result, the adiabatic approximation does not work well. Indeed, the efficiency yielded
by the adiabatic control (0.49) is much smaller than that yielded by the optimal
control (0.81). Physically, the breakdown of the adiabatic approximation means that
the optical polarization P (t) no longer follows the spin wave S(t) adiabatically, but
rather evolves dynamically according to the full differential equation (D.1). Since in
this regime (TCγ ∼ 1) the optimal control field is turned on abruptly following a
time period when it is off [see Fig. D.2(b)], the optimal storage procedure acquires
some characteristics of photon-echo type fast storage (see Chapter 2, Appendices A
and B, and Ref. [86]). In fast storage, the input pulse is first absorbed on the |e〉−|g〉
transition in the absence of the control field, and is then mapped to the |s〉 − |g〉
coherence via a control π pulse. This connection is not surprising since fast storage is
indeed optimal for certain input modes of duration T ∼ 1/(Cγ). Finally, we note that
all the initial guesses for Ω that we tried yielded the same optimal control (up to the
unimportant front part) and the same efficiency, which is a signature of the robustness
of the optimization protocol and is another strong indication that, for this optimal
control problem, gradient ascent yields the global, rather than local, optimum.

Having performed the comparison of the control fields generated by adiabatic
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Figure D.3: (a) The total efficiency of storage followed by retrieval for the Gaussian-
like input mode in Eq. (D.10) using adiabatic equations (dotted) and gradient ascent
(solid) to shape the storage control field. Results are shown as a function of TCγ
for the indicated values of C (= 1, 10, 100). The dashed lines are C2/(1 + C)2, the
maximum efficiency possible at any given C. (b) Same for Ein(t) = 1/

√
T .

shaping and by gradient ascent, we turn to the investigation of the dependence on
C and on TCγ of the efficiency achieved by these two methods. In Fig. D.3(a), we
compare the efficiency of storage followed by retrieval of the input mode of Eq. (D.10)
obtained using the adiabatic control field (dotted lines) and using the control found
via gradient ascent (solid lines). The efficiencies are plotted as a function of TCγ for
three indicated values of C (= 1, 10, 100). Dashed lines correspond to C2/(1 + C)2,
the maximum efficiency possible at any given C. We note that the dotted lines
have already been shown in Fig. A.2(a). According to the arguments presented in
Appendices B and C, we note that it is impossible to retrieve into a mode much shorter
than 1/(γC), and hence, by time-reversal, it is impossible to efficiently store such a
short mode. Fig. D.3(a) confirms that indeed, when TCγ ≪ 1, even optimal controls
cannot give high efficiency. Using gradient ascent instead of adiabatic shaping, one
can, however, efficiently store input modes that are about an order of magnitude
shorter and, thus, an order of magnitude larger in bandwidth. It is worth repeating
that although the method of gradient ascent is generally not guaranteed to yield the
global maximum, the fact that it does give the known global maximum in the limit
TCγ ≫ 1 suggests that it probably yields the global maximum at all values of TCγ.

To confirm the robustness and generality of the optimization procedure, we show
in Fig. D.3(b) the results of the same optimization as in Fig. D.3(a) but for a square
input mode Ein(t) = 1/

√
T instead of the Gaussian-like input mode of Eq. (D.10). As

in Fig. D.3(a), we see that gradient ascent control shaping improves the threshold in
the value of TCγ, where efficiency abruptly drops, by an order of magnitude. This can
again be interpreted as an effective increase in the bandwidth of the memory by an
order of magnitude. The optimal storage efficiency for the square input pulse falls to
half of the maximum at smaller TCγ than for the Gaussian-like input pulse because
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the latter has a duration (half-width at half maximum, for example) significantly
shorter than T [see Eq. (D.10) or Fig. D.2]. On the other hand, as TCγ is increased,
the maximum is approached slower for the square input mode than for the Gaussian-
like mode. This is because the high frequency components contributed by the sharp
edges of the square pulse are difficult to store.

Most experiments have features that go beyond the simple model we have just
described. Therefore, in Sec. D.6.2, we generalize this model and the optimization
procedure to include the possibility of complex control field envelopes Ω(t) and input
mode envelopes Ein(t), nonzero single-photon detuning ∆ and spin wave decay rate
γs, and (possibly reversible [87]) inhomogeneous broadening. Our model of inhomo-
geneous broadening is applicable both to Doppler broadening in gases and to the
broadening of optical transitions in solid state impurities caused by the differences in
the environments of the impurities [292]. For the case of Doppler broadened gases,
we also allow for the possibility of modeling velocity changing collisions with rate γc.
Finally, in Sec. D.6.2, we also show how to take into account the possibility that the
classical driving fields available in the laboratory are not sufficiently strong to realize
the optimal control fields, which may be the case for short input modes and/or large
single-photon detuning ∆, both of which require control pulses with large intensities.

Although a comprehensive study of optimization for ∆ 6= 0 is beyond the scope
of the present Appendix, we will now prove that the maximum efficiency for ∆ 6= 0
is exactly equal to the maximum efficiency for ∆ = 0. Suppose we know the control
field Ω0(t) that achieves the optimum for a given resonant input Ein(t). Then, for an
input at ∆ 6= 0 with the same envelope Ein(t), we can construct the control field Ω(t)
as a sum of two parts [written in the two-photon-resonant rotating frame as in Eqs.
(D.30) and (D.31)]

Ω(t) = Ω2e
−i∆2t + Ω0(t)ei∆t. (D.11)

The first part is a far-detuned control (∆2 ≫ Ω2, γ) that Stark-shifts level |e〉 into
resonance with the input (i.e. such that Ω2

2/∆2 = ∆), while the second part is resonant
with the Stark-shifted |e〉 − |s〉 transition and has the envelope equal to the optimal
resonant control. The reason why an extra detuning ∆ is needed to bring the second
term in two-photon resonance is because Ω2 Stark-shifts both |e〉 and |s〉 by ∆. The
resulting efficiency must be equal to the optimal resonant efficiency up to an error
on the order of the small population mixing between |e〉 and |s〉 caused by Ω2; that
is, ∼ (Ω2/∆2)

2 = ∆/∆2. To verify mathematically that the control in Eq. (D.11)
works, one can write P and S as a sum of a slowly varying piece and a rapidly
oscillating piece, extract separate equations for the rapidly and slowly oscillating
variables, and finally adiabatically eliminate the rapidly oscillating variables. We
have also numerically verified the performance of the control in Eq. (D.11) and the
scaling of the error (∼ ∆/∆2) by integrating the equations of motion for the case of
homogeneous broadening at several different values of Tγ and C for the pulse shape
in Eq. (D.10). Thus, the optimal off-resonant efficiency is greater than or equal to
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the optimal resonant efficiency for the same input envelope Ein(t). Carrying out the
same argument backwards [i.e. using Ω2(t) to shift |e〉 out of resonance], we conclude
that the optimal efficiency must be the same on and off resonance. When applying
this idea in practice, one should, of course, realize that, in addition to a possible
technical limit on the available control power, the three-level approximation and the
rotating-wave approximation may start to break down for sufficiently large values of
∆2 and Ω2.

D.2.2 Free-Space Model

Although the cavity model discussed in Sec. D.2.1 is theoretically simpler and
results, in certain cases, in higher efficiencies than the free space model, the latter
is easier to set up experimentally. Moreover, because of the accessibility of a large
number of spin wave modes, the free space model can provide higher efficiencies in
some other cases (see Chapter 2 and Appendix B) and can, in principle, function, as
a multi-mode memory. Therefore, we turn in the present Section to the analysis of
the free space model.

To demonstrate how optimization with respect to the control field works in the
free space model, we again begin with a simple example of resonant photon storage
in a homogeneously broadened atomic ensemble with negligible spin-wave decay. It
is important to note that, in contrast to the cavity model, the free space model
gives access to many different spin-wave modes, which makes the retrieval efficiency
dependent on how storage is carried out (see Appendix B). Therefore, optimization
of storage alone is not a priori very practical. However, as shown in Appendix B, the
optimization of storage alone is indeed useful because, in many cases, it also optimizes
storage followed by backward retrieval.

In order to have slightly simpler mathematical expressions, we work in the co-
moving frame (see Appendix B), although the same argument can be carried out
using the original time variable, as well. The complex number equations of motion
on the interval t ∈ [0, T ] are then (see Appendix B)

∂z̃E(z̃, t̃) = i
√
dP (z̃, t̃), (D.12)

∂t̃P (z̃, t̃) = −P (z̃, t̃) + i
√
dE(z̃, t̃) + iΩ̃(t̃)S(z̃, t̃), (D.13)

∂t̃S(z̃, t̃) = iΩ̃(t̃)P (z̃, t̃), (D.14)

with initial and boundary conditions

E(0, t̃) = Ein(t̃), (D.15)

P (z̃, 0) = 0, (D.16)

S(z̃, 0) = 0. (D.17)

These equations are written using dimensionless variables, in which (co-moving) time
and Rabi frequency are rescaled by γ (t̃ = tγ and Ω̃ = Ω/γ) and the position is rescaled
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by the length L of the ensemble (z̃ = z/L). E(z̃, t̃) describes the slowly varying
electric field envelope, the input mode Ein(t̃) satisfies the normalization constraint
∫ T̃

0

∣

∣Ein(t̃)
∣

∣

2
dt̃ = 1, d is the resonant optical depth, and Ω̃(z̃) and Ein(t̃) are for now

assumed to be real. [To avoid carrying around extra factors of 2, d is defined as half of
what is often referred as the optical depth: the steady-state solution with Ω = 0 gives
probe intensity attenuation |E(z̃ = 1)|2 = e−2d |E(z̃ = 0)|2.] The goal is to maximize
the storage efficiency

ηs =

∫ 1

0

dz̃
∣

∣

∣
S(z̃, T̃ )

∣

∣

∣

2

(D.18)

with respect to Ω̃(t̃). A procedure analogous to that used in the cavity model in Sec.
D.2.1 yields equations of motion (also referred to as the adjoint equations) for the
Lagrange multipliers Ē(z̃, t̃), P̄ (z̃, t̃), and S̄(z̃, t̃):

∂z̃Ē = i
√
dP̄ , (D.19)

∂t̃P̄ = P̄ + i
√
dĒ + iΩ̃S̄, (D.20)

∂t̃S̄ = iΩ̃P̄ , (D.21)

with initial and boundary conditions

Ē(1, t̃) = 0, (D.22)

P̄ (z̃, T̃ ) = 0, (D.23)

S̄(z̃, T̃ ) = S(z̃, T̃ ). (D.24)

As in the cavity discussion in Sec. D.2.1, these equations describe backward retrieval
and provide a simple mathematical connection between optimality and time-reversal.
In order to move up the gradient, one should update Ω(t̃) according to

Ω̃(t̃) → Ω̃(t̃) − 1

λ

∫ 1

0

dz̃ Im
[

S̄∗(z̃, t̃)P (z̃, t̃) − P̄ (z̃, t̃)S∗(z̃, t̃)
]

. (D.25)

We showed in Chapter 2 and Appendix B that, in the adiabatic limit (Tdγ ≫ 1)
and for a certain class of input modes of duration T ∼ 1/(dγ), one can achieve a
universally optimal (for a fixed d) storage efficiency that cannot be exceeded even
if one chooses a different input mode. We showed that in that case the obtained
control field will also maximize the total efficiency of storage followed by backward
retrieval. However, this would not necessarily be the case for a general input mode
in the non-adiabatic limit (Tdγ . 1), which is precisely the limit, in which gradient
ascent optimization becomes most useful. Moreover, for the case of forward retrieval,
the control field that maximizes the storage efficiency does not maximize the total
efficiency of storage followed by retrieval even in the adiabatic limit. Thus, in Sec.
D.6.3, we describe how to use gradient ascent to maximize (still with respect to the
storage control field) the total efficiency of storage followed by retrieval.
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Figure D.4: Adiabatic (dotted) and optimal (solid) control fields for the storage
followed by backward retrieval of a Gaussian-like input mode Ein(t) (dashed) in the
free-space model with d = 10 and T = 50/γ (a) and T = 0.5/γ (b). Four optimal
control pulses were obtained using four different initial guesses for the gradient ascent
procedure. The adiabatic control field agrees with the optimal one in the adiabatic
limit (Tdγ ≫ 1) (a) and deviates from it otherwise (b).

As in the cavity model in Sec. D.2.1, we now compare adiabatic shaping of the
storage control field (see Chapter 2 and Appendix B) to the optimal shaping via
gradient ascent. To compare with the results of Appendix B, we maximize the total
efficiency of storage followed by backward retrieval rather than the storage efficiency
alone. We assume that d = 10 and that Ein(t) is the Gaussian-like input mode in
Eq. (D.10), shown as a dashed line in Figs. D.4(a) and D.4(b). We first consider the
case T = 50/γ and shape the storage control using adiabatic shaping (Sec. B.6.2).
Then we numerically compute the total efficiency of storage followed by complete
backward retrieval using this storage control field (the total efficiency is independent
of the retrieval control field provided no excitations are left in the atoms). The
adiabatic storage control is shown as a dotted line in Fig. D.4(a). Since for this
input mode the adiabatic limit is satisfied (Tdγ = 500 ≫ 1), the adiabatic storage
control yields an efficiency of 0.66, which is the maximum efficiency possible at this
d (see Chapter 2). For the same reason, the adiabatic control agrees with the control
field computed via gradient ascent (solid line), which also yields an efficiency of 0.66.
Fig. D.4(a) shows four solid lines (optimal control fields) corresponding to four initial
guesses Ω(t)/γ = 0.2, 0.5, 1, and 1.5. As in the cavity model discussion in Sec.
D.2.1, the difference between the four optimal controls and the adiabatic control is
inconsequential.

Repeating the calculation for T = 0.5/γ, we obtain Fig. D.4(b). Since the adia-
batic limit (Tdγ ≫ 1) is no longer satisfied (Tdγ = 5), the adiabatic approximation
does not work and the adiabatic control differs from the optimal control and gives a
lower efficiency: 0.24 vs. 0.58. As in Fig. D.4(a), the four optimal control fields plot-
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Figure D.5: The total efficiency of storage followed by backward retrieval for the
Gaussian-like input mode in Eq. (D.10) using adiabatic equations (dotted) and gra-
dient ascent (solid) to shape the storage control field. The results are shown for the
indicated values of d (= 1, 10, 100), as a function of Tdγ. The dashed lines represent
the maximum efficiency possible at the given d (see Chapter 2).

ted correspond to different initial guesses Ω(t)/γ = 1, 3, 5, and 7. As in the cavity
discussion, Fig. D.4(b) indicates that, in the regime Tdγ ∼ 1, where the adiabatic
approximation no longer holds, the optimal control field acquires characteristics of
the control field used in fast storage.

As in the analysis of the cavity model in Sec. D.2.1, we now analyze the dependence
on d and Tdγ of the efficiency yielded by the adiabatic control shaping and the optimal
control shaping. In Fig. D.5, we compare the efficiency of storage followed by complete
backward retrieval of the input mode in Eq. (D.10) obtained using the control field
shaped using the adiabatic equations (dotted lines) and using gradient ascent (solid
lines). The efficiencies are plotted as a function of Tdγ for three indicated values of d
(= 1, 10, 100). Horizontal dashed lines represent the maximum efficiency possible at
the given d (see Chapter 2). The dotted lines are the same as in Fig. B.6(a). Similar
to the corresponding discussion of the cavity model in Sec. D.2.1, Fig. D.5 confirms
the predictions of Appendices B and C that efficient photon storage is not possible
for Tdγ . 1. It also illustrates that optimal control fields open up the possibility
of efficient storage of input modes with a bandwidth that is an order of magnitude
larger than the bandwidth allowed by the adiabatic storage. In addition, the same
reasoning as in the cavity discussion leads to the conclusion that for this problem,
gradient ascent most likely yields the global, rather than local, maximum at all values
of Tdγ.

Various generalizations of the presented procedure can be made. First, the gen-
eralization to limited control pulse energy, (possibly reversible [87]) inhomogeneous
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broadening, complex Ω and Ein, and nonzero ∆, γs, and γc can be carried out exactly
as in the cavity case (Sec. D.6.2). Second, in the case of backward retrieval, if the two
metastable states are nondegenerate and have a frequency difference ωsg, one should
incorporate an appropriate position-dependent phase shift of the spin wave of the
form exp(−2i∆k̃z̃), where ∆k̃ = Lωsg/c (see Sec. B.8). Finally, another extension
can be made for the cases when the total efficiency depends on the retrieval control
field (e.g. if γs and/or γc are nonzero). In those cases, one can simultaneously opti-
mize with respect to both the storage and the retrieval control fields. However, one
may then need to put a limit on the energy in the retrieval control pulse since, for the
case of γs 6= 0, for example, the faster one retrieves, the higher is the efficiency, and
the optimal retrieval control field may, in principle, end up having unlimited power
(e.g. an infinitely short π pulse).

D.3 Optimization with respect to the Input Field

Although it is usually easier to optimize with respect to the control field, opti-
mization with respect to the input mode can also be carried out in certain systems.
For both classical and quantum light, the mode shape can often be controlled by
varying the parameters used during the generation of the mode. For example, if the
photon mode is created by releasing some generated collective atomic excitation, one
can, under certain assumptions, generate any desired mode shape (see Chapter 2).
For the case of classical light, one can also shape the input light pulse simply using
an acousto-optical modulator. An important advantage of optimizing with respect
to the input mode is that the iterations can be carried out experimentally (see Sec.
3.3 and Appendix B). In this Section, we consider the maximization of light storage
efficiency with respect to the shape of the input mode.

The gradient ascent method, used in Sec. D.2 to optimize with respect to the
control field, can be easily applied to the optimization with respect to the input mode
shape both in the cavity model and in the free space model. Since one is interested in
finding the optimal input mode shape, the optimization has to be carried out subject
to the normalization condition

∫ T

0
dt |Ein(t)|2 = 1. This condition can be included by

adding an extra term with a Lagrange multiplier to the functional J to be optimized.
The iterations are then done as follows: one first integrates the storage equations for
a trial input mode; then integrates the adjoint equations corresponding to backward
retrieval (as in Secs. D.2.1 and D.2.2); then updates the trial input mode by adding
to it a small correction proportional to the output of backward retrieval [−iP̄ (t) in
the cavity model or Ē(0, t̃) in the free space model]; and finally renormalizes the new
input mode to satisfy the normalization condition.

An important feature that distinguishes the optimization with respect to the input
mode from the optimization with respect to the control field is the possibility of
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making finite (not infinitesimal) steps. Standard gradient-ascent improvement [such
as via Eqs. (D.9) and (D.25)] is, in principle, infinitesimal due to its reliance on
the small parameter 1/λ. Several decades ago, Krotov introduced and developed an
important powerful and rapidly converging global improvement method [90, 309, 310,
314] that is not characterized by a small parameter. Largely thanks to the presence of
the normalization condition on the input mode, this method can be applied to derive
non-infinitesimal quickly converging updates for the problem of optimization of light
storage efficiency with respect to the input mode. For the cavity model of Sec. D.2.1,
this update is given by

Ein(t) → −iP̄ (t), (D.26)

followed by a renormalization of Ein(t), while for the free-space model of Sec. D.2.2,
the update is given by

Ein(t̃) → Ē(0, t̃), (D.27)

followed by renormalization. These updates precisely correspond to the time-reversal-
based iterations introduced in Chapter 2 and Appendices A and B. In these iterations,
optimization of light storage with respect to the input field is done by carrying out
storage of a trial input mode followed by backward retrieval, and then using the
normalized output of backward retrieval as the input mode in the next iteration. The
beauty of this update procedure is the possibility of carrying it out experimentally. In
fact, the extension of this procedure to the optimization of storage followed by forward
retrieval, suggested in Chapter 2 and Appendix B, has already been demonstrated
experimentally, as we report in Sec. 3.3.

In the language of gradient ascent, one can still think of Eqs. (D.26) and (D.27)
as steps along the gradient. These steps are, however, finite, not infinitesimal. This
allows one to think of time-reversal-based optimization with respect to the input mode
as simple intuitive walk up the gradient. As shown in Appendix A, the fact that only
one collective atomic mode can be excited in the cavity model makes the iterations
of Eq. (D.26) converge to the optimum in a single step. Using the terminology of
gradient ascent, the optimization with respect to the input field in the cavity model
can, surprisingly, be achieved with a single large step up the gradient.

We note that the optimization procedure discussed in this Section can be easily
generalized to include inhomogeneous broadening and (for the case of Doppler broad-
ened gases) the presence of velocity changing collisions. One can show that, even with
these features, the iterative optimization procedure still works in exactly the same
way by updating the input mode with the output of time-reversed retrieval.
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D.4 Optimization with respect to the Inhomoge-

neous Profile

Having discussed optimization with respect to the control field and the input
mode, we now turn to the optimization with respect to the shape of the inhomoge-
neous profile. This optimization is most relevant in the context of controlled reversible
inhomogeneous broadening (CRIB) [87]. The main idea of CRIB is that by introduc-
ing inhomogeneous broadening into a homogeneously broadened medium (via Stark
or Zeeman shifts, for example) and by optimizing the shape and width of this in-
homogeneous profile, one can better match the absorption profile of the medium to
the spectrum of the incoming photon mode and, thus, increase the storage efficiency
[87]. At the same time, one can minimize the losses caused by dephasing of different
frequency classes with respect to each other by using an echo-like process triggered by
a reversal of the inhomogeneous profile between the processes of storage and retrieval
[86, 87]. We refer the reader to Appendices A and C for a full list of references, and
to Ref. [298] and Appendix C for examples of recent theoretical studies.

D.4.1 Cavity Model

As in Sec. D.2, we begin the discussion with the theoretically simpler cavity model.
Although one can, of course, optimize with respect to the inhomogeneous profile
in the problem of storage alone (i.e. not followed by retrieval), in the context of
CRIB it is more relevant to consider the problem of storage followed by retrieval with
the reversed inhomogeneous profile [87]. Moreover, although the approach can be
extended to nonzero single-photon detuning and arbitrary control fields, we suppose
for simplicity that the input mode Ein(t) is resonant and that the storage and retrieval
control pulses are π pulses. Following the convention of Chapter 2 and Appendices
A-C, we refer to this use of π-pulse control fields as fast storage and fast retrieval.

We leave most of the mathematical details of the problem to Sec. D.6.4. Here
we only note that we describe the inhomogeneous profile by a discrete number of
frequency classes. The index j labels the frequency class with detuning ∆j from the
center of the line containing a fraction pj of atoms (

∑

j pj = 1). In Sec. D.6.4, we
show how to carry out optimization with respect to pj and/or ∆j .

We now present the results of gradient ascent optimization with respect to the
inhomogeneous profile for a particular example. We suppose that the input pulse
is the Gaussian-like mode in Eq. (D.10) and that C = 50. The total efficiency
of storage followed by retrieval, as a function of TCγ, is shown in Fig. D.6(a) for
various storage protocols. The dash-dotted line gives the efficiency of fast storage
(i.e. storage obtained by applying a control π pulse on the |g〉 − |e〉 transition at the
end of the input mode at time T ) followed by fast retrieval using a homogeneous line.
As discussed in Appendices A and B, a homogeneous ensemble enclosed in a cavity has
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Figure D.6: Comparison of the efficiency for storage followed by retrieval in the cavity
model with and without controlled reversible inhomogeneous broadening (CRIB).
We consider storage of the Gaussian-like input mode of duration T [Eq. (D.10)] in a
cavity with C = 50. (a) The figure shows the efficiency of fast storage followed by fast
retrieval with a homogeneous line (dash-dotted), fast storage followed by fast retrieval
with a reversible optimized inhomogeneous profile, i.e. CRIB (circles), optimal storage
and retrieval with a homogeneous line as in Fig. D.3(a) (solid), and the asymptotic
value C2/(C + 1)2 (dashed). (b) The optimal inhomogeneous width ∆I for CRIB.

only one accessible spin-wave mode and can, therefore, fast-store only one input mode,
which has duration T ∼ 1/(Cγ). As a result, the decay at TCγ ≫ 1 of the efficiency
represented by the dash-dotted line is dominated by leakage of the input mode into the
output mode and not by polarization decay. We now consider introducing reversible
inhomogeneous broadening and iteratively optimizing with respect to its shape (using
Eq. (D.53) or Eq. (D.55)). As expected, the efficiency grows with each iteration
independently of the choice of the number of frequency classes, the choice of ∆j , and
the initial guess for pj. The landscape in the control space, however, depends on the
number of frequency classes and on ∆j . This landscape is also not as simple as in
Secs. D.2 and D.3, i.e. there exist local maxima. We did not perform an exhaustive
search, but out of all the initial configurations, number of frequency classes, and
∆j distributions that we tried, the highest efficiencies were obtained for the cases
when gradient ascent converged to only two nonempty frequency classes with opposite
detunings (we have not been able to come up with a simple physical reason for this).
We therefore focus on the case of only two frequency classes with detunings ±∆I and
optimize with respect to ∆I [using Eq. (D.56)]. The optimized efficiency is shown
with circles in Fig. D.6(a). For TCγ less than about 0.75, it is optimal to have
∆I = 0. For larger TCγ, the optimal ∆I is shown in Fig. D.6(b): at small TCγ, it
scales approximately as ∝ (TCγ)−1 and then slower. The presence of two frequency
classes and hence two accessible spin wave modes instead of one allows us to reduce
the leakage error, so that the efficiency [circles in Fig. D.6(a)] is now limited by
polarization decay.
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Finally, we would like to compare the broadening-optimized efficiency to the ho-
mogeneous control-optimized efficiency. Repeating the optimization procedure of Sec.
D.2.1 for C = 50, we obtain the solid line in Fig. D.6(a). The maximum efficiency
possible at this C is C2/(C+1)2 and is shown as the dashed line. The dashed line and
the solid line are the same as in Fig. D.3(a), except that now C = 50. The fact that
the solid line in Fig. D.6(a) lies above the circles indicates that we have not been able
to identify any advantage of fast storage with CRIB compared to optimal storage in
the homogeneous medium. Moreover, all inhomogeneous broadening configurations
we tried to introduce into the optimized homogeneous protocol converged back to the
homogeneous profile. These results suggest that if one wants to store a single mode of
known shape using a homogeneously broadened ensemble of Λ-type systems enclosed
in a cavity and can shape and time the control field with sufficient precision, it may
be better to use optimal homogeneous storage and not to use CRIB.

It is, however, worth noting that we have only carried out the simplest optimiza-
tion of fast storage with CRIB. In particular, the performance of fast storage with
CRIB may be further enhanced by optimizing with respect to the time, at which the
storage π pulse is applied. Such optimization represents an optimal control prob-
lem with a free terminal time [90] and is beyond the scope of the present Appendix
(although it can be carried out in a straightforward manner by repeating the opti-
mization above systematically for different times of the π-pulse application).

It is also important to note that the use of CRIB in the cavity model may allow
for implementing a multimode memory [341] in the cavity setup. Unlike the free
space model, which allows for the storage of multiple temporal input modes using,
e.g., Raman- or EIT-based protocols (Chapter 2, Appendix B, and Refs. [84, 16, 17]),
the homogeneously broadened cavity model only has a single accessible spin-wave
mode. Therefore, if we do not use CRIB or some other inhomogeneous broadening
mechanism, it can only store a single input mode

D.4.2 Free-Space Model

Having discussed the optimization with respect to the inhomogeneous profile in
the cavity model, we note that the same procedure can be carried out for the free
space model in an analogous manner. The appropriate update equations are listed at
the end of Sec. D.6.4.

In Appendix C, we compared storage using adiabatic control shaping in a homo-
geneous ensemble to fast storage with CRIB. We found that fast storage with CRIB
can indeed do better than adiabatic homogeneous storage for Tdγ ∼ 1. We show now
that this result was mainly due to imperfect control field optimization outside of the
adiabatic limit and that, in the present work, we have not been able to identify any
advantages of fast storage with CRIB compared to optimal homogeneous storage. We
consider storage of the resonant Gaussian-like input mode in Eq. (D.10) in a free space
atomic ensemble with d = 100 followed by backward retrieval. The total efficiency
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Figure D.7: Comparison of optimized homogeneous-line storage with storage based
on CRIB. For d = 100, the plot shows the efficiency of storage followed by backward
retrieval of the Gaussian-like input mode of duration T [Eq. (D.10)]. The curves
show results for fast storage and retrieval with a homogeneous line (dash-dotted),
fast storage and retrieval with an optimized reversible Gaussian (G) or Lorentzian (L)
inhomogeneous profile, i.e. CRIB (solid lines labeled G and L), storage and retrieval
with a homogeneous line using adiabatic (dotted) or optimal (unlabeled solid line)
control field shaping (same as in Fig. D.5), and the asymptotic value (dashed).

for various storage protocols is shown in Fig. D.7 as a function of Tdγ. The dash-
dotted line and the two solid lines labeled G and L are taken from Fig. C.8(a). The
dash-dotted line is the efficiency of fast storage followed by fast backward retrieval
using a homogeneous line. The two solid lines labeled G and L are obtained using
fast storage with optimal-width reversible inhomogeneous broadening with Gaussian
profile and Lorentzian profile, respectively. Although the optimization with respect
to the inhomogeneous width can be done efficiently via gradient ascent [using Eq.
(D.58)], we have already performed this optimization in Appendix C by sampling a
sufficiently large set of inhomogeneous widths. The remaining third solid line and
the dotted line (both taken from Fig. D.5) correspond to homogeneous storage with
optimal storage controls (solid) and with adiabatic controls (dotted). The dashed
line (also from Fig. D.5) is the maximum possible efficiency at this d. The plot shows
that while adiabatic control field shaping (dotted) makes homogeneous storage less
efficient for some values of Tdγ than fast storage with CRIB (solid lines labeled G
and L), optimal control field shaping (unlabeled solid line) may enable homogeneous
storage to be more efficient than fast storage with CRIB at all values of Tdγ.

As in Sec. D.4.1, we note, however, that we have presented only the simplest
optimization of CRIB and that the full investigation of the advantages of CRIB
is beyond the scope of the present Appendix. In particular, the CRIB efficiency
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may be enhanced by optimizing with respect to the time, at which the storage π-
pulse is applied. Moreover, CRIB might be useful in circumstances such as when a
homogeneously broadened three-level system is not available, when more complicated
inputs (such as time-bin qubits) are used, or when precise shaping and timing of the
control pulse is harder to achieve than controlled reversible broadening. Finally,
CRIB-based memories may even be implemented without any optical control fields
[298].

D.5 Summary

In conclusion, we have shown that the powerful numerical optimal control method
of gradient ascent allows one to obtain simple intuitive understanding and to achieve
a significantly improved efficiency and a higher bandwidth in the problem of photon
storage in Λ-type atomic ensembles. First, we showed how to apply gradient ascent to
numerically compute optimal control fields even outside of the adiabatic limit both
with and without a constraint on the energy in the control pulse. In particular,
this opens up the possibility of efficient storage of input modes that are an order of
magnitude shorter (and hence an order of magnitude larger in bandwidth) than the
shortest modes that can be efficiently stored using adiabatic control field shaping.
Second, we showed that gradient ascent provides an alternative justification for the
often discussed connection between optimality and time-reversal in photon storage,
as well as for the iterative time-reversal-based optimization procedure with respect
to the input field introduced in Chapter 2 and Appendices A-C and demonstrated
experimentally in Secs. 3.3 and E.4. In particular, we confirmed that the iterative
procedure works even in the presence of inhomogeneous broadening and (for the case
of Doppler broadened gases) in the presence of velocity changing collisions. Finally,
we showed how to use gradient ascent to optimize with respect to inhomogeneous
broadening and demonstrated how this can significantly increase the efficiency of fast
storage followed by fast backward retrieval in the presence of controlled reversible
inhomogeneous broadening (CRIB) [87]. Provided one is interested in storing a single
input photon mode of known shape and provided the control pulses can be generated
with sufficient precision, we have not, however, been able to identify any advantages of
CRIB-based photon storage compared to photon storage with optimal control pulses
in homogeneously broadened media.

In general, gradient ascent methods do not guarantee the attainment of the global
maxima. The global maximum is, however, indeed attained for our problem in the
regimes where this maximum is known. This strongly suggests that, for the opti-
mization with respect to the input mode and with respect to the storage control,
gradient ascent may indeed be yielding the global optimum. We also note that one
can optimize simultaneously with respect to various combinations of the control pa-
rameters simply by simultaneously updating each of them along the corresponding
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gradient. One can also include other possible control parameters that are available
in a given experimental setup but have not been discussed in the present Appendix.
For example, for the case of photon storage in solid-state systems, one can consider
optimizing with respect to the number of atoms put back into the antihole [87, 292]
or with respect to a time-dependent reversible inhomogeneous profile. Other light
storage systems, such as photonic crystals [91] or cavity models where the cavity field
cannot be eliminated, are also susceptible to gradient ascent optimization. Therefore,
we expect the optimization procedures described in the present Appendix to allow
for increased efficiencies and increased bandwidths in many current experiments on
quantum memories for light, many of which are narrowband and suffer from low ef-
ficiencies. Such improvements would facilitate advances in fields such as quantum
communication and quantum computation.

D.6 Omitted Details

In the preceding Sections of this Appendix, to allow for a smoother presentation,
we omitted some of the details. We present them in this Section.

D.6.1 Derivation of the Adjoint Equations of Motion in the
Cavity Model

In Sec. D.2.1, we omitted the derivations of the adjoint equations of motion (D.4)
and (D.5) and of the corresponding boundary conditions (D.6) and (D.7). We provide
these derivations in this Section.

Varying J given in Eq. (D.3) with respect to S, S∗, P , and P ∗, we obtain

δJ = S(T )δS∗(T )

+

∫ T

0

dtP̄ ∗
(

− δṖ − γ(1 + C)δP + iΩδS
)

+

∫ T

0

dtS̄∗
(

−δṠ + iΩδP
)

+ c.c., (D.28)

where ”c.c.” means complex conjugate taken of the whole expression after the equal
sign. Integrating by parts the terms containing time derivatives, we obtain

δJ = S(T )δS∗(T )

−P̄ ∗(T )δP (T ) +

∫ T

0

dt ˙̄P ∗δP +

∫ T

0

dtP̄ ∗
(

iΩδS − γ(1 + C)δP
)

−S̄∗(T )δS(T ) +

∫ T

0

dt ˙̄S∗δS +

∫ T

0

dtS̄∗ (iΩδP )

+ c.c.. (D.29)
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Since the initial conditions are fixed, we have here used δS(0) = δP (0) = δS∗(0) =
δP ∗(0) = 0 to simplify the expression.

The optimum requires that δJ = 0 for any variations δP and δS. Hence we
collect the terms multiplying, e.g., δP (T ) and set the result to zero. Carrying out this
procedure for δP (T ), δS(T ), and their conjugates, we obtain the boundary conditions
(D.6) and (D.7). Collecting terms proportional to δP , δS, and their conjugates, we
obtain adjoint equations of motion (D.4) and (D.5).

D.6.2 Control Field Optimization in the Cavity
Model: Generalization

In Sec. D.2.1, we showed how to perform control field optimization in the simplest
possible version of the cavity model: a resonant input mode with a real envelope
was stored using a control pulse with a real envelope and unlimited power into a
homogeneously broadened ensemble with infinite spin-wave lifetime. In this Section,
we show how to optimize the control field in a more general model that includes
the possibility of complex control field envelopes Ω(t) and input mode envelopes
Ein(t), nonzero single-photon detuning ∆ and spin wave decay rate γs, and (possibly
reversible [87]) inhomogeneous broadening such as Doppler broadening in gases or
the broadening of optical transitions in solid state impurities [292]. For the case of
Doppler broadened gases, we also include velocity changing collisions with rate γc. We
also show how to take into account possible experimental restrictions on the strength
of the classical control fields.

Using the notation of Appendix C, the complex number equations describing the
generalized model are

Ṗj = − [γ + i(∆ + ∆j)]Pj − γC
√
pjP + iΩSj

+i
√

2γC
√
pjEin + γc(

√
pjP − Pj), (D.30)

Ṡj = −γsSj + iΩ∗Pj + γc(
√
pjS − Sj), (D.31)

where j labels the frequency class with detuning ∆j from the center of the line con-
taining a fraction pj of atoms (

∑

j pj = 1) and where the total optical and spin
polarizations are P =

∑

k

√
pkPk and S =

∑

k

√
pkSk, respectively. The terms pro-

portional to γc describe completely rethermalizing collisions with rate γc [346]. One
can, of course, also take γc to be different for P and S. For example, if γc ≪ γ, which
is often the case, one can drop the terms proportional to γc in Eq. (D.30) [347]. In
addition to moving atoms from one frequency class to the other, collisions also result
in line broadening, which can be taken into account by increasing γ [152]. We assume
that the goal is to maximize the efficiency ηs = |S(T )|2 of storage into the symmetric
mode S(T ) with respect to the control pulse Ω(t) for a given input mode shape Ein(t)

satisfying the normalization condition
∫ T

0
dt |Ein(t)|2 = 1. A procedure very similar to
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that described in Sec. D.2.1 and in Sec. D.6.1 yields the following equations of motion
for the adjoint variables:

˙̄Pj = [γ − i(∆ + ∆j)] P̄j + γC
√
pjP̄ + iΩS̄j − γc(

√
pjP̄ − P̄j), (D.32)

˙̄Sj = γsS̄j + iΩ∗P̄j − γc(
√
pjS̄ − S̄j), (D.33)

where P̄ =
∑

k

√
pkP̄k and S̄ =

∑

k

√
pkS̄k. The corresponding initial conditions for

backward propagation are

P̄j(T ) = 0, (D.34)

S̄j(T ) =
√
pjS(T ). (D.35)

Similarly to Sec. D.2.1, after taking an initial guess for Ω(t) and solving for Pj , Sj ,
P̄j, and S̄j, one updates Ω(t) by moving up the gradient

Ω(t) → Ω(t) +
1

λ
i
∑

j

(

S̄∗
jPj − P̄jS

∗
j

)

. (D.36)

Short input modes and/or large single-photon detuning ∆ require control pulses
with large intensities that might not be available in the laboratory. There exist ways
to include a bound on the control field amplitude [90]. Alternatively, one may want
to consider a slightly simpler optimization problem with a limit on the control pulse
energy

∫ T

0
|Ω(t)|2 dt ≤ E for some E [85]. In order to carry out the optimization

subject to this constraint, one should first carry out the optimization without the
constraint and see whether the optimal control satisfies the constraint or not. If it
does not satisfy the constraint, one has to add a term µ′(E −

∫ T

0
|Ω(t)|2 dt) to J , so

that the update becomes

Ω(t) → Ω(t) +
1

λ

[

i
∑

j

(

S̄∗
jPj − P̄jS

∗
j

)

− µ′Ω(t)

]

, (D.37)

where µ′ is adjusted to satisfy the constraint. By redefining µ′ and λ, this update
can be simplified back to Eq. (D.36) followed by a renormalization to satisfy the
constraint. Depending on how severe the energy constraint is, one can then sometimes
(but not always) further simplify the update by completely replacing Ω(t) with the
gradient [i.e. set λ = µ′ in Eq. (D.37)] followed by a renormalization of Ω(t), as is
done, for example, in Ref. [312] for the problem of laser control of chemical reactions.

We note that these optimization protocols can be trivially extended to the full
process of storage followed by retrieval, which, in the presence of inhomogeneous
broadening, one might not be able to optimize by optimizing storage and retrieval
separately. Similarly, one may include the possibility of reversing the inhomogeneous
profile between the processes of storage and retrieval [87].
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D.6.3 Control Field Optimization in the Free-Space Model:
Generalization to Storage Followed by Retrieval

In Sec. D.2.2, we showed how to use gradient accent to find the control field that
maximizes the storage efficiency. However, the obtained storage control field does not
always maximize the total efficiency of storage followed by retrieval. Therefore, in
this Section, we consider the maximization of the total efficiency of storage followed
by retrieval with respect to the storage control field. While we demonstrate the
procedure only for the case of forward retrieval, the treatment of backward retrieval
is analogous.

We suppose that the control field Ω(t) consists of a storage control pulse on t ∈
[0, T ] and a retrieval control pulse on t ∈ [Tr, Tf]. We want to optimize with respect
to the former given the latter and the input mode (note that the total efficiency is
independent of the retrieval control for sufficiently strong retrieval control pulses, and
it is therefore often less important to optimize with respect to the retrieval control
pulse). Here 0 < T ≤ Tr < Tf, and the subscripts in Tr and Tf stand for ”retrieval”
and ”final”. The time interval [T, Tr] corresponds to the waiting (i.e. storage) time
between the processes of storage (which ends at t = T ) and retrieval (which begins
at t = Tr).

We suppose that storage is described by Eqs. (D.12)-(D.17) on t ∈ [0, T ]. Then
forward retrieval that follows after the storage time interval [T, Tr] is described by
the same equations (D.12)-(D.14) but on the time interval t ∈ [Tr, Tf] with initial and
boundary conditions

E(0, t̃) = 0, (D.38)

P (z̃, T̃r) = 0, (D.39)

S(z̃, T̃r) = S(z̃, T̃ ), (D.40)

where T̃r = Trγ (similarly, T̃f = Tfγ). Eq. (D.39) assumes that the polarization has
sufficient time to decay before retrieval starts, while Eq. (D.40) assumes that spin-
wave decay is negligible during the storage time. The goal is to maximize the total
efficiency of storage followed by retrieval,

ηtot =

∫ T̃f

T̃r

dt̃
∣

∣E(1, t̃)
∣

∣

2
, (D.41)

with respect to the storage control field. Constructing J and taking appropriate
variations, we obtain initial and boundary conditions for backward propagation:

Ē(1, t̃) = E(1, t̃) for t̃ ∈ [T̃r, T̃f], (D.42)

P̄ (z̃, T̃f) = 0, (D.43)

S̄(z̃, T̃f) = 0, (D.44)
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and

Ē(1, t̃) = 0 for t̃ ∈ [0, T̃ ], (D.45)

P̄ (z̃, T̃ ) = 0, (D.46)

S̄(z̃, T̃ ) = S̄(z̃, T̃r). (D.47)

By taking the variational derivative of J with respect to Ω̃(t̃) on the storage interval,
we find that the update is exactly the same as for the optimization of storage alone
and can be done via Eq. (D.25).

We note that if the retrieval control pulse leaves no atomic excitations, one can
obtain the same optimization equations by solving the storage optimization problem
in Sec. D.2.2 but changing the function to be maximized from the number of spin-wave
excitations

∫ 1

0
dz̃S(z̃, T̃ )S∗(z̃, T̃ ) to the complete retrieval efficiency from S(z̃, T̃ ) [Eq.

(B.14)]. It is also worth noting that the derivation presented here can trivially be
extended to apply to backward (instead of forward) retrieval and to include complex
Ω and Ein, (possibly reversible [87]) inhomogeneous broadening, and nonzero ∆, γs,
and γc.

D.6.4 Optimization with Respect to the Inhomogeneous Pro-
file: Mathematical Details

In Sec. D.4, we presented the results on the optimization of photon storage with
respect to the inhomogeneous broadening without providing the mathematical details.
In this Section, we present these details.

We first consider the cavity model, but turn briefly to the free-space model at
the end of this Section. We suppose for simplicity that the input mode Ein(t) is
resonant and that the storage and retrieval control pulses are π pulses at t = T and
t = Tr, respectively. In order to simplify notation, we define xj =

√
pj, satisfying the

normalization
∑

j x
2
j = 1. The storage equation (D.30) on the interval t ∈ [0, T ] then

becomes

Ṗj = −(γ + i∆j)Pj − γCxjP + i
√

2γCxjEin, (D.48)

with P =
∑

k xkPk and with the initial condition Pj(0) = 0. A π-pulse at t = T
mapping P onto S followed by another π-pulse at t = Tr mapping S back onto P
result in an overall 2π pulse, so that Pj(Tr) = −Pj(T ). Assuming the broadening is
reversed at some time between T and Tr, the equations for retrieval on the interval
t ∈ [Tr, Tf] are

Ṗj = −(γ − i∆j)Pj − γCxjP. (D.49)

The total efficiency of storage followed by retrieval is then

ηtot =

∫ Tf

Tr

dt |Eout(t)|2 =

∫ Tf

Tr

dt
∣

∣

∣i
√

2γCP (t)
∣

∣

∣

2

. (D.50)
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One can show that the equations of motion for the adjoint variables (i.e. the
Lagrange multipliers) P̄j are

˙̄Pj = (γ + i∆j)P̄j + γCxjP̄ − 2γCxjP (D.51)

for t ∈ [Tr, Tf] with P̄j(Tf) = 0 and

˙̄Pj = (γ − i∆j)P̄j + γCxjP̄ (D.52)

for t ∈ [0, T ] with P̄j(T ) = −P̄j(Tr), where we defined P̄ =
∑

k xkP̄k. The last term
in Eq. (D.51) describes an incoming field that is the time-reverse of the retrieved field.
Assuming we are optimizing with respect to xj , the update is

xj → xj +
1

λ
Aj , (D.53)

followed by a rescaling of all xj by a common factor to ensure the normalization
∑

j x
2
j = 1. Here Aj is given by

Aj = −γC Re

[
∫ T

0

dt+

∫ Tf

Tr

dt

]

(

P̄ ∗
j P + P̄ ∗Pj

)

−
√

2γC Im

∫ T

0

dtEinP̄
∗
j + 2γC Re

∫ Tf

Tr

dtP ∗
j P, (D.54)

where Re denotes the real part. Numerics show that the update can usually be
simplified in a way that avoids the search for convenient values of λ and does not lose
convergence. Specifically, taking λ→ 0 in Eq. (D.53), we obtain

xj → Aj , (D.55)

followed by renormalization. By defining a particular functional form for the depen-
dence of xj on ∆j , one could also consider optimization with respect to only a few
parameters, such as, for example, the width ∆I and the degree of localization n of
the inhomogeneous profile of the form pj = x2

j ∝ 1/ [1 + (∆j/∆I)
n].

Equivalently, instead of optimizing with respect to xj , one can optimize with
respect to ∆j. To illustrate this procedure, we consider a simple optimization pro-
cedure with respect to a single parameter, the inhomogeneous width ∆I. We write
∆j = ∆Ifj for some fixed dimensionless parameters fj and consider maximizing the
efficiency with respect to ∆I for fixed xj and fj . The equations of motion and the
initial conditions for both Pj and P̄j stay the same as in the optimization with respect
to xj while the update becomes

∆I → ∆I +
1

λ
Im
∑

j

[
∫ T

0

dt−
∫ Tf

Tr

dt

]

P̄ ∗
j fjPj. (D.56)
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By adjusting fj and xj , one can choose a particular inhomogeneous profile shape (e.g.
Lorentzian, Gaussian, or a square) and optimize with respect to its width.

Having discussed the cavity case, we now list the corresponding free-space results.
In free space, the update of xj via Eq. (D.55) would use

Aj = −
√
d Im

∫ 1

0

dz̃

[

∫ T̃

0

dt̃+

∫ T̃f

T̃r

dt̃

]

(

P̄ ∗
j E + Ē∗Pj

)

. (D.57)

Similarly, the update of ∆̃I = ∆I/γ would be

∆̃I → ∆̃I +
1

λ
Im
∑

j

∫ 1

0

dz̃

[

∫ T̃

0

dt̃−
∫ T̃f

T̃r

dt̃

]

P̄ ∗
j fjPj . (D.58)



Appendix E

Optimal Photon Storage in Atomic
Ensembles: Experiment (Part II)

E.1 Introduction

We argued in the Introduction (Chapter 1), in Chapters 2 and 3, and in Appen-
dices A-D that the ability to store light pulses in matter and retrieve them is an
important step in the realization of quantum networks and certain quantum cryp-
tography protocols [4, 61]. We also argued that mapping quantum states of light
onto an ensemble of identical radiators (e.g., atoms, ions, solid-state emitters, etc.)
offers a promising approach to the practical realization of such a photonic quantum
memory [16, 17, 76, 79, 87]. However, we also noted that memory efficiency must be
significantly improved before practical applications become possible.

In this Appendix, we present a comprehensive experimental analysis of two mem-
ory optimization protocols demonstrated experimentally in Chapter 3 that are based
on the theoretical proposal in Chapter 2 and Appendix B. The first protocol, demon-
strated in Sec. 3.3, iteratively optimizes the input pulse shape for any given control
field, while the second protocol, demonstrated in Sec. 3.4, uses optimal control fields
calculated for any given input pulse shape. In this Appendix, we experimentally
demonstrate their mutual consistency by showing that both protocols yield the same
optimal control-signal pairs and memory efficiencies. We also show that for mod-
erate optical depths (. 25), the experimental results presented here (as well as in
Chapter 3) are in excellent agreement with a simple three-level theoretical model of
Chapter 2 and Appendix B with no free parameters; we discuss the details of the
correspondence between the actual atomic system and this simple model. Lastly, we
study the dependence of memory efficiency on the optical depth. We show that for
higher optical depths (& 25), the experimental efficiency falls below the theoretically
predicted values; we discuss possible effects, such as spin-wave decay and four-wave
mixing, that may limit the experimentally observed memory efficiency.

240
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Figure E.1: (a) The three-level Λ scheme used in theoretical calculations. The
schematic (b) and example control (c) and signal (d) fields during light storage.
At the writing stage (t < 0), an input signal pulse Ein(t) propagates through the
atomic medium with low group velocity vg in the presence of a control field envelope
Ω(t). While compressed inside the cell, the pulse is mapped onto a spin-wave S(z)
by turning the control field off at time t = 0. After a storage period τ , the spin-wave
is mapped back into an output signal pulse Eout(t) using the retrieval control field
envelope Ω(t) (t > τ).

The remainder of this Appendix is organized as follows. In Sec. E.2, we briefly
summarize the three-level theory governing the two procedures for optimizing photon
storage. In Sec. E.3, we describe our experimental system and discuss its corre-
spondence to the three-level model. In Secs. E.4 and E.5, we present the results of
experimental studies of both optimization procedures and demonstrate their consis-
tency. In Sec. E.6, we investigate the dependence of memory efficiency on the optical
depth of the medium. Finally, in Sec. E.7, we conclude with the summary of our
results.

E.2 Review of the Theory

In this Section, we briefly review the necessary concepts from the theoretical work
of Chapter 2 and Appendix B, on which our experiments rely. We consider the
propagation of a weak signal pulse with envelope E(t) and a strong (classical) control
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field with a Rabi frequency1 envelope Ω(t) in a resonant Λ-type atomic medium
under the conditions of electromagnetically induced transparency (EIT), as shown
in Fig. E.1(a). The control field creates a strong coupling between the signal field
and a collective atomic spin excitation (spin wave) [76]. As a result, the initial pulse
gets spatially compressed and slowed down inside the atomic ensemble. The group
velocity of the pulse is proportional to the control field intensity [305]:

vg ≈ 2|Ω|2/(αγ) ≪ c, (E.1)

where γ is the decay rate of the optical polarization and α is the absorption coefficient
(i.e., unsaturated absorption per unit length), so that αL is the optical depth of an
atomic medium of length L. Notice that throughout this Appendix, we use traditional
definition of the optical depth of a sample as the intensity atenuattion exp(−αL) of
a weak resonant signal field with no control field. This definition differs by a factor
of 2 from optical depth d defined in Chapter 2 and Appendices A-D as the amplitude
attenuation of a weak resonant signal field. There the intensity attenuation was given
by exp(−2 d), so that the two optical depth definitions are related by αL = 2d.

Fig. E.1(b) illustrates schematically the three stages of the light storage process
(writing, storage, and retrieval), while Figs. E.1(c) and E.1(d) show control and
signal fields, respectively, during a typical experimental run. At the writing stage, a
signal pulse Ein(t) is mapped onto the collective spin excitation S(z) by adiabatically
reducing the control field to zero. This spin wave is then preserved for some storage
time τ (storage stage), during which all optical fields are turned off. Finally, at
the retrieval stage, the signal field Eout(t) is retrieved by turning the control field
back on [76, 16, 17]. In the ideal case, the retrieved signal pulse is identical to the
input pulse, provided the same constant control power is used at the writing and
the retrieval stages. However, to realize this ideal storage, two conditions must be
met. On the one hand, the group velocity vg of the signal pulse inside the medium
has to be low enough to spatially compress the whole pulse into the length L of the
ensemble and avoid “leaking” the front edge of the pulse past the atoms. This requires
Tvg ≪ L, where T is the duration of the incoming signal pulse. On the other hand,
all spectral components of the incoming pulse must fit inside the EIT transparency
window to minimize spontaneous emission losses 1/T ≪ ∆ωEIT ≃

√
αLvg/L [16, 17].

The simultaneous satisfaction of both conditions is possible only at very high optical
depth αL≫ 1, as shown in Refs. [16, 17] and Chapter 2.

Experimental realization of very high optical depth in atomic ensembles requires
high atomic density and/or large sample length. At high atomic density, EIT perfor-
mance can be degraded by competing processes, such as stimulated Raman scattering

1As in Refs. [16, 17], Chapters 2 and 3, and Appendices A-D, we define the Rabi frequency Ω as
|Ω|2 = ℘2

esI/(2~
2ǫ0c), where I is the control intensity. With this definition, Ω is actually half of the

usual definition of the Rabi frequency: with our definition, a π pulse would take time π/(2Ω).
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and four-wave mixing [348, 349, 350, 351, 352, 353]. Furthermore, spin-exchange col-
lisions [354] and radiation trapping [323, 355, 63] may reduce spin wave lifetime by
orders of magnitude, limiting storage time and signal pulse durations. In addition,
achieving high optical depth in some experimental arrangements may be challenging,
such as in magneto-optical traps (see e.g., Refs. [81, 92]). Therefore, it is crucial
to be able to maximize memory efficiency by balancing the absorptive and leakage
losses at moderately large αL via optimal shaping of control and/or signal temporal
profiles. To characterize our memory for light, we define memory efficiency η as the
probability of retrieving an incoming single photon after storage, or, equivalently, as
the energy ratio between initial and retrieved signal pulses:

η =

∫ τ+T

τ
|Eout(t)|2dt

∫ 0

−T
|Ein(t)|2dt

. (E.2)

The goal of any optimization procedure then is to maximize η under the restrictions
and limitations of a given system.

In the theoretical treatment of the problem, the propagation of a signal pulse in
an idealized three-level Λ system, shown in Fig. E.1(a), is described by three complex,
dependent variables, which are functions of time t and position z, as shown in Refs.
[76, 16, 17] and in Appendix B. These variables are the slowly-varying envelope E
of the signal field, the optical polarization P of the |g〉 − |e〉 transition, and the spin
coherence S. The equations of motion for these variables are (see Refs. [76, 16, 17],
Chapter 2 and Appendix B)

(∂t + c∂z)E(z, t) = ig
√
NP (z, t), (E.3)

∂tP (z, t) = −γP (z, t) + ig
√
NE(z, t) + iΩ(t− z/c)S(z, t), (E.4)

∂tS(z, t) = −γsS(z, t) + iΩ(t− z/c)P (z, t), (E.5)

where g
√
N =

√

γαc/2 is the coupling constant between the atomic ensemble and
the signal field, and γ and γs are the polarization decay rates for the transitions
|g〉 − |e〉 and |g〉 − |s〉, respectively. While, in general, Eqs. (E.3-E.5) cannot be
fully solved analytically, they reveal several important properties of the optimization
process, as we point out in Chapter 2 and Appendix B. These properties are most
evident in the case when spin wave decay rate γs is negligible during the processes
of writing and retrieval (γsT ≪ 1), which will hold for most of the discussion in the
present Appendix, except for parts of Sec. E.6. In this case, the highest achievable
memory efficiency depends only on the optical depth αL and the mutual propagation
direction of the control fields during the writing and retrieval stages2. For each

2The present experiment uses co-propagating writing and retrieval control fields, which corre-
sponds to “forward retrieval,” using the terminology of Chapter 2 and Appendices A-D. Although
backward retrieval is more efficient than forward retrieval for degenerate lower levels |s〉 and |g〉
of the Λ-system (Chapter 2 and Appendix B), for the present experiment the hyperfine splitting
between |s〉 and |g〉 makes forward retrieval more efficient (see Sec. B.8).
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optical depth, there exists a unique spin wave, Sopt(z), which provides the maximum
memory efficiency. Thus, the focus of the optimization process becomes identifying
a matching pair of writing control and signal pulses that maps the signal pulse onto
this optimal spin wave. Note that no additional optimization is required with respect
to the retrieval control field, because, as shown in Sec. 2.3, the memory efficiency
does not depend on it, provided spin wave decay is negligible during retrieval.

In the present experiments and in Chapter 3, the optimization procedures are
tested using weak classical signal pulses rather than quantum fields. Such experi-
mental arrangements greatly improved the experimental simplicity and the accuracy
of data analysis. At the same time, the linear equations of motion for classical and
quantum signal pulses are identical, which makes the presented results applicable to
quantized signal fields, such as, e.g., single photons. It is also important to note that
the theoretical work in Chapter 2 and Appendices A-D considered a wide range of
interaction processes for storing and retrieving photon wave packets (e.g., EIT, far-
off-resonant Raman, and spin echo techniques) under a variety of conditions including
ensembles enclosed in a cavity (Appendix A), inhomogeneous broadening (Appendix
C), and high-bandwidth non-adiabatic storage (1/T ∼ αLγ) (Appendix D). Since
the proposed optimization procedures are, to a large degree, common to all interac-
tion schemes and conditions, our results are relevant to a wide range of experimental
systems.

E.3 Experimental Arrangements

The schematic of the experimental apparatus is shown in Fig. E.2. We used an
external cavity diode laser (ECDL) tuned near the 87Rb D1 transition (λ = 795 nm)
with total available laser power ≈ 45 mW. After separating a fraction of original light
for a reference beam using a polarizing beam splitter (PBS), the main laser beam
passed through an electro-optical modulator (EOM), which modulated its phase at
the frequency of the ground-state hyperfine splitting of 87Rb (∆HF = 6.835 GHz) and
produced modulation sidebands separated by that frequency. We tuned the zeroth
order (carrier frequency) field to the 52S1/2F = 2 → 52P1/2F

′ = 2 transition. This
field was used as the control field during light storage. The +1 modulation sideband
played the role of the signal field and was tuned to the 52S1/2F = 1 → 52P1/2F

′ = 2
transition.

To carry out the optimization procedure, we had to independently manipulate the
amplitudes of the control and the signal fields. We used an acousto-optical modulator
(AOM) to adjust the control field intensity. However, since all optical fields traversed
the AOM, the intensities of all modulation comb fields were also changed. Thus, we
accordingly adjusted the rf power at the EOM input (which controls the strength of
the modulation sidebands) to compensate for any changes in the signal field amplitude
caused by AOM modulation.
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Figure E.2: Experimental apparatus (see text for abbreviations). Inset: Schematic of
the 87Rb D1 line level structure and relevant Λ systems formed by control and signal
fields.

To minimize the effects of resonant four-wave mixing, we filtered out the other
(−1) first order modulation sideband (detuned by ∆HF to the red from the carrier
frequency field) by reflecting the modulation comb off of a temperature-tunable Fabry-
Perot etalon (FSR = 20 GHz, finesse ≈ 100). The etalon was tuned in resonance with
this unwanted modulated sideband, so that most of this field was transmitted. At the
same time, the control and signal field frequencies were far from the etalon resonance,
and were reflected back with no losses. Such filtering allowed for suppression of the
−1 modulated sideband intensity by a factor of ≈ 10.

Typical peak control field and signal field powers were 18 mW and 50 µW, re-
spectively. The beam was weakly focused to ≈ 5 mm diameter and circularly polar-
ized with a quarter-wave plate (λ/4). A cylindrical Pyrex cell (length and diameter
were 75 mm and 22 mm, respectively) contained isotopically enriched 87Rb and 30
Torr Ne buffer gas, so that the pressure broadened optical transition linewidth was
2γ = 2π× 290 MHz [96]. The cell was mounted inside three-layer magnetic shielding
to reduce stray magnetic fields. The temperature of the cell was controllably varied
between 45◦C and 75◦C using a bifilar resistive heater wound around the innermost
magnetic shielding layer.

We used relatively short pulses, so that spin decoherence had a negligible effect
during writing and retrieval stages (except for parts of Sec. E.6) and only caused a
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modest reduction of the efficiency during the storage time ∝ exp (−2γsτ). The Rb
atom diffusion time out of the laser beam (≃ 2 ms) was long enough to avoid diffusion-
related effects on EIT dynamics [356, 98]. We extracted the spin wave decoherence
time by measuring the reduction of the retrieved pulse energy as a function of storage
time and fitting it to an exponential decay. We found the typical decay time to be
1/(2γs) ≃ 500 µs, most likely arising from small, uncompensated, remnant magnetic
fields.

After the cell, the output laser fields were recombined with the reference beam
(at the unshifted laser frequency) at a fast photodetector, and the amplitude of each
field was analyzed using a microwave spectrum analyzer. Because of the 80 MHz
frequency shift introduced by the AOM, the beatnote frequencies of the +1 and −1
modulation sidebands with the reference beam differed by 160 MHz, which allowed
for independent measurement of the amplitude of each of these fields, as well as of
the control field.

To conclude this Section, we explain the direct correspondence between the ex-
perimental system and the theory based on three-level atoms [Fig. E.1(a)] that we
reviewed in Sec. E.2. The goal is to use the structure of the D1 line of 87Rb (see inset
in Fig. E.2) to identify the optical depth αL and the control field Rabi frequency
Ω for the effective three level system. We first solve for the ground-state popula-
tion distribution after control field optical pumping of the Rb D1 line, taking into
account Doppler broadening, pressure broadening, and collisional depolarization of
the excited state sublevels [354]. We find the depolarization to be fast enough (for
30 Torr Ne, γdepol = 2π×190 MHz [357]) to ensure roughly equal populations in each
of |F,mF 〉 = |1,−1〉, |1, 0〉, |1, 1〉, and |2, 2〉 ground state sublevels. Given this popu-
lation distribution, we calculate the optical depth αL for the signal field as a function
of Rb number density. For example, we find that at 60.5◦C (Rb vapor density of
2.5 × 1011 cm−3) the optical depth is αL = 24.0. Moreover, approximately 60% of
this optical depth comes from atomic population of |F,mF 〉 = |1, 1〉 due to the large
corresponding Clebsch-Gordan coefficient. Thus, to calculate Ω, we use the dipole ma-
trix element of the |F = 2, mF = 1〉 → |F ′ = 2, mF = 2〉 transition. Approximating
a transverse Gaussian laser beam profile with a uniform cylindrical beam of diameter
5 mm of the same power, we find, for example, that for the control power of 16 mW,
Ω = 2π × 6.13 MHz. Since the collisionally broadened optical transition linewidth
(2γ = 2π × 290 MHz) is comparable to the width of the Doppler profile, the effects
of Doppler broadening are negligible, making Eqs. (E.3-E.5) directly applicable. We
note that all the theoretical modeling is done with no free parameters.

E.4 Signal-Pulse Optimization

One approach to the optimization of light storage is based on important time-
reversal properties of photon storage that hold even in the presence of irreversible
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polarization decay (Chapter 2 and Appendix B). In particular, for co-propagating3

writing and retrieval control fields, the following is true under optimized conditions
(see Fig. E.1): if a signal pulse Ein(t) is mapped onto a spin wave using a particular
control field Ω(t) and retrieved after some storage time τ using the time-reversed
control field Ω(T − t), the retrieved signal pulse shape Eout(t) is proportional to the
time-reversed input signal pulse Ein(T − t), but attenuated due to imperfect memory
efficiency. (Here and throughout this Appendix, control and signal envelopes are
assumed to be real.) This symmetry also gives rise to an experimentally realizable
iteration procedure, which, for any given writing control field, determines the optimal
incoming signal pulse shape. This procedure has been demonstrated experimentally
in Sec. 3.3. The present experiment was performed independently on a different
(although similar) experimental setup. Therefore, in order to use this procedure
in Sec. E.6 to study the dependence of memory efficiency on the optical depth, we
verify in this Section its successful performance in the present experimental setup.
In addition, the implementation of iterative signal optimization in this experimental
setup will allow us, in Sec. E.5, to compare and verify the consistency of signal and
control optimizations.

The sequence of experimental steps for the iterative optimization procedure is
shown in Fig. E.3. The plots show the control field and the measured and simulated
signal fields (solid red lines in the top panel, solid black lines, and dashed blue lines,
respectively). Before each iteration, we optically pumped all atoms into the state |g〉
by applying a strong control field. We started the optimization sequence by sending
an arbitrary signal pulse E (0)

in (t) into the cell and storing it using a chosen control
field Ω(t). In the particular case shown in Fig. E.3, the group velocity was too high,
and most of the input pulse escaped the cell before the control field was reduced to
zero. However, a fraction of the pulse, captured in the form of a spin wave, was
stored for a time period τ = 100 µs. We then retrieved the excitation using a time-
reversed control field Ω(t) = Ω(τ − t) and recorded the output pulse shape E (0)

out(t).
For the sample sequence shown, the control fields at the writing and retrieval stages
were constant and identical. This completes the initial (zeroth) iteration step. The
efficiency of light storage at this step was generally low, and the shape of the output
pulse was quite different from the time-reverse of the initial pulse. To create the input
pulse E (1)

in (t) for the next iteration step, we digitally time-reversed the output E (0)
out(t)

of the zeroth iteration and renormalized it to compensate for energy losses during the
zeroth iteration: E (1)

in (t) ∝ E (0)
out(τ − t). Then, these steps were repeated iteratively

until the rescaled output signal pulse became identical to the time-reversed profile
of the input pulse. As expected, the memory efficiency grew with each iteration and
converged to 43 ± 2%.

To verify that the obtained efficiency is indeed the maximum possible at this opti-
cal depth and to confirm the validity of our interpretation of the results, we compare

3See footnote on p. 243.
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Figure E.3: Iterative signal pulse optimization. The experimental data (solid black
lines) is taken at 60.5 ◦C (αL = 24) using 16 mW constant control field during
writing and retrieval (solid red line in the top panel) with a τ = 100 µs storage
interval. Numerical simulations are shown with blue dashed lines. Left : Input pulses
for each iteration. Right : Signal field after the cell, showing leakage of the initial pulse
for t < 0 and the retrieved signal field Eout for t > 100 µs. Here and throughout this
Appendix, all pulses are shown in the same scale, and all input pulses are normalized
to have the same area

∫ 0

−T
|Ein(t)|2dt = 1, where t is time in µs.

the experimental data to numerical simulations in Fig. E.3. Using the calculated
optical depth and the control Rabi frequency (see Sec. E.3), we solve Eqs. (E.3-E.5)
analytically in the adiabatic limit TαLγ ≫ 1 (see Secs. B.6 and B.6), which holds
throughout this Appendix. There is a clear agreement between the calculated and
measured lineshapes and amplitudes of the signal pulses. Also, theory and exper-
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constant control fields during writing and retrieval stages. (b) Corresponding mem-
ory efficiencies determined for each iteration step. Theoretically predicted optimal
efficiency value is shown by the dashed line. The temperature of the cell was 60.5 ◦C
(αL = 24).

iment converge to the optimal signal pulse shape in a similar number of iteration
steps (2-3), and the experimental efficiency (43 ± 2%) converged to a value close to
the theoretical limit of 45% (see below).

As in Sec. 3.3, we confirmed that the final memory efficiency and the final signal
pulse after a few iteration steps are independent of the initial signal pulse E (0)

in (t). We
also confirmed that the optimization procedure yields the same memory efficiency for
different control fields. While constant control fields of three different powers yield
different optimal signal pulses [Fig. E.4(a)], the measured efficiency [Fig. E.4(b)]
converged after a few iteration steps to the same value of 43±2%. With no spin wave
decay, the highest achievable memory efficiency for the optical depth αL = 24 is 54%
(see Chapter 2 and Appendix B). Taking into account spin wave decay during the
100 µs storage time by a factor of exp[−100µs/500µs] = 0.82, the highest expected
efficiency is 45% [dashed line in Fig. E.4(b)], which matches our experimental results
reasonably well.

E.5 Control-Pulse Optimization

The iterative optimization procedure described in the previous Section has an
obvious advantage: the optimal signal pulse shape is found directly through exper-
imental measurements without any prior knowledge of the system parameters (e.g.,
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Figure E.5: Storage of three signal pulses (a′, b′, c′) using calculated optimal storage
(t < 0) control fields (a), (b), (c). Input signal pulse shapes are shown in black dotted
lines. The same graphs also show the leakage of the pulses (solid black lines for t < 0)
and retrieved signal pulses (t > 100 µs) using flat control fields at the retrieval stage
(dashed red lines), or using time-reversed control fields (solid red lines). Graphs (a′′,
b′′, c′′) show the results of numerical calculations of (a′, b′, c′). The temperature of
the cell was 60.5 ◦C (αL = 24).

optical depth, control field Rabi frequency, various decoherence rates, etc.). However,
in some situations, it is difficult or impossible to shape the input signal pulse (e.g., if
it is generated by parametric down-conversion [99]). In these cases, the control field
temporal profile must be adjusted in order to optimally store and retrieve a given
signal pulse, as we have demonstrated experimentally and analyzed in Sec. 3.4. We
now repeat this analysis in greater detail and compare to the results of signal-pulse
optimization from Sec. E.4.

To find the optimal writing control field for a given input pulse shape Ein(t), we
maximize η [Eq. (E.2)] within the three-level model [Eqs. (E.3-E.5)]. In this model, for
a given optical depth αL and a given retrieval direction (coinciding with the storage
direction in the present experiment4), there exists an optimal spin wave Sopt(z), which
gives the maximum memory efficiency. One way to calculate the control field required
to map the input pulse onto this optimal spin wave is to first calculate an artificial
“decayless” spin wave mode s(z), which, like Sopt(z), depends only on the optical

4See footnote on p. 243.
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depth and not on the shape of the incoming pulse. This “decayless” mode s(z)
hypothetically allows for unitary reversible storage of an arbitrary signal pulse in a
semi-infinite and polarization-decay-free atomic ensemble, in which the group velocity
of the pulse is still given by Eq. (E.1). The unitarity of the mapping establishes a
1-to-1 correspondence between a given input signal pulse shape Ein(t) and an optimal
writing control field that maps this input pulse onto s(z). The same control field
maps this input pulse onto the true optimal spin wave Sopt(z), once polarization
decay and the finite length of the medium are taken into account. The details of this
construction are described in Sec. B.6.2.

As an example of control field optimization, we consider the storage of three
different initial pulse shapes, shown by dotted black lines in the middle row in Fig. E.5:
a step with a rounded leading edge (a′), a segment of the sinc-function (b′), and a
descending ramp (c′). The top row (a,b,c) shows the corresponding calculated optimal
writing (t < 0) control pulses. Since the shape and power of the retrieval control pulse
do not affect the memory efficiency (Sec. 2.3), we show, in the top row of Fig. E.5,
two retrieval control fields for each input pulse: a flat control field (dashed) and the
time-reverse of the writing control (solid). As expected, the flat control field (the
same for all three inputs) results in the same output pulse [dashed in (a′, b′, c′)]
independent of the input signal pulse, because the excitation is stored in the same
optimal spin wave in each case. On the other hand, using the time-reversed writing
control field for retrieval yields output pulses that are time-reversed (and attenuated)
copies of the corresponding input pulses. This means that the time-reversal iterations
of Sec. E.4 starting with these control-signal pairs converge on the zeroth iteration,
which proves the consistency of the signal optimization of Sec. E.4 with the control
optimization of the present Section. The experimental data also agrees very well with
numerical simulations [bottom row (a′′, b′′, c′′) in Fig. E.5], supporting the validity
of our interpretation of the data.

To further test the effectiveness of the control optimization procedure, we repeated
the same measurements for eight different randomly selected pulse shapes, shown as
black lines in Fig. E.6(a). Pulses #4, #6, and #8 are the same as the input pulses (a′),
(b′), and (c′) in Fig. E.5. For each of the eight input pulses, we calculated the optimal
writing control [red lines in Fig. E.6(a)] and then measured the memory efficiency
[Fig. E.6(b)], retrieving with either a constant control pulse or a time-reversed writing
control pulse (open red diamonds and solid black circles, respectively). The measured
efficiencies are in good agreement with each other and with the theoretically calculated
maximum achievable memory efficiency of 45% (horizontal dashed line) for the given
optical depth.

By performing these experiments, we found that knowledge of accurate values
for the experimental parameters, such as optical depth or control field intensity, is
critical for calculations of the optimal control field. Even a few percent deviation in
their values caused measurable decreases in the output signal pulse amplitude. In our
experiment, effective optical depth and control field Rabi frequency were computed
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Figure E.6: (a) Eight randomly selected signal pulse shapes (black lines) and their
corresponding optimal control fields (red lines). (b) Memory efficiency for the eight
signal pulse shapes using calculated optimized control fields at the writing stage, and
flat control fields (open red diamonds) or inverted writing control fields (solid black
circles) at the retrieval stage. Theoretically predicted optimal memory efficiency is
shown by a dashed line. The temperature of the cell was 60.5 ◦C (αL = 24).

accurately directly from measurable experimental quantities with no free parameters.
The accuracy of the parameters was also verified by the excellent agreement of ex-
perimental and theoretical results of iterative optimization in Sec. E.4. We note that
for some other systems, the necessary experimental parameters may be difficult to
compute directly with high accuracy; in that case, they can be extracted from the
iteration procedure of Sec. E.4.

E.6 Dependence of Memory Efficiency on the Op-

tical Depth

In the previous two Sections, we verified at optical depth αL = 24, the consistency
of the signal and control optimization methods and their agreement with the three-
level theory. In this Section, we study the dependence of memory efficiency on optical
depth. To verify the theoretical prediction that the optimal efficiency depends only
on the optical depth of the sample, we repeated the iterative signal optimization
procedure (Sec. E.4) for several constant control field powers at different temperatures
of the Rb cell ranging from 45◦C (αL = 6) to 77◦C (αL = 88). In Fig. E.7(a), we
plot the measured efficiencies (markers) along with the maximum achievable efficiency
predicated by the theory without spin decay (thin black line) and with spin decay
during the storage time (thick black line). This graph allows us to make several
important conclusions.
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Figure E.7: Memory efficiency as a function of optical depth obtained by carrying out
iterative signal optimization until convergence. (a) At each optical depth, we con-
sidered constant control fields at four different power levels (indicated on the graph)
during writing and retrieval stages. Note that many experimental data points overlap
since the converged efficiencies are often the same for different control fields. Dashed
lines are to guide the eye. Thin and thick black solid lines show the theoretically pre-
dicted maximum efficiency assuming no spin-wave decay and assuming an efficiency
reduction by a factor of 0.82 during the 100 µs storage period, respectively. (b) Thin
and thick black lines are the same as in (a), while the three lines with markers are
calculated efficiencies for three different control fields (indicated on the graph) as-
suming spin wave decay with a 500 µs time constant during all three stages of the
storage process (writing, storage, retrieval).

First of all, it demonstrates that for relatively low optical depths (αL ≤ 25), the
optimized memory efficiency for different control fields is the same, to within the ex-
perimental uncertainty, and approximately matches the theoretical value (thick black
line). This confirms that the optimization procedure yields the maximum efficiency
achievable for a given optical depth. However, for αL > 20, the efficiency obtained
with the lowest control field power (black empty circles) dropped below the efficiency
obtained for higher control powers. As we will now show, the most probable reason
for such deviation is spin wave decay during writing and retrieval.

As the optical depth increases, the duration of the optimal input pulse increases
as well, as shown in Fig. E.8(a), following the underlying decrease of group velocity:
T ∼ L/vg ∝ αL (Sec. B.6.1). Thus, above a certain value of αL, the duration of the
optimal pulse for a given control field becomes comparable with the spin wave life-
time, and the spin wave decoherence during storage and retrieval stages can no longer
be ignored. Further increase of the optical depth leads to a reduction of retrieval ef-
ficiency, even though the iterative optimization procedure is still valid (Sec. B.6.5)
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Figure E.8: Results of the optimization procedures for different optical depths: αL =
24 (red), αL = 40 (black), and αL = 50 (green). The top panel [(a) and (b)] shows
storage and retrieval (b) of the optimized input signal pulses (a) obtained by running
iterative optimization until convergence for a constant control field of power 8mW
[dash-dotted line in (b)]. Solid lines correspond to experimental results, while dashed
lines show the results of numerical simulations. In the bottom panel [(c) and (d)], (c)
shows the calculated optimal writing control fields (t < 0) for a step-like signal pulse
[dotted line in (d)] and the time-reverses of these control fields used during retrieval
(t > 100 µs), while (d) shows the resulting storage followed by retrieval.

and produces signal pulses that are stored and retrieved with the highest efficiency
possible for a given control field and αL. Fig. E.7(b) shows the calculated maximum
achievable efficiencies for different constant control powers as a function of the optical
depth, taking into account spin wave decay with a 500 µs time constant during all
three stages of light storage. For each control field power, the efficiency peaks at a
certain optical depth, and then starts to decrease as optical depth increases further.
Since lower control powers require longer optimal input pulses T ∼ L/vg ∝ 1/|Ω|2
[see Fig. E.4(a)], the corresponding efficiency reaches its peak at lower optical depths.
Thus, the problem of efficiency reduction posed by spin-wave decay during writing
and retrieval can be alleviated by using higher control powers, and hence shorter
optimal signal pulses. While this effect explains the reduction of maximum memory
efficiency attained with the lowest control power for αL > 20 [Fig. E.7(a)], other ef-
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fects, discussed below, degrade the efficiency for all other control powers for αL > 25,
as indicated by the divergence of experimental data in Fig. E.7(a) from the corre-
sponding theoretical efficiencies in Fig. E.7(b) (red and green lines). Remarkably, at
these optical depths, the iterative signal optimization procedure still yields efficiencies
that grow monotonically at each iteration step for the three highest control powers.
This suggests that iterative signal optimization may still be yielding the optimum
efficiency, although this optimum is lower than what the simple theoretical model
predicts.

To further test the applicability of our optimization procedures at higher opti-
cal depths, we complemented the signal-pulse optimization [Fig. E.8(a,b)] with the
corresponding control field optimization [Fig. E.8(c,d)]. We stored and retrieved in-
put pulse #4 from Fig. E.6(a) using calculated optimal writing control fields [t < 0
in Fig. E.8(c)] at different optical depths αL = 24, 40, and 50. As expected, the
overall control power was higher at higher optical depths to keep the group velocity
unchanged: L/T ∼ vg ∝ Ω2/(αL). For each optical depth, we used a time-reversed
writing control field to retrieve the stored spin wave. This resulted in the output signal
pulse shape identical to the time-reversed (and attenuated) copy of the input pulse,
as shown in Fig. E.8(d). Although the memory efficiency drops below the theoretical
value at these high optical depths [αL = 50 for the green lines in Fig. E.8(c,d)], the
results suggest that the calculated control field may still be optimal, since it yields
the time-reverse of the input signal at the output.

To gain insight into what may limit the memory efficiency for 25 < αL < 60,
we investigated the effect of resonant four-wave mixing. Thus far, we have consid-
ered only the ground-state coherence created by the control and signal fields in the
one-photon resonant Λ configuration [Fig. E.1(a)]. However, the strong control field
applied to the ground state |g〉 can also generate an additional Stokes field ES, as
shown in Fig. E.9(a). This process is significantly enhanced in EIT media [348, 349].
In particular, it has been shown that a weak signal pulse traversing an atomic ensem-
ble with reduced group velocity generates a complimentary Stokes pulse that travels
alongside with a comparably low group velocity [358, 359].

To determine the effect of resonant four-wave mixing on light storage, we first
carried out iterative signal optimization for a constant control field pulse of 16 mW
power at different optical depths, but then detected not only the signal field, but also
the Stokes field, at the retrieval stage [see Fig. E.9(b)]. We see that at low optical
depths, the retrieved Stokes pulse [blue empty diamonds] is negligible compared to
the output signal pulse [red filled diamonds, which are the same as the red filled
diamonds in Fig. E.7(a)]. However, at αL & 25, the energy of the output pulse in
the Stokes channel becomes significant. While the energy of the retrieved signal pulse
stayed roughly unchanged for 25 < αL < 60, the energy of the output Stokes pulse
showed steady growth with increasing αL. Moreover, the combined energy (black
empty circles) of the two pulses retrieved in the signal and Stokes channels added
up to match well the theoretically predicted highest achievable efficiency (solid black
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Figure E.9: (a) Level diagram illustrating Stokes field (ES) generation due to resonant
four-wave mixing. (b) Memory efficiency for retrieval in the signal channel [same as
the red filled diamonds in Fig. E.7(a)], Stokes channel, and the total for both channels.
The efficiencies are obtained by carrying out iterative optimization till convergence
for constant writing and retrieval control fields of 16 mW power. Dashed lines are
to guide the eye. The solid line (same as the thick black line in Fig. E.7) shows
the theoretically predicted maximum efficiency assuming an efficiency reduction by a
factor of 0.82 during the 100 µs storage period.

line). We will study elsewhere whether this match is incidental and whether it can be
harnessed for memory applications. For the purposes of the present work, we simply
conclude that the effects of four-wave mixing become significant around the same
value of αL (∼ 25) where experiment starts deviating from theory. Therefore, four-
wave mixing may be one of the factors responsible for the low experimental efficiencies
at high optical depths. For a more detailed study for four-wave mixing in our system,
we refer the reader to Ref. [64].

For αL > 60, iterative signal optimization still converges, but efficiency does not
grow monotonically at each iteration step, which clearly indicates the breakdown of
time-reversal-based optimization. In addition, the final efficiency is significantly lower
than the theoretical value (Fig. E.7). Many factors, other than four-wave mixing,
may be contributing to the breakdown of time-reversal-based optimization and to
the rapid decrease of memory efficiency at αL > 60. First of all, the absorption of
the control field at such high optical depths is significant (measured to be > 50%).
In that case, the reabsorption of spontaneous radiation contributes appreciably to
spin wave decoherence [323, 355] and can make the spin wave decay rate γs grow
with αL, reducing the light storage efficiency [63]. Spin-exchange collision rate [354],
which destroys the spin-wave coherence, also becomes significant at high Rb density,
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reducing spin wave lifetime even further.

E.7 Conclusions

We have studied in detail two quantum memory optimization protocols in warm
Rb vapor and demonstrated their consistency for maximizing memory efficiency. We
have also observed good agreement between our experimental data and theoretical
predictions for relatively low optical depths (< 25), both in terms of the highest
memory efficiency and in terms of the optimized pulse shapes. At higher optical
depths, however, the experimental efficiency was lower than predicted. We observed
that resonant four-wave mixing processes became important at these higher optical
depths. We expect our studies to be of importance for enhancing the performance of
ensemble-based quantum memories for light.
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Appendices to Chapter 4

Here we present supplementary materials for Chapter 4.

F.1 The Order t4/U3 Hamiltonian and the Error

Estimate

In this Section, we consider the t4/U3 corrections to the spin Hamiltonian and
estimate the gate errors in the presence of these corrections.

We begin with the bosonic two-component single-band Hubbard model in a 1D
lattice, with the transverse motion frozen:

H = −
∑

j,α

tα(a†jαaj+1α + a†j+1αajα) + Usg

∑

j

mjgmjs +
∑

j,α

Uαα

2
mjα(mjα − 1),

(F.1)

where a†jα creates a boson on site j in internal state α = g, s and mjα = a†jαajα. We
assume that there is one atom per each of the N sites and that tg, ts ≪ Ugg, Uss, Usg.
To obtain the spin Hamiltonian to order t3/U4, we perform two consecutive Schrieffer-
Wolff transformations. To simplify the resulting Hamiltonian, we assume that tg =
ts = t and Ugg = Uss = U , which ensures that all the terms that are odd under
the exchange of |s〉 and |g〉 vanish. Defining β via Usg = U/β, defining ǫ = (t/U)2,
ignoring boundary effects, and dropping terms proportional to identity, the resulting
Hamiltonian is

H =

N−1
∑

j=1

[

− J(S+
j S

−
j+1 + S−

j S
+
j+1) + V Sz

jS
z
j+1

− J2(S
+
j S

−
j+2 + S−

j S
+
j+2) + V2S

z
jS

z
j+2

]

, (F.2)
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where

J =

[

2β − 4β(2 − 3β + β2 + 2β3)

2 + β
ǫ

]

t2

U
, (F.3)

V =

[

4(β − 2) − 8(−2 − β − 2β2 + β3 + 2β4)

2 + β
ǫ

]

t2

U
, (F.4)

J2 = − 2β(−1 − 6β − β2 + β3)

2 + β

t2

U
ǫ, (F.5)

V2 =
4(−4 − β − 2β2 − β3 + β4)

2 + β

t2

U
ǫ. (F.6)

So t3/U4 terms modified the original J and V terms, as well as generated next-
nearest-neighbor hopping (∝ J2) and next-nearest-neighbor interactions (∝ V2). We
note that β can be adjusted by shifting g and s lattices relative to each other or by
using a Feshbach resonance [138, 139].

We apply the Jordan-Wigner transformation defined in Chapter 4 and rewrite H
as

H =H0 +H1 +HV , (F.7)

H0 =
∑

j

[

− J(c†jcj+1 + c†j+1cj) − J2(c†jcj+2 + c†j+2cj)
]

=
∑

k

ǫ(k)c†kck, (F.8)

H1 =
∑

j

[

− J2(−2nj+1)(c†jcj+2 + c†j+2cj) + V2njnj+2

]

, (F.9)

HV =V
∑

j

njnj+1. (F.10)

In HV and in the expression for the next-nearest-neighbor interaction (∝ V2), we
omitted the terms that give unimportant linear and constant phases. Here ck are
defined as in Chapter 4 and the dispersion is

ǫ(k) = −2J cos(k) − 2J2 cos(2k). (F.11)

In other words, t3/U4 terms result in a deviation of the dispersion from the cos(k)
behavior. Notice that H1 and HV vanish in the single-spin-wave subspace.

To minimize pulse distortion, we find k0 (near π/2 for ǫ≪ 1) such that ǫ′′(k0) = 0.
We then define the velocity as v = ǫ′(k0) and propagation time as T = N/(2v). The
propagation of the singe f spin wave is then given by

|ψ1(τ)〉 = e−iHτ |ψ1(0)〉, (F.12)
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where
|ψ1(0)〉 =

∑

j

f(j, 0)|j〉, (F.13)

|j〉 = c†j|vac〉,

f(j, 0) =
1

N

{

exp
(

− (N/4−j)2

4w2 + ik0j
)

if j ≤ N/2,

0 if j > N/2,
(F.14)

and N is a normalization constant ensuring that
∑

j |f(j, 0)|2 = 1.
Ideal propagation is given by

|ψ(0)
1 (T )〉 =

∑

j

f (0)(j, T )|j〉, (F.15)

where

f (0)(j, T ) =
1

N

{

0 if j ≤ N/2,

exp
(

− (3N/4−j)2

4w2 + ik0j − iǫ(k0)T
)

if j > N/2.
(F.16)

We can then find w that minimizes the deviation of true evolution from ideal propa-
gation

E1 =
∣

∣

∣|ψ(0)
1 (T )〉 − |ψ1(T )〉

∣

∣

∣

2

. (F.17)

We use E1 instead of infidelity 1 −
∣

∣

∣
〈ψ(0)

1 (T )|ψ1(T )〉
∣

∣

∣

2

because the former is more

strict: it makes sure that the phase is correct.
We then define the propagation of both spin waves as

|ψ2(τ)〉 = e−iHτ |ψ2(0)〉, (F.18)

where
|ψ2(0)〉 =

∑

j<j′

f(j, 0)h(j′, 0)|j, j′〉, (F.19)

and

h(j, 0) =
1

N

{

0 if j ≤ N/2,

exp
(

− (3N/4−j)2

4w2 − ik0j
)

if j > N/2.
(F.20)

Since we would like to obtain a nonlinear phase equal exactly to π, ideal propagation
is given by

|ψ(0)
2 (T )〉 = −

∑

j<j′

h(0)(j, T )f (0)(j′, T )|j, j′〉, (F.21)
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where

h(0)(j, T ) =
1

N

{

exp
(

− (N/4−j)2

4w2 − ik0j − iǫ(k0)T
)

if j ≤ N/2,

0 if j > N/2.
(F.22)

We want to minimize the deviation of true evolution from ideal propagation

E2 =
∣

∣

∣
|ψ(0)

2 (T )〉 − |ψ2(T )〉
∣

∣

∣

2

. (F.23)

Numerics show that, for ǫ ≪ 1, out of the two terms in H1, the first term (∝ J2)
has the dominant effect on E2. Moreover, the main effect is simply a phase, which
can be approximated by θJ = 8J2 sin(k0)

2/v. On the other hand, the main effect of
HV is also a phase [see Eq. (F.26) evaluated at k = −p = k0]:

θV = 2 tan−1

[

sin(k0)
V
2J

+ cos(k0)

]

− 2k0. (F.24)

Thus, in order to ensure that the overall phase picked up during the evolution of two
spin waves is π, for a given ǫ ≪ 1, we can solve for β the equation θJ + θV = 0. For
example, for ǫ = 0.01, we get β = 2.353. Using these values of ǫ and β, we then
solve ǫ′′(k0) = 0 to obtain k0 = 1.492 and v = ǫ′(k0) = 8.3t2/U = 0.083U , so that
T = N/(2v) = N/(0.166U). For N = 100, we then minimize E1 to obtain w = 6.6
and E1 = 3 × 10−4. Numerics then give E2 ≈ 2E1. In other words, in this example,
the effect of V2 is so small and θV compensates so well for θJ that the full gate error
is dominated by simple errors from H0 and not by the errors due to H1 or HV .

If, alternatively, we took V = 0 and did not compensate for θJ , the gate error
would have been ∼ E2 ∼ θ2

J ∼ ǫ2 = (t/U)4. The procedure described above for
setting θJ + θV = 0 reduces this error, so that at ǫ = 0.01, this error is so small that
it is overwhelmed by 2E1 even at N = 100, where 2E1 ≈ 6 × 10−4.

We also note that one might be able to work at ǫ as large as 0.1, which might allow
to shorten the gate time T . At ǫ = 0.1, it is more difficult to use V for compensating
the phase θJ because the tuning of β strongly affects all the terms in the Hamiltonian
at this large value of ǫ. However, if one is content with an imperfect nonlinear phase
(such as ≈ 0.8π instead of π), then at N = 100 and ǫ = 0.1, numerics give an error
as low as 0.002.

F.2 Optimization of Pulse Width

In Chapter 4, we noted that the error due to the nonlinearity of the dispersion
falls off very quickly with N . In the previous Section, we used numerical optimization
to compute the optimal wavepacket width w. In this Section, we describe the two
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errors that contribute to wavepacket distortion in the presence of H0 and discuss how
fast the optimized error falls off.

We consider the Hamiltonian H0 in Eq. (F.8) and assume that J2 = 0, so that
ǫ(k) = −2J cos(k). We study the propagation of the f spin wave, whose initial state
is defined in Eqs. (F.13,F.14) with k0 = π/2. We would like to minimize E1 [Eq.
(F.17)] with respect to the width w of the spin wave.

Two effects contribute to E1. The first effect is due to the nonlinearity of the
dispersion. Since the spin wave is centered at the inflection point (ǫ′′(k0) = 0),
the leading nonlinearity in the dispersion is ∼ J(∆k)3 ∼ J/w3, where ∆k is the
spread of the spin wave in k space. Perturbative treatment then gives an error
p1 ∝ (TJ/w3)2 ∝ N2/w6 = 1/(N4x6), where we defined x = w/N . The second
effect is due to the cut off of the Gaussian wavepacket at j = 0 and j = N/2. The
corresponding error p2 has a sharp dependence on x: it falls off very quickly as x
decreases.

The total error E1 can be estimated as E1 = p1 + p2. At each value of N , E1

should be optimized with respect to x to give the optimal value x = x0 and the
corresponding optimal E1. Since p2 varies quickly with x, the optimal value x0 varies
slowly with N . If we suppose that x0 is independent of N , then E1 simply falls off
with N as 1/N4. In reality, due to the weak dependence of x0 on N , E1 falls off with
N slightly slower than 1/N4.

F.3 Bethe Ansatz Solution

In this Section, we present a few details regarding the derivation of Eqs. (4.4) and
(4.5).

Throughout this Section, we use the Hamiltonian in Eq. (4.2). Assuming periodic
boundary conditions, this Hamiltonian can be diagonalized exactly via Bethe ansatz
[128] with eigenfunctions of the form

|Ψ〉k,p =
1

Nk,p

∑

j<j′

(

eikjeipj′ − eiθ(k,p)eipjeikj′
)

|j, j′〉, (F.25)

with energy ǫ(k) + ǫ(p), where ǫ(k) = −2J cos(k). Here k and p can be adjusted to
satisfy the periodic boundary conditions [128], Nk,p is a normalization constant, and

θ(k, p) = 2 tan−1

[

sin(k) − sin(p)
V
J

+ cos(k) + cos(p)

]

+ 2(p− k). (F.26)

Taking the limit of large N and assuming our spin waves vanish at the boundaries,
we can ignore boundary effects. Then considering the limit N → ∞ and assuming
that we would like to describe two spin waves localized in k-space near −π/2 and π/2,
we can replace θ(k, p) with θ0 = θ(π/2,−π/2), approximate Nk,p ≈ N , and take k



Appendix F: Appendices to Chapter 4 263

and p quantized in the simple manner (from −π to π in intervals of 2π/N) to obtain
Eq. (4.4).

We now show how to obtain Eq. (4.5) from Eq. (4.4). For the purposes of de-
scribing our two spin waves, |Ψ〉k,p form an orthonormal eigenbasis. Therefore, the
evolution is given by

|Ψ(τ)〉 =
∑

k<p

〈Ψk,p|Ψ(0)〉e−iτ(ǫ(k)+ǫ(p))|Ψ〉k,p. (F.27)

Using |Ψ(0)〉 given in Eq. (F.19), we find

〈Ψk,p|Ψ(0)〉 ≈ f̃(k, 0)h̃(p, 0)|j, j′〉, (F.28)

which then yields Eq. (4.5) when plugged into Eq. (F.27). We checked Eq. (4.5) nu-
merically for N = 100, k0 = π/2, w = 6, and V between 0 and 200J . The resulting
deviation [Eq. (F.23)] of the true evolution from ideal propagation [Eq. (4.5)] for all
V was less than 0.01.

F.4 Implementation with Fermionic Atoms

One possible extension of the implementation discussed in Chapter 4 is the use
of fermionic, rather than bosonic, atoms in a chain. For fermions, Eq. (4.1) also
holds except the XY interaction is antiferromagnetic, J = −2tgts/Usg, while V =
2(t2g + t2s)/Usg [126]. This form of V makes it harder to achieve V = 0 (although
a Feshbach resonance [138, 139] might do the job). On the other hand, it is easier
to prepare the band insulator of fermionic g atoms than the bosonic Mott insulator.
Other than that, the gate can be accomplished in the same way as for bosons, except
the dispersion will be upside down, so the carrier momenta of the two spin waves will
have to be switched.
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Appendices to Chapter 7

Here we present supplementary materials for Chapter 7.

G.1 Nuclear-Spin Independence of the Scattering

Lengths

Independence of scattering lengths from the nuclear spin is a key assumption of
Chapter 7. This feature allows us to obtain SU(N)-symmetric models with N as large
as 10 and distinguishes alkaline-earth atoms from alkali atoms, which can exhibit at
most an SO(5) symmetry [244, 360, 361, 362], a symmetry that is weaker than SU(4).
The assumption of nuclear-spin independence of scattering lengths is consistent with
recent experiments, where - within experimental precision - the clock shift does not
depend on how the Zeeman levels are populated [202, 196]. In this Section, we present
the theoretical justification of this assumption.

Direct magnetic dipole-dipole coupling between the nuclear spins of two atoms
sitting on the same site of an optical lattice is negligible: even for two magnetic
dipole moments as large as 10 nuclear magnetons at a distance of 10 nm (which
is significantly smaller than the confinement typically achieved in optical lattices
[204]), the interaction energy still corresponds to a frequency smaller than one Hertz.
Therefore, nuclei can affect the collisions only via the electrons. All four scattering
lengths (agg, a±eg, and aee) are, thus, expected to be independent of the nuclear spin
because both g and e have total electronic angular momentum J equal to zero, which
results in the decoupling between nuclear and electronic degrees of freedom during
the course of a collision. The decoupling during a collision is a consequence of the
fact that each of the four molecular electronic states that correlate with the J = 0
separated atom pair has zero projection Ω of total electronic angular momentum on
the molecular axis. The nuclear spins in this case can only couple very weakly to
other molecular states, even if there is a molecular curve crossing.

While the short-range potential energy structure for a molecule like Sr2 is very

264
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complex for the excited states [363, 364], we will now show that scattering length
differences among different combinations of nuclear spin projections for the same Ω =
0 potential are expected to be very small. The scattering length a can be computed
as a = ā[1 − tan(Φ − π/8)], where ā is the average scattering length governed by the
asymptotic behavior of the potential and Φ is the semiclassical phase computed at zero
energy from the classical turning point R0 to infinity: Φ =

∫∞
R0
dR
√

M [−V (R)]/~,
where −V (R) is the (positive) depth of the interaction potential at separation R and
M/2 is the reduced mass [285]. Defining R(t) as the classical trajectory from time
t = −∞ to time t = ∞ of a particle of mass M/2 at zero energy in the potential
V (R), we can rewrite the phase as Φ = −

∫∞
−∞ dtV (R(t))/~. The order of magnitude

of the change δΦ in the phase associated with different nuclear spin projections can,
thus, be estimated as δΦ ∼ ∆tδV/~, where ∆t is the total time in the short-range
part of the collision and δV is the typical energy difference associated with different
nuclear spin projections during this time. Since δV vanishes at R → ∞, only the
short range molecular region contributes to the phase difference. Therefore, assuming
δΦ ≪ 1, a ∼ ā, and | cos(Φ − π/8)| ∼ 1, the nuclear-spin-dependent variation δa in
the scattering length can be estimated as δa/a ∼ δΦ ∼ ∆tδV/~.

Turning to the actual numbers, ∆t can be estimated from the depth (∼103cm−1hc)
and the range (∼ 10 Bohr radii) of the appropriate interatomic potential (see e.g. [363,
364]) to be ∆t ≈ 1 ps. For g-g collisions, δV/h can be estimated by the second-order
formula E2

hf/(hEopt) ∼ 200 Hz, where Ehf/h ∼ 300MHz is the approximate value for
the hyperfine splittings in 3P1 in 87Sr and Eopt/h ∼ 400 THz is the optical energy
difference between 1S0 and 3P1 in 87Sr. This yields the following estimate for the
dependence of agg on the nuclear spin: δagg/agg ∼ δΦ ∼ 10−9. For e-e and e-g
collisions, an analogous second-order formula would use the fine structure splitting
between 3P1 and 3P0 in 87Sr (Ef/h ∼ 6 THz) instead of Eopt to yield δΦ ∼ 10−7.
However, the latter estimate (δΦ ∼ 10−7) is too optimistic since molecular states
that are split by Ef at large interatomic separations may come orders of magnitude
closer at short range [365]. Therefore, a more realistic conservative estimate would
use the first-order formula δV ∼ Ehf to yield δaee/aee ∼ δa±eg/a

±
eg ∼ δΦ ∼ 10−3. It is

important to note, however, that these are all only very rough estimates. For example,
hyperfine coupling in a molecule will differ from the hyperfine coupling in separated
atoms. In fact, since it is very difficult to predict δa/a accurately, these values would
need to be measured. To conclude this Section, we would like to emphasize that, as
mentioned in the main text, if the small nuclear-spin dependence of aee and a±eg is
not negligible for some applications, one can use two different ground state atomic
species instead of a ground and an excited state of one species.
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G.2 Likelihood of Lossy e-e Collisions and Possible

Solutions

Collisions of two e atoms are likely to be accompanied by large loss [250]. This
can occur if the molecular 0+

g potential that correlates with the e-e atoms undergoes
an avoided crossing with a potential curve that correlates with a lower energy pair
of separated atoms (see, for example, Ref. [364]). Similar crossings that result in
inelastic energy transfer collisions were examined for 1P1+1S0 collisions of alkaline
earth atoms in Ref. [366]. The likelihood of a relatively high probability of an inelastic
event during such a crossing with species such as Sr or Yb means that the imaginary
part bee of the scattering length is expected to be large. However, just like aee, bee
can not be calculated accurately from the potentials but would need to be measured.

The possible effects of bee on the four examples we discuss [Eqs. (7.6-7.8) and Eq.
(G.3)] are as follows. H(p,0) [Eq. (7.7)] is, of course, not affected because it involves
only g atoms. In H(1,1) [Eq. (G.3)] and HKLM [Eq. (7.8)], the e lattice is assumed to
be so deep that Je is negligible compared to Uee + Vex and Uee, respectively, or to the
experimental timescale, thus, fully suppressing tunneling of e atoms and occupation
of one site by more than one e atom. The presence of an imaginary part bee of the e-e
scattering length will give an effective nonzero width to the state with more than one
e atom per site and can, therefore, only further suppress this tunneling by a Zeno-like
effect [367, 191, 368].

Therefore, H(1,0) [Eq. (7.6)] is the only example that can be affected by large bee.
In order for H(1,0) to contain a nonnegligible term proportional to J2

e /Uee, the ratio
|bee/aee| would need to be very small [369]. Several approaches to avoid the losses
associated with bee in H(1,0) are possible. First, the large variety of stable atoms with
two valence electrons (which includes not only alkaline-earths, but also Zn, Cd, Hg,
and Yb) may have coincidentally an isotope with small |bee/aee|, which is more likely
for lighter atoms [366]. Second, while obtaining a good optical Feshbach resonance
[139, 370, 248, 371, 372] to reduce |bee/aee| might not be possible, it should be possible
to use optical Feshbach resonances to enhance bee and, thus, suppress [367, 191, 368]
the virtual occupation of one site by two e atoms; H(1,0) would then have the same
form as in Eq. (7.6), except with Uee effectively set to infinity. Notice that here we
suggest to use optical Feshbach resonances to affect e-e scattering, which is different
from the typical application to g-g scattering [139, 370, 248, 371, 372]. Third, one
can consider using a different ground state atom to represent state |e〉, which would
set Vex = 0 in H(1,0). Finally, one could simply use an e-lattice that is deep enough
to make Je negligible, which would, however, lead to the loss of terms in H(1,0) that
exchange the pseudospin between neighboring sites.
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G.3 Experimental Tools Available for

Alkaline-Earth Atoms

Many experimental tools, such as tuning the interaction strength by adjusting
laser intensities [204], are common to both alkali and alkaline-earth atoms. There
are, however, some experimental tools specific to alkaline earths; we review them in
this Section.

First, a combination of optical pumping [215] and direct coherent manipulation of
the |g〉 − |e〉 transition in the presence of a magnetic field [195, 215] can be used (see
Chapter 6) to prepare any desired single-atom state within the 2 (2 I + 1)-dimensional
manifold with basis |αm〉, where α = g or e and m = −I, . . . , I. This coherent
manipulation can also be used to exchange quantum information between nuclear
spin states and electronic states. Second, by using far-detuned probe light or a large
magnetic field to decouple the electronic angular momentum J and the nuclear spin
I, the electronic |g〉−|e〉 degree of freedom can be measured by collecting fluorescence
without destroying the nuclear spin state (see Chapter 6). Fluorescence measurement
of the nuclear spins can be achieved by mapping nuclear spin states onto electronic
states (see Chapter 6 and Ref. [191]): for example, for a spin-1/2 nucleus, a π pulse
between |g,m = 1/2〉 and |e,m = −1/2〉 allows one to accomplish a swap gate
between the nuclear {1/2,−1/2} qubit and the electronic {e, g} qubit. Single-site
spatial resolution during the coherent manipulation and fluorescence measurement
can be achieved using magnetic field gradients [191] or dark-state-based techniques
(see Chapters 5, 6 and Ref. [175]) that rely on an auxiliary laser field whose intensity
vanishes at certain locations. Third, an appropriate choice of laser frequencies allows
one to obtain independent lattices for states g and e [191]. Finally, optical Feshbach
resonances [139] may be used to control scattering lengths site-specifically and nearly
instantaneously.

G.4 Enhanced Symmetries

While in the general case, our Hubbard model [Eq. (7.2)] satisfies U(1) × SU(N)
symmetry, for particular choices of parameters, higher symmetry is possible. In par-
ticular, if Jg = Je and the interaction energies for all states within the pseudo-spin
triplet are equal (Ugg = Uee = U+

eg), the full SU(2) symmetry (not just U(1)) in
the pseudo-spin space is satisfied. Alternatively, if Vex = 0, then both Sm

n (i, g) and
Sm

n (i, e) generate SU(N) symmetries resulting in the overall U(1)× SU(N)× SU(N)
symmetry. Finally, if both conditions are satisfied, i.e. all four UX are equal and
Jg = Je, then H satisfies the full SU(2N) symmetry (2N can be as high as 20)
generated by

Sαm
βn =

∑

j

Sαm
βn (j) =

∑

j

c†jβncjαm, (G.1)
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Figure G.1: A general Young diagram.

in which case the interaction reduces to U
2

∑

j nj(nj − 1), where nj = njg + nje.
In the case when |e〉 and |g〉 correspond to two ground states of two different atoms

(with nuclear spin Ie and Ig, respectively), we will have a+
eg = a−eg (i.e Vex = 0), which

is equivalent to imposing U(1) × SU(Ng = 2Ig + 1) × SU(Ne = 2Ie + 1) symmetry,
where SU(2Iα + 1) is generated by Sm

n (i, α). While for Ig 6= Ie, the m index in
cjαm will run over a different set of values depending on α, the Hubbard Hamiltonian
will still have the form of Eq. (7.2) (except with Vex = 0). If one further assumes
that Jg = Je and Ugg = Uee = Ueg, the interaction satisfies the full SU(Ng + Ne)
symmetry. It is worth noting that for the case of two different ground state atoms,
this higher symmetry is easier to achieve than for the case of two internal states of the
same atom, since a+

eg = a−eg automatically. Thus, in particular, it might be possible
to obtain SU(18) with 87Sr (I = 9/2) and 43Ca (I = 7/2) simply by adjusting the
intensities of the two lattices (to set Jg = Je and Ugg = Uee) and then shifting the
two lattices relative to each other (to set Ueg = Ugg).

Enhanced symmetries of the Hubbard model [Eq. (7.2)] are inherited by the spin
Hamiltonian [Eq. (7.5)]. In particular, imposing SU(2) × SU(N) instead of U(1) ×
SU(N) forces κij

ge = κji
ge, κ̃

ij
ge = κ̃ji

ge, κ
ij
g = κij

e = κij
ge + κ̃ij

ge ≡ κij, λij
ge = λji

ge, λ̃
ij
ge = λ̃ji

ge,

λij
g = λij

e = λij
ge + λ̃ij

ge ≡ λij. Alternatively, imposing U(1) × SU(N) × SU(N) forces
κ̃ij

ge = λij
ge = 0. Finally, imposing the full SU(2N) forces the satisfaction of both sets

of conditions, yielding

H =
∑

〈i,j〉

[

κijninj + λijSβn
αm(i)Sαm

βn (j)
]

, (G.2)

which is, of course, equivalent to restricting Eq. (7.5) to g-atoms only and extending
labels m and n to run over 2N states instead of N .
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Figure G.2: (p,q) = (1,1) Young diagram.

G.5 Brief Review of Young Diagrams

Irreducible representations of SU(2) are classified according to the total half-
integer angular momentum J and have dimension 2J + 1. On the other hand, a
(semistandard) Young diagram, instead of a single value J , is used to describe an
irreducible representation of SU(N) for a general N [373, 374]. As shown in the ex-
ample in Fig. G.1, a Young diagram has all its rows left-aligned, has the length of
rows weakly decreasing from top to bottom, and has at most N rows. The dimension
of the representation corresponding to a given diagram is the number of ways to fill
the diagram with integers from 1 to N such that the numbers weakly increase across
each row and strictly increase down each column. For our purposes, the number of
boxes in the diagram is the number of atoms on the site, and the diagram describes
the (nuclear) spin symmetry of the particular chosen single-site energy manifold. In
particular, columns represent antisymmetrized indices, while rows are related to (but
do not directly represent) symmetrized indices. It is the relation between antisym-
metrized indices and the columns that limits the number of rows to N . On the other
hand, since the full wavefunction (spin and orbital) on each site must satisfy complete
fermionic antisymmetry, the relation between rows and symmetrized indices and the
fact that we have only two orbital states (g and e) force all our diagrams to have at
most two columns.

G.6 The (p, q) = (1, 1) Spin Hamiltonian and the

Spin-1 Heisenberg Antiferromagnet

In the main text, we discussed two special cases of the spin Hamiltonian H(p,q),
both of which had a single-column SU(N) representation on each site (i.e. q = 0).
In this Section, we discuss the simplest SU(N) representation with two columns,
(p, q) = (1, 1) [see Fig. G.2]. It can be obtained when there is one g and one e atom
per site in the electronic singlet |ge〉 − |eg〉 configuration. Setting Je = 0 to avoid e-e
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collisions, H(p,q) reduces to

H(1,1) =
J2

g

2(Ugg + Vex)

∑

〈i,j〉
S2

ij. (G.3)

The case of N = 2 is the spin-1 antiferromagnetic Heisenberg model. This model
has a 1D ground state with hidden topological structure [375]. Recently, applications
of related models in one-way quantum computation have been proposed [376, 377].
Models with more complicated two-column representations may have exotic chiral
spin liquid ground states that support non-Abelian anyons and that might thus be
used for topological quantum computation [243].

G.7 The Kugel-Khomskii Model and the Double-

Well Phase Diagram

In the main text, we omitted the values of the parameters in H(p,q) that char-
acterize the Kugel-Khomskii model H(1,0) [Eq. (7.6)]. In this Section, we present
these parameters. We also present a detailed discussion of the double-well case phase
diagram.

The parameters in H(p,q) that characterize the Kugel-Khomskii model H(1,0) [Eq.

(7.6)] are λij
g = −κij

g =
2J2

g

Ugg
≡ −κg, λij

e = −κij
e = 2J2

e

Uee
≡ −κe, κ

ij
ge = −J2

e +J2
g

2U+
eg

− J2
e +J2

g

2U−

eg
≡

κge, λ
ij
ge =

J2
e +J2

g

2U+
eg

− J2
e +J2

g

2U−

eg
≡ λge, κ̃

ij
ge = JeJg

U−

eg
− JeJg

U+
eg

≡ κ̃ge, λ̃
ij
ge = JeJg

U−

eg
+ JeJg

U+
eg

≡ λ̃ge. To

avoid loss in e-e collisions, we assume for the rest of this Section that Uee = ∞ (see
Sec. G.2 for a discussion of losses in e-e collisions).

The nontrivial orbital-orbital, spin-spin, and spin-orbital interactions in H(1,0) [Eq.
(7.6)] result in competing orders, with the actual ground-state order dependent on
the parameters of the Hamiltonian H(1,0). To get a sense of the possible orders, we
consider the case N = 2 (with the spin states denoted by ↑ and ↓) and discuss the
double-well problem, with the wells denoted by L (left) and R (right). Due to the
large optical energy separating e and g, which we have ignored after Eq. (7.1), the
three manifolds of constant T z = T z

L + T z
R (T z = −1, 0, 1) should each be considered

separately.
The four states in the T z = 1 manifold, the subspace of two e atoms, are |ee〉|s〉

and |ee〉|t〉. Here |ee〉 = |ee〉LR is the orbital (or pseudo-spin) state, while |t〉 = | ↑↑
〉LR, | ↓↓〉LR,

1√
2
(| ↑↓〉LR + | ↓↑〉LR) and |s〉 = 1√

2
(| ↑↓〉LR − | ↓↑〉LR) are the triplet and

singlet spin states. Since Uee = ∞, all four of these states have zero energy and the
ground-state phase diagram is trivial.

The four states in the T z = −1 manifold (two g atoms) are split by H(1,0) into
two energy manifolds:

|gg〉|t〉, E = 0, (G.4)
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|gg〉|s〉, E = −4J2
g

Ugg
. (G.5)

Only |gg〉|s〉 can take advantage of the virtual tunneling since two g atoms in the
triplet spin states cannot sit on the same site. Which of the two manifolds is the
ground manifold depends on the sign of Ugg, as shown in the ground-state phase
diagram in Fig. 7.3a. It is important to emphasize that for Ugg < 0, the subspace of
one g atom per site may be subject to extra loss down to the lower energy states that
have both g atoms in the same well. It is also worth noting that the diagram is only
valid for Jg ≪ |Ugg|.

Finally, the eight states in the T z = 0 manifold (one g atom and one e atom) are
split by H(1,0) into four energy manifolds:

|Σ〉|t〉, E = −(Jg + Je)
2

U−
eg

, (G.6)

|τ〉|s〉, E = −(Jg + Je)
2

U+
eg

, (G.7)

|τ〉|t〉, E = −(Jg − Je)
2

U−
eg

, (G.8)

|Σ〉|s〉, E = −(Jg − Je)
2

U+
eg

, (G.9)

where |Σ〉 = 1√
2
(|eg〉LR − |ge〉LR) and |τ〉 = 1√

2
(|eg〉LR + |ge〉LR) are anti-symmetric

and symmetric orbital states, respectively. The denominators U−
eg and U+

eg in the
energies of the |t〉 and |s〉 states, respectively, reflect the fact that tunneling preserves
the nuclear spin. At the same time, the ± signs in the numerators can be understood
by considering the case Jg = Je, when all states with overall symmetry under particle
exchange must have zero energy since for these states tunneling is forbidden due to
the Pauli exclusion principle. The corresponding ground-state phase diagram as a
function of the signs and relative magnitude of U+

eg and U−
eg is shown in Fig. 7.3b. As

in the case of the T z = 1 phase diagram, negative interaction energies may lead to
increased losses.

G.8 Double-Well Kugel-Khomskii and RKKY Ex-

periments

In the main text and in Sec. G.11, we discuss the open questions and previously
unexplored regimes associated with the SU(N) Kugel-Khomskii and Kondo lattice
models (KLM) that can be studied with ultracold alkaline-earth atoms. As a stepping
stone toward these many-body experiments, we propose in this Section two proof-of-
principle experiments along the lines of Ref. [204] in an array of isolated double wells
with N = 2 (with the spin basis {↑, ↓}): one to probe the spin-orbital interactions of
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L R RL

Figure G.3: A schematic diagram describing the preparation of the double-
well state |e, ↑〉L|g, ↓〉R.

the Kugel-Khomskii model and one to probe the RKKY interactions associated with
KLM.

To probe the spin-orbital interactions giving rise to the T z = 0 diagram in
Fig. 7.3b, we first have to prepare an array of independent double wells in the state
|e, ↑〉L|g, ↓〉R. After loading a band insulator of |g, ↓〉 atoms in a deep optical lattice,
an additional lattice for both g (green) and e (yellow) atoms with twice the spacing
of the first lattice is turned on in one direction to create an array of independent
double wells [204]. Then, as shown in Fig. G.3, in the presence of an e-lattice bias,
σ+ polarized light on resonance with the |g, ↓〉L → |e, ↑〉L transition can be used to
prepare the state |e, ↑〉L|g, ↓〉R.

Having shown how to prepare an array of independent double wells in the state
|e, ↑〉L|g, ↓〉R, we note that this state is a superposition of the four eigenstates fea-
tured in Fig. 7.3b. The energies of these four eigenstates [Eqs. (G.6-G.9)] can be
extracted from the Fourier analysis of the population imbalance as a function of time:

∆N(t) = neR + ngL − ngR − neL = − cos
[

4tJeJg

~U−

eg

]

− cos
[

4tJeJg

~U+
eg

]

. ∆N can be measured

by combining the dumping technique, band mapping, and Stern-Gerlach filtering of
Ref. [204] with the use of two probe laser frequencies to distinguish between |g〉 and
|e〉. For examples of earlier orbital physics studies with ultracold atoms, where the
orbitals are distinguished only by the different motional states of the atoms, we refer
the reader to Refs. [378, 379, 380, 381, 382, 383] and references therein.

We now turn to the double-well experiment aimed at probing RKKY interac-
tions. Here we need to prepare the initial state 1√

2
(|g, ↓〉L + |g, ↓〉R)|e, ↓〉L|e, ↑〉R (see

Fig. G.4a). The first step to prepare this state is to load a band insulator with three
|g, ↓〉 atoms per site on the long lattice and then slowly ramp up the short lattice with
a bias so that it is energetically favorable to have two atoms in the left well and one in
the right well. Next one can change the state of the right atom from |g, ↓〉R to |e, ↑〉R
by applying a π pulse of σ+ polarized light resonant with this single-atom transition.
The left well will be unaffected because the spectrum is modified by the interactions
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ba

RL

Figure G.4: Proof-of-principle experiment to probe RKKY interactions in
an array of isolated double wells. a, Schematic representation of the initial
state 1√

2
(|g, ↓〉L + |g, ↓〉R)|e, ↓〉L|e, ↑〉R. b, In the limit |Vex| ≪ Jg, the Neel order

parameter for the e atoms [Nez(t) = 1
2
[ne↑L − ne↓L − (ne↑R − ne↓R)]] is Nez(t) ≈

−1
3

cos
(

Vext
~

)

− 2
3

cos
(

Vext
2~

− 3V 2
ext

8Jg~

)

, which is shown in red for Vex = −Jg/10. It

exhibits fast oscillations with frequency ∼ Vex, modulated by an envelope of frequency

∼ V 2
ex/Jg induced by RKKY interactions (−1

3
− 2

3
cos
(

3V 2
ext

8Jg~

)

shown in blue).

(if interactions alone do not provide the desired selectivity, one could, for example,
change the bias of the e-lattice). The next step is to change the state of the left well
from two |g, ↓〉L atoms populating the lowest two vibrational states to |e, ↓〉L|g, ↓〉L
both populating the lowest vibrational state. This can be accomplished by using
π-polarized traveling wave laser light to apply a π pulse resonant with the transition
between these two many-body states [382]. This results in |e, ↓〉L|g, ↓〉L|e, ↑〉R. One
can then temporarily shift the g and e lattices relative to each other to set U±

eg in-
teractions to zero, then make Jg nonzero, and wait until the g atom evolves into the
desired superposition 1√

2
(|g, ↓〉L + |g, ↓〉R) via tunneling. This yields the desired state

1√
2
(|g, ↓〉L + |g, ↓〉R)|e, ↓〉L|e, ↑〉R.

After preparing the state 1√
2
(|g, ↓〉L + |g, ↓〉R)|e, ↓〉L|e, ↑〉R, we propose to monitor

the Neel order parameter for the e atoms, Nez = 1
2
[ne↑L−ne↓L− (ne↑R−ne↓R)]. In the

limit |Vex| ≪ Jg, Nez(t) = −1
3

cos
(

Vext
~

)

− 2
3

cos
(

Vext
2~

− 3V 2
ext

8Jg~

)

. In Fig. G.4, we present

the plot of Nez(t) for Vex = −Jg/10. It exhibits fast oscillations with frequency ∼ Vex,
modulated by an envelope of frequency ∼ V 2

ex/Jg induced by RKKY interactions. In
order to probe RKKY interactions only, it is important to suppress super-exchange
∼J2

e /Uee and thus to choose Je/Uee small. To study the full spatial dependence of
RKKY interactions, one must of course go beyond the double-well setup. We also
note that recent experiments using alkali atoms populating the lowest two vibrational
levels of a deep optical lattice have measured the local singlet-triplet splitting induced



Appendix G: Appendices to Chapter 7 274

by Vex [383].

G.9 Effects of Three-Body Recombination

Three-body recombination [384, 385, 386, 387, 368] is a process during which three
atoms come together to form a diatomic bound state and a single atom, and both
final products have enough kinetic energy to leave the trap. While in certain cases,
three-body recombination can be an asset [368], usually it results in the loss of atoms
and, thus, limits the duration of the experiment. For our purposes, we can describe
three-body recombination by a decay rate γ3 [368] resulting in a loss of three particles
from one site. This rate will likely depend on what atomic states are involved and,
to the best of our knowledge, has not yet been measured or calculated for fermionic
alkaline-earth atoms.

Out of the four examples [Eqs. (7.6-7.8) and Eq. (G.3)] that we discuss, only H(1,1)

[Eq. (G.3)] and H(p,0) [Eq. (7.7)] may be affected by three-body recombination (HKLM

[Eq. (7.8)] assumes negligible g-g interactions, such as in a very shallow g lattice or
with a low density of g atoms). In the case of H(1,1), two g atoms and one e atom
occupy the same site virtually in the intermediate state that gives rise to the second
order spin Hamiltonian with interaction strength ∝ J2

g /(Ugg +Vex). Thinking of γ3 as
an effective linewidth for the intermediate state, H(1,1) will be valid and losses small
provided that γ3 is smaller than the effective ”detuning” Ugg + Vex. Since scattering
lengths for alkaline-earth atoms [248, 249, 215] are comparable to those for alkali
atoms, Ugg +Vex can be on the order of several kHz [204]. At the same time, 1/γ3 for
bosonic alkali atoms in deep traps can be on the order of 1 s [388]. If γ3 were the same
in our case, γ3 ≪ Ugg + Vex would be satisfied. Ways of controlling the interactions
via optical Feshbach resonances [139, 370, 248, 371, 372] may also be envisioned.

In the case of H(p,0) [Eq. (7.7)], (nA, nB) = (1, 1) does not suffer from three-
body recombination. (nA, nB) = (1, 2) and (2, 2) may have three atoms per site
virtually. As in the discussion of H(1,1), provided γ3 associated with three g atoms
per site is smaller than Ugg, these configurations should be accessible. For the case
(nA, nB) = (1, 2), γ3 ≫ Ugg is also acceptable, since it will effectively prohibit the
tunneling of the atoms to the state with 3 atoms on a site [368], but the interaction
can still take place through the intermediate state, in which an atom from a B site
tunnels to an A site and back. One can also envision ways to use optical Feshbach
resonance techniques [139, 370, 248] to induce large γ3. To be able to resolve the
superexchange coupling ∼ J2

g/Ugg in cases where nA or nB is equal to 3, one must
have γ3 < J2

g/Ugg. Given that superexchange coupling can be as high as 1 kHz [204],
this condition should also be achievable. Although nA or nB greater than 3 will result
in even shorter lifetimes [386], there is a good chance that relatively large nA and nB

can be achieved: at least, for bosonic alkali atoms in an n = 5 Mott insulator state,
the lifetime can still be as long as 0.2 s [388].
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Figure G.5: Square lattice valence plaquette solid for N = 4. When N = 4
and nA = nB = 1, four sites are required to form an SU(4) singlet; these singlets can
in turn form the schematically shown plaquette-ordered state or a disordered phase
made of resonant plaquette states [389]. Thick bonds connect spins that are more
strongly correlated than spins connected by thin bonds, while dashed lines encircle
(approximate) SU(4) singlets.

G.10 The (p, 0) Spin Hamiltonian with nA = nB 6=
N/2

In the main text, we focused on one special case of the antiferromagnetic (p, 0)
spin Hamiltonian on a square lattice, that with nA+nB = N (where nA and nB denote
the number of atoms per site on the two sublattices). In this Section, we describe
another interesting and experimentally relevant case, nA = nB 6= N/2 [390, 242, 391,
389, 241, 392, 393, 243]. Potential ground states include states built from valence
plaquettes (Fig. G.5) [390, 242], resonant plaquette states [389], and topological spin
liquids [391, 243]. Valence plaquette states and resonant plaquette states are the
natural generalization of VBS states and resonant valence bond states (RVB) [394],
respectively; for example, when nA = nB = 1, N lattice sites are needed to form
a SU(N) singlet. Fig. G.5 depicts a square lattice valence plaquette solid for nA =
nB = 1 and N = 4. Techniques for detecting some of these phases are discussed in
Ref. [243]. The experiment described in the main text for the case nA + nB = N
can also be generalized to probe the nA = nB 6= N/2 phase diagram including exotic
phases such as valence plaquette solids [Fig. G.5], as well as competing magnetically
ordered states. The main difference is that after preparing a band insulator of N g
atoms per site, each site should be split not necessarily into two sites but into the
number of sites that is appropriate for the case being considered (e.g. 4 for the case
shown in Fig. G.5).
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G.11 Physics Accessible with the Alkaline-Earth

Kondo Lattice Model

The alkaline-earth atom realization of the AF KLM is well-suited to access a
number of parameter regimes that are out of reach in solid state materials. One
example is the one dimensional (1D) limit, since, to our knowledge, real solid state
materials exhibiting KLM physics are restricted to 2D or 3D. Another example is the
regime of large Kondo exchange (|Vex| ≫ Jg), which is interesting even for N = 2.
In this limit the system is well described by the U → ∞ Hubbard model [227] by
identifying the Kondo singlets with empty sites (holes) and the unpaired localized
spins with hard core electrons. From this mapping, possible ferromagnetic ordering is
expected at small hole concentration (small ng), however the stability of this phase for
increasing hole concentration and finite |Vex| values remains unknown. For general N ,
in the extreme limit Jg = 0, the ground state is highly degenerate: for any distribution
of the g atom density njg < N , there is a ground state (with further spin degeneracy),
where on each site the spins combine antisymmetrically to minimize the exchange
interaction. Lifting of such extensive degeneracies often leads to novel ground states;
this will be addressed in future studies using degenerate perturbation theory in Jg/Vex.
ForN > 2, AF SU(N) spin models have a different kind of extensive degeneracy, which
was argued to destroy antiferromagnetism and to lead to non-magnetic spin liquid
and VBS-like ground states [243]. Similar expectations are likely to apply to the KLM
at small |Vex|/Jg, where the N = 2 antiferromagnetism may give way to situations
where the localized spins form a non-magnetic state that is effectively decoupled from
the mobile fermions [231].

Even though we have set Ugg to zero in Eq. (7.8), it can be tuned, for example, by
adjusting the g-lattice depth and can give rise to interesting physics. For example,
the ng = 1 case, which is known to be for N = 2 either an antiferromagnetic insulator
or a Kondo insulator depending on the ratio |Vex|/Jg [228], will become for large
enough Ugg and N > 2 a Mott insulator, because the two atoms on each site cannot
combine to form an SU(N) singlet. If ng is reduced from unity, the doping of this Mott
insulator can be studied, and it will be interesting to understand how this physics,
usually associated with cuprate superconductors, is related to the other ground states
of the KLM, usually associated with heavy fermion compounds.


