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## Chapter 1: Introduction

### 1.1 Motivation

Since the beginning of the 20th century, physics has been reconstructed on the basis of quantum mechanics. This scientific revolution, in addition to revamping our view of the fundamental properties of nature, has also yielded many technologies based on the new theory. As compensation for letting go of classical physics, we have been gifted with new technologies ranging from magnetic resonance imaging to the electronic transistor.

Now, in the 21st century, a new crop of quantum technologies is bearing fruit. The National Institutes of Standards and Technology has echoed many others by referring to a "second quantum revolution" [1]. This new phase includes quantum computing and quantum communication, which is why "quantum information" is the usual appellation for the field of science underlying these technologies. Whereas as previous technologies may have taken advantage of uniquely quantum properties of matter, the new technologies manipulate and transmit information in ways that are fundamentally different from classical devices.

This latest wave of technologies depends crucially on entanglement. Although subtle, entanglement is one of the most fundamental breaks between quantum and
classical physics. In some ways, quantum entanglement represents the end point of a very long project - reductionism. For centuries, we have used reductionist methodology to break physical systems down into ever-smaller parts, explaining the behavior of substances by appealing to molecules, explaining the behavior of molecules by appealing to atoms, and so forth. This project stretches back to antiquity: Democritus introduced the notion of atoms into Greek natural philosophy to resolve the paradox of changeable everyday experiences arising from unchanging microscopic constituents [2].

Quantum entanglement can be viewed as a rebuke to the reductionist impulse, because entanglement makes the decomposition of systems into smaller parts impossible. To illustrate this, we can imagine taking a "snapshot" of a physical system, yielding a "God's eye view." In classical physics, this set of data would consist of storing the state of each individual particle. However, in quantum physics, we would instead have to store the complex probability amplitude of every possible configuration of all the particles, meaning that a general description is not built up from the descriptions of smaller particles. Note that, on the other hand, if we were guaranteed to be dealing with an unentangled state, this exponential scaling would not occur. The many-body state of the system would be like the classical one, describable in terms of independent parts.

Although this causes immense challenges for theorists who would like to calculate the behavior of quantum many-body systems, this is actually a fantastic opportunity. We know that classical physics exists (through the famous correspondence principle) as a subset of quantum physics, an effective description that works
well enough at human scales but only does so by ignoring the rich complexity of the quantum realm. We live in a very tiny corner of the possibilities that quantum mechanics allows for. Technologically, this means that the devices and methods built according to classical physics are using only a small portion of their physical potential. There is no reason why a classical computer, classical measurement, or classical communication channel should be the best option in this context. Quantum technology thus offers the possibility that we can tap into these entangled possibilities and use them to solve human-scale problems.

It is perhaps somewhat surprising to realize that entanglement was not discussed until quantum theory was over thirty years old, if we begin the accounting with Planck's 1900 paper on black body radiation (which does not mention entanglement) [3]. Entanglement does not appear in Einstein's 1905 exploration of the photoelectric effect [4]. Nor does Bohr mention it in his 1913 atomic model [5], or Schrodinger in the 1926 paper introducing his wave equation [6]. It was Einstein, Podolsky, and Rosen's famous 1935 paper, "Can Quantum-Mechanical Description of Physical Reality Be Considered Complete?" [7] which first pointed out and rigorously described the strange correlations of entangled particles. Since then, it has been clear that entanglement is perhaps most interesting when the entangled systems in question are separated across large distances in space. Einstein believed the apparently instantaneous action at a distance that arose in this thought experiment disproved the notion that quantum mechanics could be a final description of reality. However, examination by physicists and philosophers in the decades since have shown that quantum mechanics still yields correct predictions in this setting [8, 9].

Experiments based on EPR and the subsequent work of John Bell [10] have allowed theorists and experimentalists to show that entanglement is a real, intrinsic property of quantum mechanics which is deeply intertwined with the notions of indeterminism within the theory.

All of this leads us to study not just what entangled states are, but how they can be used, and what possibilities they open up technologically. Similarly, we are interested not just in what entanglement can do in general, but what particular possibilities and restrictions emerge when we focus on entanglement's spatial distribution. The inherent difficulty of creating such systems also guides us to study the limitations on entanglement generation and to seek to meet those limits if possible.

### 1.2 Entanglement

In quantum mechanics, the state of a quantum system is described by a normalized ray in Hilbert space, $|\psi\rangle \in \mathcal{H}$. For any measurement made on the system described by the state $|\psi\rangle$, we can predict the probability of each possible outcome of the measurement through the wavefunction. In general, this involves a positive operator-valued measure (POVM), but in many cases the POVM reduces to projecting $|\psi\rangle$ onto the eigenstates of the observable of interest.

To combine the wavefunction of two systems, a tensor product of two states is taken. Thus, if system 1 is in state $\left|\psi_{1}\right\rangle$ and system 2 is in state $\left|\psi_{2}\right\rangle$, their overall state would be:

$$
\begin{equation*}
\left|\psi_{12}\right\rangle=\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle \tag{1.1}
\end{equation*}
$$

The new overall Hilbert space is $\mathcal{H}_{12}=\mathcal{H}_{1} \otimes \mathcal{H}_{2}$. However, it should be noted that not every vector in $\mathcal{H}_{12}$ can be expressed as a tensor product in this manner. Although we can always find a basis in which every basis vector is a product of vectors in $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$, Hilbert spaces are vector spaces, and therefore we can add these basis vectors together to yield new wavefunctions and valid kets which are not decomposable. Consider a two-qubit system in which each qubit has basis states $|0\rangle,|1\rangle$. One very simple entangled state might be:

$$
\begin{equation*}
\left|\psi_{12}\right\rangle=\frac{1}{\sqrt{2}}|00\rangle+\frac{1}{\sqrt{2}}|11\rangle . \tag{1.2}
\end{equation*}
$$

This state cannot be written in the form $\left|\psi_{1}\right\rangle \otimes\left|\psi_{2}\right\rangle$. Therefore, we call it entangled. Because the two particles are entangled, we cannot describe the two-particle system in terms of two individual particle states. Instead, we have to describe the system as a whole. Unlike the case of a classical mixture, in which the state would be either $|00\rangle$ or $|11\rangle$, but unknown to us, the entangled state persists even if we have the best possible knowledge of the state of the two particles. The individual identities of the two particles, as physical entities with independent, localized properties, have vanished.

### 1.3 Distributed Entanglement

While entanglement as a mathematical consequence of the algebra of Hilbert space is interesting, it becomes a more consequential physical fact when we suppose that the state $\left|\psi_{12}\right\rangle$ describes two qubits which are separated by some macroscopic distance. Suddenly, two objects, which could be arbitrarily far apart, cannot be de-
scribed as two separate entities. This gives rise to what Einstein famously referred to as "spooky action at a distance." Consider the state $\left|\psi_{12}\right\rangle$ given in Eq. (1.2). Suppose Alice and Bob are separated by large distances, kilometers or even light-years, and each of them possesses one of the particles described by $\left|\psi_{12}\right\rangle$. If Alice measures her particle, she may obtain either outcome $|0\rangle$ or $|1\rangle$ with equal probability, and the same is true of Bob. However, as soon as Alice makes her measurement, Bob's measurement ceases to have an equal probability of either outcome, since his result must be the same as Alice's. In this way, it seems that the act of measurement by Alice has influenced not only her system, but Bob's, no matter how far away he was at the time.

One obvious issue with this scenario is that it would seem to violate the principle of relativity, which forbids signalling faster than light. Indeed, a relativistic perspective means that it is in general impossible to say whether Alice or Bob makes their measurement first if the two are separated by a spacelike interval in spacetime, so if we accept that there is causation in this process, then we could not truly say which measurement was the cause and which was the effect. More philosophically, Einstein, Podolsky, and Rosen objected that, since there was no physical mechanism of causation - no messenger particles or fields, no interaction at all - it made no sense to assert that one particle affected another. As they write, "no reasonable definition of reality could be expected to permit this" [7].

Although there is a correlation between what happens at one qubit and what happens at another, careful analysis shows that signalling is actually impossible. There is no way to use an entangled state to communicate any information in-
stantaneously; in fact, the probability that Bob will receive a particular outcome is independent of anything Alice does. Quantum communication requires classical communication to convey information. Since nothing Alice or Bob does can affect the outcome of the other measurement, the existence of multiple reference frames where one measurement or the other occurs first does not pose an issue.

If no signalling is possible between Alice and Bob, what are we to make of the fact that the statistics of one measurement seem different after we make our first measurement? Quantum mechanics has a long history of interpretations, as many physicists and philosophers have attempted to map the mathematical descriptions of the theory, which are so adept at predicting experimental outcomes, to the intuitive understanding of physical objects we hold in our heads. Different people have come to very different conclusions about what happens in the EPR experiment.

We do not have space here to present every possible interpretation of the EPR thought experiment, but it's worth reflecting on the diversity represented by just a few of them. In Bohr's Copenhagen interpretation, the wavefunction $\left|\psi_{12}\right\rangle$ represents all that can be known about the particles, because they had no definitive state before the measurement was made. After the measurement is made, a new wavefunction is appropriate to describe the system, but Bob cannot use this new wavefunction until Alice communicates it to him - so no paradox is really introduced, Bob simply is in a state of ignorance to the new quantum state. More radical is a set of interpretations known as quantum Bayesianism or QBism, which posits that quantum mechanics should be interpreted as a set of suggestions for an individual observer to assign probabilities to events [11]. In this interpretation, it does not make sense to say
that the two particles "have a state"-rather, the state is assigned by a particular actor, and then updated when new measurement data reaches that actor. Since the wavefunction is a subjective description, there is no need to pretend that anything "happens" when it changes anywhere except in the mind of the observer.

Other interpretations make more room for an objective reality. For instance, in the "many-worlds" interpretation of Everett, every branch of the wavefunction "really exists." When Alice makes her measurement, one version of her obtains result $|0\rangle$ and another obtains result $|1\rangle[12]$. The universe "splits" into two separate, noninterfering branches, and the Bob in one universe obtains a different result than the Bob in the other. Meanwhile, hidden-variable interpretations like those of de BroglieBohm are willing to discard locality entirely and accept that, despite relativistic objections, there really is a physical mechanism that communicates measurement results from Alice's laboratory to Bob's [13].

Ultimately, these philosophical issues, although important, are unanswerable within the framework of quantum theory itself. All of them are set up in such a way as to reproduce each other in all experiments for the foreseeable future. In this thesis, we are not interested in unpacking the exact meaning of distributed entanglement, metaphysically. Instead, we are interested in how these strange states can be created and, once created, how they can be used. This will mean two aspects: first of all, we will want to examine the uses of entanglement, and how an entangled state might prove a useful resource for technological tasks. Second, we will want to focus on specifically distributed entanglement, which raises its own questions. If an entangled state is (in general) useful, what uses persist - or what new uses arise - when the
entangled particles themselves are separated by large distances?

### 1.4 Limits on the Generation of Entanglement

Because entanglement is such an interesting phenomenon in quantum mechanics, and one which can be used for many different tasks, such as quantum computing [14] and metrology (see Sec. 1.6), an important technological question to address is how quickly entanglement can arise from previously unentangled particles. After all, the existence of an interesting or useful entangled state is of little use to us if the process that creates it takes an extremely long time to complete.

How, precisely, entangled states arise varies in different settings. In this thesis we will examine cases in which particles interact unitarily through a many-body Hamiltonian. For instance, we might consider a system of $N$ spins that interact through the following Hamiltonian:

$$
\begin{equation*}
H=\Delta \sum_{i=1}^{N} \sigma_{i}^{z}-J \sum_{i=1}^{N-1} \sigma_{i}^{x} \sigma_{i+1}^{x} \tag{1.3}
\end{equation*}
$$

Here, $J$ is a coupling constant signifying the strength of the spin-spin interaction, $\Delta$ is transverse field, and $\sigma_{i}^{k}$ is the Pauli matrix $k \in\{x, y, z\}$ on site $i$. If the particles interact according to this Hamiltonian, how quickly can entanglement be generated from an initially unentangled state? To quantify this we must choose a particular measure of entanglement. Strictly speaking, the state after any finite amount of time will be "entangled" in most cases, since the spins very rapidly develop some amplitude in non-product states. We instead would like to know the time required for a distant set of spins to be significantly entangled. One way to look at this is
to consider how long it takes two operators to stop commuting. For instance, the Pauli operators $\sigma_{i}^{x}$ and $\sigma_{i+1}^{y}$, on sites $i$ and $i+1$, commute at time $t=0$. If we subject them to evolution in the Heisenberg picture, however, the support of these operators grows, so that for $t>0$ the commutator of $\sigma_{i}^{x}(0)$ and $\sigma_{i+1}^{y}(t)$ becomes nonzero. The clearest example would be if the evolution in question exchanged the state of spin $i$ and $i+1$ after a fixed amount of time, in which case $\sigma_{i+1}^{y}(t)$ would actually become $\sigma_{i}^{y}(0)$, which is maximally non-commuting with $\sigma_{i}^{x}(0)$.

This process has been quantified by Lieb and Robinson in a seminal paper [15] which established that there is a time limit on this non-commutation. In particular, for any Hamiltonian which, like Eq. (1.3), has interactions that are either finite-range or decay exponentially, they showed that:

$$
\begin{equation*}
\|[A(t), B(0)]\| \leq\|A\|\|B\| c e^{v t-r} \tag{1.4}
\end{equation*}
$$

where $c$ and $v$ are constants that do not change with $t$ or $r,\|\cdot\|$ denotes the operator norm, and $r$ is the separation between the initial sites of $A$ and $B$. We can use this to establish an initial bound on the rate at which entanglement can be generated, by associating $v$ with a velocity at which entanglement can spread. This is known as a "light cone" because it establishes a region within which entanglement is possible. Bravyi has made this treatment based on non-commuting operators applicable to quantum information processing, by showing that the Lieb-Robinson bound can be directly applied to entanglement-related tasks like the generation of non-classical correlations and shifting between different topological states [16].

An interesting question, much studied but still very open, is how this picture
changes if we open up the space of allowed interactions. For instance, Coulomb interactions, rather than being only between site $i$ and site $i+1$, would permit interactions at long range with a strength that decreased proportional to $1 / r$; other systems like electric and magnetic dipoles likewise have "power law" interactions of the form $1 / r^{\alpha}$ with $\alpha=3$ for dipolar interactions. It is known that, depending on the spatial dimension of the system, a "light cone" may arise for some values of $\alpha$, although it may be logarithmic or polynomial, with entanglement possible at $t \sim r^{\beta}$ for some $\beta$ instead of $t \sim r$ as in the finite-range case [17-19]. Later, we will attempt to investigate the limits of entanglement generation with long-range interactions by presenting and studying an example system.

### 1.5 Quantum Architectures

The generation of quantum entanglement is of special interest in the field of quantum computing. This is because it is known that, if a quantum process does not produce intermediate states with an entanglement entropy that increases with the number of memory qubits, there are feasible polynomial-time classical algorithms to simulate it [20]. Therefore, any quantum computer that intends to create a sizable advantage over classical computations will need to be able to create large entangled states. Indeed, models of quantum computation exist which use only one large initial entangled state, where the entire process of computation can be performed by classical operations of measurement and feedback [14]. Since quantum computers are also bound to be racing against noise that decoheres useful quantum states into
functionally-classical ones, it is also important that we generate this entanglement as quickly as possible.

Whether or not these states represent "distributed" entanglement depends on precise definitions - different memory registers will necessarily occupy different locations within the computer, just as different bits on a hard disk are stored in different locations. For many situations, however, it is clear that we will want to produce quantum entanglement across long distances as part of our schemes. Most prominently, we may wish to construct networks of computers which are composed of smaller "modules" $[21,22]$. This would allow quantum computing to emulate the cluster model of computation deployed with great success in classical supercomputers. These modules may be specialized to perform particular quantum operations, or may simply be employed to allow for a more scalable approach to quantum systems. It is possible that quantum systems of arbitrarily large size will be prevented on physical or technological grounds, leaving the construction of such distributed clusters as the only viable means to creating large systems with the thousands of qubits required to run high-quality quantum computations.

Once we set our sights on the creation of quantum architectures, a rich and interesting set of problems emerges relating to the design of these modular networks. How can we ensure that communication between modules is easy, and that the modules are arranged in ways which maximize the connectivity between different parts of the system? To answer this question, we must begin to grapple with the engineering challenges brought on by building such connectivity - how can we have a well-connected arrangement that does not cost too much or require huge amounts of
communication infrastructure? How can these questions be answered in the context a particular calculation, for instance, if we want to perform Shor's algorithm for factoring numbers on a quantum computer, should we adopt a particular architecture suited for it, and how can we identify that architecture? We will explore all these questions.

### 1.6 Quantum Metrology

While quantum architecture concerns itself with how entanglement can be generated in universal quantum systems, we are also interested in what novel uses a quantum entangled state might have outside of computing. One which is well-known in the literature [23] is precision measurement and timekeeping.

In general, when a measurement is made $N$ times instead of once, the error on the measurement decreases by a factor of $\sqrt{N}$. In quantum technology, when we are given $N$ systems which are available to measure a quantity - such as a magnetic field or a temperature - we can choose between using them as individual systems or creating entangled states of some subsets of the measurement systems. It can be shown that an entangled strategy can be dramatically more powerful than an unentangled one, with the enhancement factor from using $N$ sensors possibly being as high as $N$ (rather than $\sqrt{N}$ in the classical case).

This improvement can be captured in many different settings, for instance, when there are $N$ photons available to probe a sample in a microscope, or when there are $N$ atoms available to sense a magnetic field. We are particularly interested,
again, in places where we can use the non-local nature of entanglement. That means we want to take advantage of the ability for multiple sensors, in multiple locations in space, to perform novel metrological tasks which quantum technology can enhance.

### 1.7 Outline of Thesis

The remainder of this thesis is organized as follows:

- Chapter 2, "State Transfer and GHZ Creation With Long-Range Interactions" presents a protocol which creates entanglement by using long-range (powerlaw) interactions. We then show how this same protocol can be applied to transferring a state as well as executing a circuit created by the MERA (multiscale entanglement renormalization ansatz). We also present a method for performing the protocol in a real system (Rydberg atoms in three-dimensional optical lattices) and examine the effects of experimental imperfections. This chapter originally appeared as Ref. [24].
- Chapter 3, "Unitary Entanglement Construction in Hierarchical Networks" examines the ways in which entanglement can be used to guide the development of modular architectures for quantum computers. We first begin by introducing a family of graphs dubbed hierarchies, whose properties we then analyze and compare to other potential architectures. This chapter first appeared as Ref. [25].
- Chapter 4, "Entanglement Entropy and Non-Unitary Computations" extends the results of Chapter 3. After first analyzing an entirely unitary computa-
tional setting, we broaden our outlook to include non-unitary settings as well, leading us to develop a new graph quantity dubbed "rainbow time" which allows us to evaluate the worst-case time for the creation of highly entangled states on any architecture.
- Chapter 5, "Sensor Networks" will explore the way entanglement can be used in a sensor setting. We first present a method of estimating a single parameter which is given as a linear function of spatially-separated parameters. We will derive a lower bound on the error allowed by quantum mechanics and then present a protocol which saturates this bound. Next, we will extend this to arbitrary functions by using linearization. This chapter combines work from Refs. [26] and [27].


# Chapter 2: State Transfer and GHZ Creation With Long-Range Interactions 

### 2.1 Introduction

Entanglement generation in a quantum system is limited, even in a nonrelativistic setting, by the available interactions. In a lattice system with short-range interactions, Lieb and Robinson showed that there exists a linear light cone defined by a speed proportional to both the interaction range and strength [15]. Suppose two operators $A$ and $B$ are supported on single sites separated by a distance $r$. Then the Lieb-Robinson bound states that, after time $t$,

$$
\begin{equation*}
\|[A(t), B]\| \leq c\|A\|\|B\| e^{v t-r} \tag{2.1}
\end{equation*}
$$

where $c$ is a constant, $v$ is another constant known as the Lieb-Robinson velocity, and $\|\cdot\|$ represents the operator norm. If a system initially in a product state begins evolving under a short-range Hamiltonian, correlations decrease exponentially outside of the causal cone defined by $r=v t$ [28-30]. However, in physical systems including polar molecules [31-33], Rydberg atoms [34, 35], or trapped ions [36, 37], the interactions fall off with distance $r$ as a power law $1 / r^{\alpha}$. For these interactions, generalizations of the Lieb-Robinson bound are known, but they may not be
tight [17-19]. In addition, for sufficiently long-ranged interactions the causal region may even encompass infinite space at finite time, signaling a breakdown of emergent locality [38-41].

These bounds on entanglement have direct implications for quantum information processing. The Lieb-Robinson bound, even if time dependence is allowed $[16,42]$, limits the speed at which operations can be performed or states created using local Hamiltonians, including states with important applications in quantum metrology and communication [23, 43-46]. In this chapter, we consider the task of using long-range interactions to speed up certain quantum information processes, such as quantum state transfer, GHZ (Greenberger-Horne-Zeilinger) state preparation, and MERA (multiscale entanglement renormalization ansatz) construction.

State transfer is a process by which an unknown quantum state on one site in a lattice is transferred to another site [47-50]. Discussion of possible experimental realizations can be found in Refs. [51-53], and in Ref. [54] a case with long-range interactions is considered. Since state transfer establishes perfect correlation between one site at $t=0$ and another site after the transfer, it is limited by the LiebRobinson bound. In this chapter, we propose a state transfer protocol which makes use of long-range interactions to transfer a state a distance $L$ on a $d$-dimensional lattice in time proportional to $L^{0}(\alpha<d), \log L(\alpha=d), L^{\alpha-d}(d<\alpha \leq d+1)$, or $L$ $(\alpha \geq d)$. As an intermediate step of the protocol presented, a GHZ-like state is created, a process also limited by the Lieb-Robinson bound [16]. For polar molecules, Rydberg atoms, or other dipole-dipole interactions in three dimensions, the protocol yields an exponential speed-up in the rate of entanglement generation.

As we will discuss, one powerful application of fast state transfer using longranged interactions would be the realization of a circuit described by a MERA [55-57]. MERAs are particularly useful ways to represent entangled states [58-60], such as the ground states of the toric or Haah codes, topological insulators, and quantum Hall states [61-64]. By performing state transfer and then applying a two-qubit gate between nearest neighbors, we can speed up long-range two-qubit gates, which we use to upper bound the minimal time required to create a MERA state. Using dipole-dipole interactions in 3D, our protocol constructs the MERA state exponentially faster than using nearest-neighbor interactions.

### 2.2 State Transfer

Our state transfer protocol first creates a many-body entangled state including the intended starting and final qubits. We do so by applying a controlled $X$ rotation between pairs of qubits $(i, j)$ using a Hamiltonian

$$
\begin{equation*}
H_{i j}=h_{i j}\left(|0\rangle\left\langle\left. 0\right|_{i} \otimes I_{j}+\mid 1\right\rangle\left\langle\left. 1\right|_{i} \otimes X_{j}\right) .\right. \tag{2.2}
\end{equation*}
$$

Here $h_{i j}$ is the interaction strength, which may not be identical for all pairs of qubits. In Sec. 2.5, we examine a case where the sign of $h_{i j}$ is variable, but for now we take $h_{i j}>0 . I_{j}$ and $X_{j}$ are the identity and Pauli $X$ operator acting on qubit $j$. When the Hamiltonian in Eq. (2.2) is applied for a time $t=\pi /\left(2 h_{i j}\right)$, it realizes a controlled-NOT (CNOT) gate between qubits $i$ and $j$ (up to an unimportant phase). In Eq. (2.2), $i$ is the control qubit for the CNOT while $j$ is the target qubit. When applied to a control qubit in an arbitrary state and a target qubit in the state $|0\rangle$,


Figure 2.1: Our state transfer protocol using long-range interactions. We want to move a qubit state from the upper-left site (outlined in solid blue) to the lower-right one (outlined in dashed red). After a time $t_{1}$ (a), the nearest-neighbor qubits have shifted from target to control (purple region), and continue acting on all other qubits, thereby adding an additional qubit to the set of controls after further time $t_{2}$, as shown in (b). After $t_{2}$, each qubit has rotated further (shown by darker shading). The growth continues until the original qubit has effectively performed a CNOT on all qubits in the lattice shown.
the CNOT gate results in a two-qubit state encoding the original qubit,

$$
\begin{equation*}
\operatorname{CNOT}(a|0\rangle+b|1\rangle)|0\rangle=a|00\rangle+b|11\rangle . \tag{2.3}
\end{equation*}
$$

By continuing this process, we can create a many-body entangled state of $N$ qubits $a|0\rangle^{\otimes N}+b|1\rangle^{\otimes N}$ encoding the same state as the initial qubit. The original state can be transferred onto the target qubit by reversing the entangling process and leaving the destination qubit as the final control qubit. If $H_{i j}$ were a nearest-neighbor Hamiltonian, then this procedure would then allow us to transfer a qubit state a distance $L$ by applying $L$ CNOT operations to construct the many-body state and then $L$ other CNOT operations which are properly time-reversed and spatially mirrored, providing a linear scaling which saturates the Lieb-Robinson bound.

By using Hamiltonians with long-range interactions, we can achieve a sublinear state transfer time. We suppose that $h_{i j}=1 / r_{i j}^{\alpha}$, where $r_{i j}$ is the distance between the qubits $i$ and $j$. ${ }^{1}$ Our protocol (Fig. 2.1) starts by acting on all qubits in the lattice with a single control qubit storing the initial state. Once the CNOT operation completes on a qubit, it can be switched from a target to a control and then used to speed up the CNOTs which are still continuing on other qubits. If a single qubit is targeted by many control qubits, then the CNOT operation on that qubit can be completed faster. (Multiple $H_{i j}$ will mutually commute as long as the sets of target qubits and control qubits are disjoint.) If qubit $j$ is targeted by many qubits indexed by $i$, the time required to complete the CNOT becomes

$$
\begin{equation*}
t=\frac{\pi}{2 \sum_{i} h_{i j}}=\frac{\pi}{2 \sum_{i} r_{i j}^{-\alpha}} . \tag{2.4}
\end{equation*}
$$

(By using dimensionless couplings $h_{i j}=1 / r_{i j}^{\alpha}$, we are implicitly giving times in units of the inverse nearest-neighbor coupling strength.) In addition to the progressive inclusion of more control qubits, each subsequent qubit has already been rotated by some angle, reducing the remaining time required to complete the operation. Therefore, additional qubits can be added more quickly to the state as it grows.

As an example, consider beginning with a system of three qubits arranged in

[^0]a line,
\[

$$
\begin{equation*}
|\psi(t=0)\rangle=(a|0\rangle+b|1\rangle)|00\rangle . \tag{2.5}
\end{equation*}
$$

\]

Simultaneously applying $H_{12}$ and $H_{13}$ for a time $t_{1}=\pi / 2$, the state becomes

$$
\begin{equation*}
\left|\psi\left(t_{1}\right)\right\rangle=a|000\rangle-i b|11\rangle\left(\cos \frac{\pi}{2^{\alpha+1}}|0\rangle-i \sin \frac{\pi}{2^{\alpha+1}}|1\rangle\right) . \tag{2.6}
\end{equation*}
$$

At this point, the second qubit is made a control, so that the acting Hamiltonians are $H_{13}$ and $H_{23}$. By continuing the evolution under these Hamiltonians for an additional time,

$$
\begin{equation*}
t_{2}=\frac{\frac{\pi}{2}-\frac{\pi}{2 \cdot 2^{\alpha}}}{1+\frac{1}{2^{\alpha}}}=\frac{\text { rotation remaining }}{\text { sum of interactions }}, \tag{2.7}
\end{equation*}
$$

the system will end in the final state

$$
\begin{equation*}
\left|\psi\left(t_{1}+t_{2}\right)\right\rangle=a|000\rangle-b|111\rangle . \tag{2.8}
\end{equation*}
$$

The entire procedure can be reversed, interchanging the roles of qubits 1 and 3 , to transfer the original state,

$$
\begin{equation*}
\left|\psi\left(2\left(t_{1}+t_{2}\right)\right)\right\rangle=|00\rangle(a|0\rangle+b|1\rangle) . \tag{2.9}
\end{equation*}
$$

We now consider the case of many qubits. Our strategy will be to specify a suboptimal protocol that simplifies the calculation of the time required for state transfer and use that result to bound (from above) the state transfer time of the protocol in Fig. 2.1, which is more difficult to analyze directly. First, we specify that we aim to to construct a GHZ state across a hypercube whose diagonal spans a distance $L \sqrt{d}$. The points on either end of the diagonal are the original and destination sites for state transfer (see Fig. 2.2). Because the state transfer time
using the protocol of Fig. 2.1 is difficult to compute, we use a slightly slower protocol that allows us to easily estimate the transfer time both analytically and numerically. Rather than change a qubit into a control as soon as its evolution completes, we instead halt a qubit's evolution when its rotation finishes. Once we have enough qubits to form a full hypercube of controls, we expand the control set and continue evolution. This scheme is illustrated in Fig. 2.2, and we expect it to perform similarly (in terms of the scaling of transfer time) to the scheme in Fig 2.1. Let $q=1,2, \ldots, L$ denote each subsequent expansion of the hypercube, so that after time $t=t_{1}+$ $t_{2} \cdots+t_{q}$ we can form a complete control hypercube of edge length $q$. The times $t_{q}$ are determined by the condition that each qubit must accumulate a total phase of $\pi / 2$,

$$
\begin{equation*}
\sum_{p=1}^{q} H(p, q) t_{p}=\frac{\pi}{2} \tag{2.10}
\end{equation*}
$$

Here $H(p, q)$ is defined to be the summation of all Hamiltonian strengths $h_{i j}$ for which the control $i$ is in the hypercube with corners $(0,0,0, \ldots)$ and $(p-1, p-1, p-1, \ldots)$ and the target $j$ is at the site $(q, q, q, \ldots)$ at the corner of a larger hypercube containing the first, as illustrated in Fig. 2.2. The qubit $j$ is the slowest-evolving qubit on its layer, so its evolution determines the time required to expand the cube in this scheme.

At this point, we will begin looking for bounds on the times $t_{q}$. Our first bound arises by noting that for all $p, t_{p}>t_{p+1}$. This is because, for each $p$, the quantity $H(p, p)$ is strictly larger than $H(p-1, p-1)$ - the qubit at $(p, p, \ldots, p)$ has more qubits acting on it than its counterpart in the previous step. We use $t_{p}>t_{p+1}$ to


Figure 2.2: (a) The suboptimal protocol used for our bounds, with the same color scheme as Fig. 2.1. After the $p$ th time step, a $(p+1) \times(p+1)$ hypercube of qubits act as controls. The purple arrow represents $H(2,3)$, as it connects a $2 \times 2$ square to a qubit at coordinates (3,3). (b) After time $t_{1}+t_{2}$ another set of qubits has been converted from targets to controls. The purple arrow now represents $H(3,3)$.
rewrite the phase condition on times in Eq. (2.10),

$$
\begin{equation*}
\frac{\pi}{2} \geq t_{q} \sum_{p=1}^{q} H(p, q) \tag{2.11}
\end{equation*}
$$

We now construct two complementary bounds for $H(p, q)$. In some cases (small $\alpha), H(p, q)$ will receive appreciable contributions from the entire hypercube of control qubits. In this case, we can obtain a lower bound by pretending that all control qubits are at the same point a distance $q \sqrt{d}$ away, the maximum possible. However, for large $\alpha$ the interaction is dominated by nearby qubits, whose contributions are independent of $q$. For instance, in $H(q, q)$ there is always one qubit at the nearest vertex of the hypercube whose contribution does not depend on $q$. These two bounds can be combined to yield:

$$
\begin{equation*}
H(p, q) \geq \max \left(\frac{p^{d}}{(q \sqrt{d})^{\alpha}}, \frac{\delta_{p q}}{d^{\alpha / 2}}\right) \tag{2.12}
\end{equation*}
$$



Figure 2.3: Numerical results of solving Eq. (2.10) at different $\alpha$ in $d=2$. We calculate $\sum_{q \leq L} t_{q}$ and fit to $L^{\beta}$ for $L$ between 900 and 1000; the best-fit exponent is plotted here. The solid line shows the $\beta$ derived from Eq. (2.13). At $\alpha=d$ (open circle), the numerics are consistent with the expected logarithmic scaling; the fact that the bound is not saturated at $\alpha=3$ is due to finite $L$ and should vanish in the $L \rightarrow \infty$ limit.

After substituting Eq. (2.12) into Eq. (2.11), the sum can be performed. If we discard all constants depending only on $d$ or $\alpha$, the result is a bound on the scaling of $t_{q}$,

$$
\begin{equation*}
t_{q} \leq \min \left(q^{\alpha-(d+1)}, 1\right) \tag{2.13}
\end{equation*}
$$

To obtain the scaling of the entire state transfer process, a sum over $t_{q}$ is made up to $q=L$. For $\alpha<d, t_{q}$ grows more slowly than $q^{-1}$, so the sum converges to a constant for asymptotic $q$. The convergence signals that a state can be transferred any desired distance in a constant time. For $\alpha=d, t_{q}=q^{-1}$, so the sum scales logarithmically in L. For $d<\alpha<d+1$, we obtain a polynomial scaling $L^{\alpha-d}$. Finally, for $\alpha \geq d+1$, the constant lower bound on $t_{q}$ dominates, and state transfer takes a time proportional to $L$, just as it does for short-range interacting systems. These scalings are illustrated in Fig. 2.3 along with the exponents of polynomial fits to the numerical solutions of

Eq. (2.10). The time cost of our protocol compares very favorably to the direct use of the long-range interaction, which can create a maximally entangled state in time that scales like $L^{\alpha}$. Note that although Hamiltonians turn on and off throughout our protocol, our Hamiltonians always obey the condition that $\left|h_{i j}\right| \leq r_{i j}^{-\alpha}$, meaning that the process as a whole obeys the conditions assumed in previous work on speed limits in long-range interacting systems such as Ref. [19].

### 2.3 Constructing a MERA

We now demonstrate that our state transfer protocol allows for fast construction of a MERA.

In this context, we will interpret a MERA as a quantum circuit for qubits which acts on successively larger length scales, as shown in Fig. 2.4, to produce an entangled state from a product state. More general constructions are possible (e.g. with qudits). Our protocol will also apply to a branching MERA [67] provided that after a constant number of layers the circuit disentangles a constant fraction of the remaining qubits to $|0\rangle$. This condition ensures that there are always sufficient "empty" qubits for our state transfer protocol to scale properly.

A MERA consists of two alternating types of unitary operations and is easiest to understand in reverse (starting at the bottom of the circuit). The first type of unitary, called a disentangler, removes entanglement at the current length scale. The next operation, an isometry, maps a group of $\phi$ sites into a single site, leaving the other qubits in the state $|0\rangle$. These operations can be repeated, except that now all


Figure 2.4: Sketch of a MERA circuit, with the disentanglers (purple, circle-capped) and isometries (green, square-capped). All qubits begin in the state $|0\rangle$, indicated by a dashed line. At each length scale, entanglement is created or removed to create a many-body entangled state from a product state after $\log _{2} L$ steps. Although we have drawn a simple 1D binary MERA, our protocol can be extended to higher dimensions and more complicated tensor structures.
unitary gates need to be performed over a distance $\phi$ times larger than previously.
It is clear that MERA produces a circuit with depth $\log _{\phi} L$, but this apparent logarithmic scaling masks an actual time cost due to the continuously increasing length scale. However, we can replace a long-range two-qubit unitary with state transfer followed by a short-range unitary. This framework allows us to ignore any details of the two-qubit unitary and simply use state transfer as a primitive. The structure of a MERA circuit guarantees that the $|0\rangle$ states required to perform state transfer will be present between any two qubits when we need to perform a unitary on them.

Suppose that $t_{\tau}$ is the maximum time required to perform a two-qubit gate across a distance $\ell_{\tau}$ at the $\tau$ th step of the MERA circuit. We can perform all the MERA operations at a given step in parallel, so a single layer of the MERA simply
requires time $2 t_{\tau}$ for the disentanglers and then isometries. The time to perform the entire MERA circuit will then be bounded (up to a constant factor) by

$$
\begin{equation*}
t_{\mathrm{MERA}} \lesssim \sum_{\tau=0}^{S-1} t_{\tau} \tag{2.14}
\end{equation*}
$$

Here $S=\log _{\phi} L$. Our state transfer procedure allows for $t_{\tau}=2 t_{\text {transfer }}$. The time required to perform the final two-qubit gate does not affect the scaling and so is omitted. We can then bound $t_{\text {transfer }}$ by considering the length scale at each step, $\ell_{\tau}=\phi^{\tau}$. If $\alpha=d, t_{\text {transfer }}$ scales as $\log _{\phi} \ell_{\tau}$ (as in our state transfer bound but with a constant multiple changing the base of the logarithm), and $t_{\text {MERA }}$ will be bounded by $\sim\left(\log _{\phi} L\right)^{2}$ by considering the largest term in Eq. (2.14) multiplied by the number of terms. For $\alpha \neq d, t_{\text {transfer }}$ scales polynomially in $\ell_{\tau}$ with exponent $\beta$,

$$
\begin{equation*}
t_{\mathrm{MERA}} \lesssim \sum_{\tau=0}^{S-1} \ell_{\tau}^{\beta} \tag{2.15}
\end{equation*}
$$

For $\alpha<d, \beta=0$ and the sum is proportional to $\log _{\phi} L$. For $\alpha>d, \beta=$ $\max (\alpha-d, 1)$. We use $\ell_{\tau}=\phi^{\tau}$ and carry out the geometric sum to obtain

$$
\begin{equation*}
t_{\mathrm{MERA}} \lesssim\left(\phi^{\beta}\right)^{S}=L^{\beta} . \tag{2.16}
\end{equation*}
$$

Thus we have

$$
t_{\mathrm{MERA}} \lesssim \begin{cases}\log _{\phi} L & \alpha<d  \tag{2.17}\\ \log _{\phi}^{2} L & \alpha=d \\ L^{\alpha-d} & d<\alpha \leq d+1 \\ L & \alpha>d+1\end{cases}
$$

### 2.4 Outlook

We have demonstrated fast state transfer and MERA construction protocols using long-range interactions. Our protocol's exponential speedup for $\alpha=d$ nearly saturates the bound in [17], which gives a logarithmic lightcone for $\alpha>d$. However, we have not shown that our method is the fastest state transfer protocol possible. Such a result would require demonstrating a general Lieb-Robinson-type bound which we would then saturate. Instead, our protocol limits future Lieb-Robinson bounds for long-range systems. The state transfer protocol we have presented establishes that no finite causal region is possible for $\alpha<d$, since a constant amount of time suffices to establish any desired correlation at arbitrary distances. In previous work, causal regions were seen in systems with $d / 2<\alpha \leq d$ as long as the initial state was not entangled [38]. Like our work, Ref. [38] also uses multiple qubits with long-range interactions to reduce state transfer time. We have shown that such causal regions do not persist in general, although it is possible that this violation requires the use of time-dependent Hamiltonians as opposed to the time-independent Hamiltonians in Ref. [38].

For the intermediate value $d<\alpha<d+1$, our protocol shows that no linear light cone can be drawn, although a polynomial bound may be possible. These results should be compared to Ref. [19], which established a polynomial light cone only for $\alpha>2 D$ that becomes linear only in the limit of $\alpha \rightarrow \infty$. Our protocol's linear scaling when $\alpha \geq d+1$ suggests that the tightest possible Lieb-Robinson bound may also possess a critical $\alpha$ with a similar property. Resolving this question could reveal
important facts about the nature of correlations in long-range interacting systems.

It is our hope that this protocol, or a minor variation thereof, could soon be realized experimentally. Such a realization could offer significant technological advantages in, for instance, entanglement-enhanced metrology. In Sec. 2.5, we show how dipole-dipole interactions in three dimensions can be used to implement a variant of our protocol with a focus on Rydberg atoms. Using this protocol, qubits can be entangled exponentially faster than using short-range interactions. In the future, we hope to reduce the local control required to achieve sublinear scaling.

### 2.5 Application to Dipole-Dipole Interactions

In this section, we show that it is possible to realize a protocol with similar scaling to the one proposed by using Rydberg atoms. Rydberg atoms can be made to interact with a dipole-dipole interaction that has distance dependence $1 / r^{3}$. This suggests that, using our protocol, we could produce a cube of side length $L$ in a GHZ state in time proportional to $\log L$. We will demonstrate that a realistic physical interaction can yield this result. Many details on Rydberg atoms and their applications in quantum information can be found in Refs. [34, 68, 69], and experimental demonstrations can be found in Refs. [35, 70-72]. Our analysis is focused on Rydberg atoms, but much of it should extend to other dipolar systems, such as polar molecules, with appropriate modification of implementation details [31-33, 73].

We select as qubit states the ground state and a highly excited state of a

Rydberg atom under a weak electric field, yielding a purely diagonal atomic interaction [34]. The Hamiltonian of a system of such atoms can be written as:

$$
\begin{equation*}
H_{\mathrm{int}}=\sum_{i \neq j} H_{i j}=\sum_{i \neq j} \frac{1-3 \cos ^{2} \theta_{i j}}{r_{i j}^{3}} Z_{i} Z_{j} \equiv \sum_{i \neq j} V_{i j} Z_{i} Z_{j} \tag{2.18}
\end{equation*}
$$

Here, $r_{i j}$ is the distance between atoms $i$ and $j$, while $\theta_{i j}$ is the angle between the electric field and the vector separating the two atoms. We have ignored local terms like $Z_{i}$ and $Z_{j}$, which can be removed by applying local rotations. By applying local rotations, this ZZ Hamiltonian can be used to realize CNOT interactions, regardless of whether the overall sign is positive or negative. This is done by applying local rotations to produce a controlled-phase gate and applying Hadamard operations on the target before and after the evolution to yield a controlled-NOT gate [74]. We assume that, while local control fields may be time-dependent, the two-body interaction in Eq. (2.18) is active throughout the entire state transfer process. The individual addressing required to perform these local operations was demonstrated in a 3D optical lattice in Ref. [75]. The roughly $5 \mu \mathrm{~m}$ lattice spacing in that work is also an appropriate spacing for the Rydberg interactions we intend to use in our protocol, as it helps to prevent the dipole-dipole interactions from becoming comparable to the energy level spacing.

To apply the protocol of this chapter, qubits must be separated into controls and targets. Such separation can be performed using an echoing procedure: first, qubits evolve under $H_{\mathrm{int}}$ and then under $-H_{\mathrm{int}}$ for an equal amount of time. However, halfway through the second evolution, a $\pi$-pulse ( $X$ gate) is applied to either all target qubits or all control qubits. This has the effect of swapping $Z$ for
$-Z$. All interactions between controls and controls, or targets and targets, will remain unchanged, but any control-target interactions will be inverted. Thus, during the $-H_{\text {int }}$ time, control-target interactions experience no net evolution, while any control-control or target-target pair evolution due to $+H_{\mathrm{int}}$ is undone. The $-H_{\mathrm{int}}$ evolution time is equal to the initial entangling $+H_{\text {int }}$ time, so the echoing procedure does not change the scaling with $L$. Even if the negative interaction is not of the same magnitude as the original, we can still accomplish the echoing by adjusting the timescales, and the scaling with $L$ will still not be changed.

To change the sign of the dipole-dipole interaction, realizing $-H_{\text {int }}$, we can encode the computational states into the fine structure of a Rydberg atom. For specificity, we consider the case of $\mathrm{Rb}^{87}$ with a weak applied electric field. Ignoring the hyperfine structure, we encode the state $|0\rangle$ in a superposition of $\left|L=0, J=1 / 2, m_{J}=1 / 2\right\rangle$ and $\left|L=1, J=3 / 2, m_{J}=3 / 2\right\rangle$ created by applying a microwave dressing field, with most of the amplitude being stored in the latter state. The state $|1\rangle$ is then encoded in $\left|L=1, J=1 / 2, m_{J}=1 / 2\right\rangle$. All three states have the same principal quantum number. Details can be found in an analogous scheme for polar molecules presented in entry No. 5 of Table II and Fig 3(d) of Ref. [32]. Note that here we are also dropping local $Z$ terms which can be canceled by a local rotation. We have calculated dipole matrix elements for $\mathrm{Rb}^{87}$ across a wide range of principal quantum numbers that confirm this scheme remains viable in the Rydberg setting. We also assume that, in addition to changing the overall sign of the interaction, we are able to place qubits in non-interacting electronic ground states to avoid any unwanted interactions or decay from excited states.

If a volume of control qubits exists, this volume will convert a qubit $j$ into a control after time $\pi / 2 V_{j}$, where $V_{j}$ is the sum over all interaction constants $V_{i j}$ for control qubits $i$. Suppose that enough qubits have been added that the sum of point-to-point interactions is well-approximated by an integral, which is a good approximation in the relevant asymptotic regime. The total interaction on a qubit $j$ in this case can be written as

$$
\begin{equation*}
V_{j}=\int_{C} V_{i j} \mathrm{~d} C \tag{2.19}
\end{equation*}
$$

Here, $C$ is the volume of control qubits. This quantity has the useful property of scale invariance. If all lengths change by a factor $\lambda$, then $H_{\text {int }}$ changes by the factor $\lambda^{-3}$ due to its distance dependence. However, the region of integration expands by $\lambda^{3}$, so the final quantity remains unchanged.

We consider expanding a cube of controls, increasing the side length $\ell$ by a constant factor $\lambda$. After this procedure, we obtain a new cube of side length $\lambda \ell$. Qubits outside of the larger cube have no operations performed on them. Once this expansion has been performed, we expand the cube again. Due to scale invariance, the same operation can be performed in identical time. This means that after $n$ expansion steps, the side length will be $\lambda^{n} \ell$. Therefore, we can construct a cube of side length $L$ in a time proportional to $\log _{\lambda}(L / \ell)$ as indicated earlier. The scaling properties of the integral in Eq. (2.19) can be used in cases where $\alpha \neq d$ as well. Equation (2.19) implies that the time required to construct a cube of side length $L$ will be:

$$
\begin{equation*}
t_{\mathrm{GHZ}} \sim \sum_{i=1}^{\log _{\lambda}(L / \ell)} \lambda^{n(\alpha-d)} \tag{2.20}
\end{equation*}
$$

For $\alpha<d$, this saturates to a number independent of $L$, and for $\alpha>d$, it implies that $t_{\mathrm{GHZ}} \sim L^{\alpha-d}$. Note that for $\alpha>d+1$, a protocol of successive dilations of the cube fails to provide optimal scaling.

All that remains to be shown is that the size of the cube can be increased by a constant factor in finite time. This is not guaranteed because the dipole-dipole interaction changes sign as a function of $\theta_{i j}$, causing $V_{j}$ to be zero for qubits at some points. If we could only act with the control cube during the expansion time, we would not be able to perform the expansion as outlined above. However, we can use a slightly more complicated scheme in which some intermediate qubits are used. Rather than expand the entire cube at once, we expand the cube outward in the positive $x$-, $y$-, and $z$-directions successively, each time expanding only to qubits which lie on lines perpendicular to the expanding face of the rectangular prism, as illustrated in Fig. 2.5. This works because the interaction can be shown to decrease monotonically (in absolute value) along Cartesian directions, as we prove below. Since at long distances we know that the interaction decays to zero and has the same sign for all target qubits, the monotonicity establishes that there is no zero crossing. As there is no zero crossing, there will be a finite time that suffices to complete the expansion. The logarithmic scaling follows.

### 2.6 Proof of Interaction Monotonicity

We will now prove that the interaction between a cube of controls and a target qubit decreases monotonically in Cartesian directions. Suppose we begin with a


Figure 2.5: Successive transformations of the control cube. A cube of side length $\ell$ is expanded first in one direction, then the next. After the final step (not shown), the result will be a cube of side length $\lambda \ell$.


Figure 2.6: Illustration of the coordinate system used in this section.
rectangular prism located in the $y-z$ plane with dimensions $\ell_{x} \times \ell_{y} \times \ell_{z}$ and the origin in the center of one face (see Fig. 2.6 for an illustration). A qubit at point $(x, y, z)$ then has the interaction integral

$$
\begin{equation*}
V=\int_{x}^{x+\ell_{x}} \int_{-\ell_{y} / 2+y}^{\ell_{y} / 2+y} \int_{-\ell_{z} / 2+z}^{\ell_{z} / 2+z} \frac{x^{\prime 2}+y^{\prime 2}-2 z^{\prime 2}}{\left(x^{\prime 2}+y^{\prime 2}+z^{\prime 2}\right)^{5 / 2}} \mathrm{~d} x^{\prime} \mathrm{d} y^{\prime} \mathrm{d} z^{\prime} \tag{2.21}
\end{equation*}
$$

The integrand in Eq. (2.21) is simply the dipole interaction written in Cartesian coordinates. We choose $y$ and $z$ to fall in $\left(-\ell_{y} / 2, \ell_{y} / 2\right)$ and $\left(-\ell_{z} / 2, \ell_{z} / 2\right)$ respectively to ensure that their projection to the $y-z$ plane lies on the face of the prism. We consider only positive values of $y$ and $z$ without loss of generality. The derivative of
$V$ with respect to $x$ can be expressed analytically as

$$
\begin{gather*}
\partial_{x} V=D\left(-\frac{\ell_{y}}{2}+y,-\frac{\ell_{z}}{2}+z\right)+D\left(\frac{\ell_{y}}{2}+y, \frac{\ell_{z}}{2}+z\right)  \tag{2.22}\\
-\left[D\left(-\frac{\ell_{y}}{2}+y, \frac{\ell_{z}}{2}+z\right)+D\left(\frac{\ell_{y}}{2}+y,-\frac{\ell_{z}}{2}+z\right)\right] \\
D(a, b)=a b\left(\frac{1}{\left(\left(x+\ell_{x}\right)^{2}+c^{2}\right) \sqrt{\left(x+\ell_{x}\right)^{2}+a^{2}+c^{2}}}-\frac{1}{\left(x^{2}+c^{2}\right) \sqrt{\left(x^{2}+a^{2}+c^{2}\right)}}\right) . \tag{2.23}
\end{gather*}
$$

For $D(a, b)$, the sign is always determined by the prefactor because the factor in parentheses is strictly negative. Using the fact that $y$ and $z$ must be less than $\ell_{y} / 2$ and $\ell_{z} / 2$ respectively, we can assign a negative sign to the first two $D$ to appear in Eq. (2.22) and a positive sign to the second two. Therefore, we find that $\partial_{x} V$ is always negative in this region, establishing the monotonicity for expansion along one face in the $x$-direction. This proof also holds for the $y$-direction immediately from symmetry. For the $z$-direction, a similar argument holds but with a more complicated parenthetical term in $D(a, b)$.

### 2.7 Effects of Decoherence

In the next two sections, we will consider the influence of experimental imperfections in qubits and gate operations and examine the implication for our protocols scalability. First, we will consider the influence of decoherence, for instance, due to spontaneous emission out of the Rydberg excited states. The fragile nature of the GHZ state means that a single emission can cause our protocol to fail. We assume that individual qubits fail (spontaneously emit) at a rate $\gamma$. This analysis should
extend to any similar failure mechanism that occurs at a constant rate. If each expansion step (dilating the cube by $\lambda$ ) takes time $\delta t$, then we can consider whether, in the $i$ th timestep, any of the $\lambda^{3 i}$ qubits currently involved emit. If not, we label the step a success. The protocol succeeds if all of its individual steps succeed. The probability that no spontaneous emissions occur at any of $N_{t}$ time steps and that the protocol succeeds is

$$
\begin{equation*}
P(\text { success })=\prod_{i=1}^{i=N_{t}} P(\text { success at step } i)=e^{-\gamma \delta t \sum_{i} \lambda^{3 i}} . \tag{2.24}
\end{equation*}
$$

If we demand that the protocol successfully entangle $N$ qubits with a probability $P>\epsilon$, then Eq. (2.24) becomes

$$
\begin{equation*}
\sum_{i=1}^{\log _{\lambda} N^{1 / 3}} \lambda^{3 i}=\frac{\lambda^{3}(N-1)}{\lambda^{3}-1}<\frac{\ln \frac{1}{\epsilon}}{\gamma \delta t} . \tag{2.25}
\end{equation*}
$$

This suggests a limit on the number of qubits which can be entangled with a system of decohering qubits, which we write as

$$
\begin{equation*}
N_{\mathrm{lr}}<1+\frac{\ln \frac{1}{\epsilon}}{\gamma \delta t} \frac{\lambda^{3}-1}{\lambda^{3}} \tag{2.26}
\end{equation*}
$$

Here $N_{\text {lr }}$ refers to the number of qubits that can be entangled using our longrange interacting protocol. Note that if $\epsilon$ and $\lambda$ are taken to be of order 1, Eq. (2.26) simply implies that $N_{\mathrm{lr}} \gamma \delta_{t} \lesssim 1$, which is unsurprising since our largest entangled state decays in a time $1 / N_{\text {lr }} \gamma$. We can also consider what this limit looks like in the case of a protocol which uses nearest-neighbor interactions and, at each step, increases the cube's side length by one. In this case, the $i$ th timestep has $i^{3}$ qubits entangled, and there are $N^{1 / 3}$ such steps. A similar argument to the above leads us
to calculate

$$
\begin{equation*}
\sum_{i}^{N^{1 / 3}} i^{3}=\frac{1}{4}\left[N^{4 / 3}+2 N+N^{2 / 3}\right]<\frac{\ln \frac{1}{\epsilon}}{\gamma \delta t} . \tag{2.27}
\end{equation*}
$$

If we assume we're interested in cases where $N$ is somewhat large a priori, then we write the following loose bound by dropping strictly positive terms:

$$
\begin{equation*}
N_{\mathrm{nn}}<\left(\frac{4 \ln \frac{1}{\epsilon}}{\gamma \delta t}\right)^{3 / 4} \tag{2.28}
\end{equation*}
$$

Here the exponent $3 / 4$ arises because we summed over $N^{1 / 3}$ terms like $i^{3}$, yielding $N^{4 / 3}$ and then inverted that. Suppose we take $\lambda=2$, in which case the first step of each protocol is the same and we can equate the two $\delta t$. Then the ratio of the two threshholds is

$$
\begin{equation*}
\frac{N_{\mathrm{lr}}}{N_{\mathrm{nn}}}=\frac{7}{16 \sqrt{2}}\left(\frac{\ln \frac{1}{\epsilon}}{\gamma \delta t}\right)^{1 / 4} \tag{2.29}
\end{equation*}
$$

To evaluate this figure of merit, we can look at the original proposal for interaction-based Rydberg gates, which suggests a two-qubit gate timescale of less than a nanosecond [68]. Our protocol also requires several one qubit gates in each step, which can also be accomplished on nanosecond timescales using pulsed lasers [76]. Estimating $\delta t \sim 5 \mathrm{~ns}$, demanding a success probability of $1 / 2$, and taking the $\mathrm{Rb}^{87} 100 \mathrm{~s}$ state lifetime of $340 \mu \mathrm{~s}$ at a temperature of 300 K [34], we find that $N_{\mathrm{lr}} / N_{\mathrm{nn}} \approx 4.5$, meaning that a long-range protocol can achieve a maximally entangled state containing nearly 4.5 times as many qubits as one constructed by nearest-neighbor interactions. This figure rises to 4.9 if we solve Eq. (2.27) directly rather than using the bound. $N_{\text {lr }}$ is about $4 \times 10^{4}$, suggesting a lifetime for the GHZ state of roughly 8 ns . Using $\delta t$ and $N_{t}=\log _{\lambda} N_{\mathrm{lr}}^{1 / 3}$, we find that constructing such a state would require a total time of about 25 ns .

To estimate the probability of performing state transfer instead of constructing the GHZ state, one must simply replace $\epsilon$ with $\sqrt{\epsilon}$ in the above analysis, as a state transfer success is effectively just two successful iterations of the GHZ construction. After state transfer is performed, we can ask whether it survives long enough to be read out or transferred into a non-interacting level. Since the single-atom lifetime of the Rydberg state is $340 \mu \mathrm{~s}$, this should not be an issue as the time required to complete the transfer is on the order of tens of nanoseconds. Once transfer or GHZ creation is complete, the electric field can be turned off to remove the dipole-dipole interaction in Eq. (2.18).

### 2.8 Effects of Imperfect Single-qubit Gates

In addition to free evolution under the long-range interaction Hamiltonian [Eq. (2.18)], our protocol requires a number of single-qubit gates to be performed. These can be Hadamard gates which produce the CNOT operation out of our $Z Z$ interaction or the echoing pulses. In any case, a failure of the single-qubit gate can pose a serious problem to the protocol. Suppose we perform $N_{s}$ single-qubit gates which succeed with a probability $P$. Then, as in the previous section, we demand that the gate sequence succeed with probability $\epsilon$, obtaining

$$
\begin{equation*}
P^{N_{s}}>\epsilon \Longrightarrow P>e^{(\ln \epsilon) / N_{s}} \tag{2.30}
\end{equation*}
$$

The number of single qubit gates which must be targeted on a qubit in a timestep varies depending on that qubit's role during the step, but let us suppose that on average there are $c$ gates per qubit performed on each of $N_{t}$ timesteps. We
can count the number of qubits involved in each timestep just as we did in Eq. (2.25) to obtain a criterion for success:

$$
\begin{equation*}
P>e^{(\ln \epsilon) /\left(c \lambda^{3}(N-1) /\left(\lambda^{3}-1\right)\right)} . \tag{2.31}
\end{equation*}
$$

Theoretical work on composite pulse sequences for atomic qubits suggests achievable fidelities of $1-10^{-4}$ [77]. If we assume $c=4$ as an estimate, $\epsilon=1 / 2$, and $\lambda=2$ as in the last section, Eq. (2.31) suggests that roughly 1500 qubits could be entangled with such gates using our protocol. This is a reduction of several orders of magnitude from the previous section which considered no single-qubit fidelity issues, a limitation which highlights the fact that a version of the protocol requiring less single-qubit control could perhaps entangle dramatically more qubits.

# Chapter 3: Unitary Entanglement Construction in Hierarchical Networks 

### 3.1 Introduction

As quantum computers grow from the small, few-qubit machines currently deployed to the large machines required to realize useful, fault-tolerant computations, it will become increasingly difficult for every physical qubit to be part of a single contiguous piece of hardware. Just as modern classical computers do not rely on a single unit of processing and memory, instead using various components such as CPUs, GPUs, and RAM, we expect that a quantum computer will likewise use specialized modules to perform different functions. At a higher level, computers can be organized into clusters, data centers, and cloud services which allow for a distributed approach to computational tasks, another paradigm quantum computers will no doubt emulate. Already, there has been significant interest in how quantum algorithms for elementary operations such as arithmetic perform in distributedmemory situations [78, 79] and how to automate the design of quantum computer architectures [80]. In addition, the construction of a fault-tolerant quantum computer naturally suggests a separation of physical qubits into groups corresponding to
logical qubits, which makes modularity an attractive framework for building faulttolerant computers [81]. Modular and scalable computing architectures have been explored for both ion trap [82,83] and superconducting platforms [84-86].

In this chapter, we use tools from graph theory to discuss benefits and drawbacks of different potential architectures for a modular quantum computer. A graphtheoretic approach allows us to flexibly examine a wide range of possible arrangements quantitatively and allows for convenient numerical simulation using existing software packages designed for network analysis [87]. We especially wish to focus on families of graphs that can scale with the desired number of qubits. In general, we assume that connectivity, i.e., being able to quickly perform operations between nodes, is desirable in an architecture, but that building additional graph edges is in some way costly or difficult, and so will try to minimize the number of needed edges to achieve a highly communicative graph.

We will make use of a previously described graph-theoretic binary operation known as the hierarchical product $[88,89]$. We will use this iteratively to describe a new family of graphs we dub "hierarchies." We will show that hierarchies perform well by many commonsense graph metrics and argue that they would serve as a plausible and effecient basis for a quantum computing architecture. Furthermore, we will demonstrate that these graphs allow for easily-implemented heuristic procedures to assist in the compilation of quantum algorithms.

We will examine the performance of graphs in generating large entangled states such as the multi-qubit Greenberger-Horne-Zeilinger (GHZ) state (also known as a cat state). The GHZ state has perfect quantum correlations between different qubits;
it thus can be used to perform high-precision metrology [23, 46]. In addition, the creation of a GHZ state can be used as part of a state-transfer protocol, which may be useful as part of large quantum computations [24].

An additional property of GHZ state preparation and state transfer which makes them a useful starting point is that, in nearest-neighbor connected systems, performing these tasks using unitary processes from an initial product state is limited by the Lieb-Robinson bound $[16,90]$. It takes a time proportional to the distance between two points to establish maximal quantum correlation between them. By examining these tasks on a range of different graphs, we hope to understand how the graph structure can affect the limitations on quantum processes caused by locality considerations. Prior work has characterized the difficulty of creating graph states [91], but preparation of such states is not limited by Lieb-Robinson considerations.

Our work in this chapter should be contrasted with work on entanglement percolation [92,93]. Entanglement percolation describes the process of using low-quality entanglement between adjacent nodes on a graph to create one unit of long-range, high-quality entanglement (e.g., a Bell pair). The use of entanglement percolation to prepare large cluster states on a lattice was considered in Ref. [94]. The nature of entanglement growth in complex networks was considered in Refs. [95, 96], showing that so-called "scale-free" networks are particularly easy to produce large entangled states in. We are interested in the overall capability of different graph structures to perform large computations and in the use of graph eigenvalue methods to understand the spread of quantum information [97]. GHZ state preparation and state transfer are just two possible benchmark tasks, and it is possible that other tasks
would result in different evaluations of relative performance between graphs.

Our work should also be considered in the context of classical network theory, where much is known about complicated graph structures [98-100]. It remains to be seen to what degree classical network theory can be easily exported to the quantum domain. Quantum effects such as the no-cloning theorem may limit our ability to distribute information, or conversely we can take advantage of teleportation by distributing quantum bandwidth in anticipation of it actually being needed. As further examples of how quantum and classical networks differ, it has been shown that entanglement swapping may be used to permit quantum networks to reshape themselves into interesting and useful topologies [101]. It has also been shown that, in general, the optimal strategy for entanglement generation in quantum networks can be difficult to calculate because many aspects of classical control theory do not apply [102].

The structure of this chapter is as follows. In Sec. 3.2, we will introduce a binary operation on graphs known as the hierarchical product, describe how it can be used to produce families of graphs we call hierarchies, and discuss the properties of these hierarchies. In Sec. 3.3, we will compare hierarchies to other families of graphs, examining how certain graph-theoretic quantities scale with the total number of included qubits. Readers who are not interested in graph theoretic details may wish to skip much of these first two sections. In Sec. 3.4, we will use analytic and numerical methods to examine how long is required to construct GHZ states spanning our graphs or to transfer states across them, using Lieb-Robinson bounds to connect graph-theoretic quantities to bounds on quantum computing performance. Finally,
in Sec. 3.5, we will show how the unique structure of hierarchies allows for simple heuristics to map qubits in an algorithm into physical locations in hardware.

### 3.2 Hierarchical Products of Graphs

### 3.2.1 Background and Notation

One of the defining features of modularity in a network is the presence of clusters of nodes that are well-connected. Qualitatively, a modular network can be partitioned into such node clusters, or modules, that have a sparse interconnectivity. In quantum networking, it is believed that fully connected architectures will suffer greatly decreasing performance or increasing costs as the number of nodes becomes larger, and this motivates the search for alternative network designs. For instance, Ref. [21] estimates that a single module of trapped-ion qubits will likely contain no more than 10 to 100 ions, noting that the speed at which gates are possible becomes slower as the module is expanded. On the network scale, we might imagine a network of nodes over longer distances connected by quantum repeaters [103]. In such a network, establishing direct links between every possible pair of $N$ nodes would require $\Theta\left(N^{2}\right)$ sets of quantum repeaters, a prohibitive cost as $N$ becomes large.

The state of the art in quantum technologies, such as ion traps and superconducting qubits, is the ability to control a small number $(\approx 10-100)$ of physical qubits using certain fixed sets of one- and two-qubit operations. Instead of increasing the size of these modules, one could instead build a network out of many small
modules that are connected at a higher level in a sparse way, perhaps by optical communication links [21].

Our first goal will be to describe modular architectures in the language of graph theory. This will then allow us to quantify and compare their connectivity properties against other network designs, notably the nearest-neighbor grid architecture.

Our detour into graph theory in this chapter serves two purposes. First, it will allow to develop a rigorous way to construct families of graphs which we believe are promising quantum computing architectures. Second, we will later (beginning in Sec. 3.4) use these graph properties to connect directly to physical bounds on the generation of states with long-range quantum correlations; phrasing the properties of quantum architectures as graphs allows us to make a direct application of the Lieb-Robinson bound to these cases.

An unweighted graph $G=(V, E)$ is conventionally specified by a set of vertices $V$, and a set of edges between the vertices $E$, where an edge between distinct vertices $i$ and $j$ will be denoted by the pair $(i, j)$. In this chapter, we use the terms "vertex" and "node" synonymously. The order of a graph is the total number of vertices in the graph, $|V|$. It will be useful for the purposes of this chapter to work with weighted graphs, where we specify a weight $w_{i j} \in \mathbb{R}$ for each pair of vertices $(i, j) \in V \times V$. Two vertices $i$ and $j$ are said to be disconnected if $w_{i j}=0$, and connected by an edge with weight $w_{i j} \neq 0$ otherwise. Thus, unweighted graphs may be thought of as graphs with unit weight on every edge.

Finally, the graphs we consider here will be simple, meaning:

- The edges have no notion of direction. In other words, $w_{i j}=w_{j i}$ for all $i, j \in V$.
- There are no self-edges, i.e., $w_{i i}=0$ for all $i \in V$.
- Any two vertices have at most one edge between them.

Henceforth, graphs will be simple and weighted, unless otherwise specified.
The information contained in a graph can be represented as a matrix known as the adjacency matrix, whose rows and columns are labeled by the vertices in $V$ and whose entries hold edge weights. Thus, the adjacency matrix is an $n \times n$ matrix where $|V|=n$. The adjacency matrix $A_{G}$ (or simply $A$ for shorthand) for a graph $G$ is given by

$$
A_{i j}= \begin{cases}0, & \text { if } i=j  \tag{3.1}\\ w_{i j}, & \text { if } i \neq j\end{cases}
$$

An important measure of local connectivity is given by the valency $v_{i}$ of a node $i$, with $v_{i}=\sum_{j=1}^{n} w_{i j}$. For unweighted graphs, the valency of any node is simply the number of edges incident at that node, otherwise known as the degree of the node. We will also define the graph diameter, $\delta(G)$, as the maximization of the shortest distance between two nodes on the graph over all pairs of nodes.

Graphs may also be described by the Laplacian. The algebraic Laplacian $L$ is given by

$$
L_{i j}= \begin{cases}v_{i}, & \text { if } i=j  \tag{3.2}\\ -w_{i j}, & \text { if } i \neq j\end{cases}
$$

The algebraic Laplacian is closely related to the adjacency matrix, since we may write $L=\Delta-A$, where $\Delta=\operatorname{diag}\left(v_{1}, \ldots, v_{n}\right)$ is the diagonal matrix of vertex valencies. The eigenvalues of the algebraic Laplacian give us bounds on various graph properties, as discussed further in Sec. 3.2.2.4.

Finally, we remark that the algebraic Laplacian should not be confused with the normalized Laplacian $\mathcal{L}=\Delta^{-\frac{1}{2}} L \Delta^{-\frac{1}{2}}$, which is frequently seen in the network theory literature. The algebraic properties discussed in the next section (such as associativity of the hierarchical product) apply to the adjacency matrix as well as the algebraic Laplacian, but not to the normalized Laplacian.

### 3.2.2 Hierarchical Product

Here, we will define the hierarchical product and illustrate it with simple examples. For a fuller exposition, see Ref. [88], where the hierarchical product of graphs was introduced. Note that, in some contexts, the hierarchical product is also known as the rooted product [89].

Given a graph $G$, let $\mathbb{1}_{G}$ denote the identity matrix on $n=|V|$ vertices. We will denote by $D_{G}$ an $n \times n$ diagonal matrix with 1 as the first entry and zero everywhere else. Note that there is no natural notion of order to graph vertices, so the choice of "first" vertex must be specified explicitly. Graphs with such a specified
first vertex are called rooted graphs [104]. We write these matrices as

Definition 3.2.1. Given graphs $G$ and $H$, the hierarchical product $P=G \Pi H$ is the graph on vertices $V_{P}=V_{G} \times V_{H}$ and edges $E_{P} \subseteq V_{P} \times V_{P}$ specified by the adjacency matrix

$$
\begin{equation*}
A_{P}=A_{G} \otimes D_{H}+\mathbb{1}_{G} \otimes A_{H} \tag{3.4}
\end{equation*}
$$

or, equivalently, by the algebraic Laplacian

$$
\begin{equation*}
L_{P}=L_{G} \otimes D_{H}+\mathbb{1}_{G} \otimes L_{H} . \tag{3.5}
\end{equation*}
$$

We will often use the shorthand $A_{P}=A_{G} \Pi A_{H}$ and $L_{P}=L_{G} \Pi L_{H}$.

If $G$ and $H$ are graphs, then $G \Pi H$ may be thought of as one copy of $G$ with $|G|$ copies of $H$, each attached to a different vertex of $G$ (see Fig. 3.1). Thus, $G \Pi H$ is a graph which has $|G|$ modules of $|H|$ nodes each. The modules' internal connectivity is described by $H$, and the modules are connected to one another in a manner described by $G$. The hierarchical product formalism therefore naturally produces modular graphs. Its main advantage comes from the convenience of working with the algebra at the level of adjacency matrices and Laplacians, which in turn makes the computation of important properties of such graphs straightforward.


Figure 3.1: A simple example of the hierarchical product $G \Pi H$ between the cycle graphs $G=C_{4}$ and $H=C_{3}$. The first term in Eq. (3.4), $A_{G} \otimes D_{H}$, creates one copy of $G$ on the vertex set formed by the first vertices of each $H$ copy, while the second term $\mathbb{1}_{G} \otimes A_{H}$ creates the four copies of $H$.

We now present some properties of the hierarchical product which make it an attractive formalism for practical applications in quantum networking.

### 3.2.2.1 Structural Properties

At the level of adjacency matrices, the hierarchical product is associative. Let $A, B, C$ be three adjacency matrices. Then,

$$
\begin{equation*}
(A \Pi B) \Pi C=A \Pi(B \Pi C) . \tag{3.6}
\end{equation*}
$$

For a proof, we refer the reader to Ref. [88].
Associativity implies that a product of multiple graphs does not depend on the order of evaluation. Therefore, we can unambiguously take the hierarchical product over many graphs to produce a graph of the form $G_{k} \Pi G_{k-1} \Pi \cdots \Pi G_{1}$. We will refer to such graphs as hierarchies, and the $i$-th graph in the product $G_{i}$ as the
$i$-th level of the hierarchy, enumerated from the bottom level upwards (symbolically, from right to left). In particular, if all $G_{i}$ are equal to some graph $G$, then we write

$$
\begin{equation*}
G^{\Pi k}:=\underbrace{G \Pi \cdots G \Pi}_{k-1 \text { times }} G \tag{3.7}
\end{equation*}
$$

and refer to $G^{\Pi k}$ as a depth- $k$ (or $k$-level) hierarchy.
Note that the hierarchical product does not satisfy many properties which are commonly assumed for operations on matrices. In particular,

1. Bilinearity: $\left(A_{1}+A_{2}\right) \Pi B=A_{1} \otimes D_{B}+A_{2} \otimes D_{B}+\mathbb{1}_{\left(A_{1}+A_{2}\right)} \otimes B \neq A_{1} \Pi B+$ $A_{2} \Pi B$. Similarly, $A \Pi\left(B_{1}+B_{2}\right) \neq A \Pi B_{1}+A \Pi B_{2}$.
2. Scalar multiplication: For any scalar $\alpha,(\alpha A) \Pi B=\alpha A \otimes D_{B}+\mathbb{1}_{A} \otimes B \neq$ $\alpha(A \Pi B) \neq A \Pi(\alpha B)$. Note however that scalar multiplication is distributive in the following way: $\alpha(A \Pi B)=(\alpha A) \Pi(\alpha B)$.

Hierarchical graphs are also instances of hyperbolic graphs. The Gromovhyperbolicity [105], which measures curvature and is small for a graph with large negative curvature, is only a constant for hierarchical graphs. Since the hyperbolicity in general is at most half the graph diameter, whereas in this case it is independent of the diameter, it is termed constantly hyperbolic in the parlance of Ref. [106]. Hyperbolic graphs are seen in several real-world complex networks [107, 108], most notably the internet [109, 110]. Hyperbolic lattices have also been realized recently in superconducting circuits [111].

Finally, hierarchies have low tree-, clique- and rank-widths, which are each measures of the decomposibility of a graph [112]. These structural properties imply
efficient algorithms for optimization problems expressible in monadic second-order (MSO) logic - a class which, for arbitrary graphs, includes several NP-hard problems. This feature could potentially be used to solve circuit layout and optimization problems on modular architectures without resorting to heuristics. We refer the reader to Ref. [113] for details on these structural results.

### 3.2.2.2 Scalability

So far we have discussed hierarchies in which the edges in different levels of the hierarchy are equally weighted. However, one useful generalization would be to allow the weight of edges at each layer of the hierarchy to vary. The meaning of this weight could vary depending on the context. In some cases, weights can be used to quantify the costs of an edge (cost weight). In others, we may wish to use weighted edges to quantify the power or performance of a network, interpreting edge weights as the strength of terms in a Hamiltonian or, inversely, the time required to communicate between nodes (time weight).

In this chapter, we prefer to remain agnostic to the meaning of the weights as much as is possible. When we calculate graph properties in Sec. 3.3, we will do so without reference to the meaning of the weights. In general, we will allow a graph to assign multiple kinds of weights to its edges, and each type of weight might scale differently. For now, we define a generalization of the hierarchical product which will allow us to construct hierarchies that incorporate different weights at different levels of the hierarchy.

Definition 3.2.2. Given graphs $G$ and $H$, and $\alpha \in \mathbb{R}_{+}$, the $\alpha$-weighted hierarchical product $P=G \Pi_{\alpha} H$ is a graph on vertices $V_{P}=V_{G} \times V_{H}$ and edges $E_{P} \subseteq V_{P} \times V_{P}$ specified by the adjacency matrix

$$
\begin{equation*}
A_{P}=\alpha A_{G} \otimes D_{H}+\mathbb{1}_{G} \otimes A_{H} \tag{3.8}
\end{equation*}
$$

or, equivalently, by the algebraic Laplacian

$$
\begin{equation*}
L_{P}=\alpha L_{G} \otimes D_{H}+\mathbb{1}_{G} \otimes L_{H} \tag{3.9}
\end{equation*}
$$

We will often use the shorthand $A_{P}=A_{G} \Pi_{\alpha} A_{H}$, and $L_{P}=L_{G} \Pi_{\alpha} L_{H}$.

As before, we may construct a $k$-level, weighted hierarchy out of $k$ base graphs $G_{1}, \ldots, G_{k}$, and $k$ weights $\alpha_{i}, \ldots, \alpha_{k} \equiv \vec{\alpha}$, so that the edges of the $i$-th level graph $G_{i}$ are weighted by the $i$-th component of $\vec{\alpha}, \alpha_{i}$. The adjacency matrix of such a hierarchy may be written as

$$
\begin{equation*}
A^{\Pi_{\vec{\alpha}} k}:=\sum_{i=1}^{k} \alpha_{i} \mathbb{1}_{[i+1 . . k]} \otimes A_{i} \otimes D_{[1 . . i-1]}, \tag{3.10}
\end{equation*}
$$

where the subscripts $[a \ldots b]$ on $\mathbb{1}$ and $D$ are shorthand for the Kronecker product of matrices over all descending indices in the integer interval $[a \ldots b]$. For instance, $D_{[1 . . i-1]}:=D_{G_{i-1}} \otimes D_{G_{i-2}} \otimes \cdots \otimes D_{G_{1}}$.

Defined as above, a weighted hierarchy $G^{\Pi_{\vec{\alpha}} k}$ is uniquely and efficiently specified by a real vector of weights $\vec{\alpha} \in \mathbb{R}_{+}{ }^{k}$ and an ordered tuple of graphs $\left(G_{1}, \ldots, G_{k}\right)$. It will be the case that our analyses are unaffected by an overall scaling of the weight vector, so that one may identify $\vec{\alpha} \equiv c \vec{\alpha}$ for any real scalar $c$. As convention, we will always normalize by setting $\alpha_{1}=1$, which corresponds to assigning a unit-weight multiplicative factor to the lowest-level graphs in the hierarchy.

We can construct the adjacency matrix of the graph $G^{\Pi_{\vec{\alpha}} k}$ by repeated application of the two-fold product (Def. 3.2.2) in some well-defined way, analogous to Eq. (3.7). However, unlike before, the weighted product is non-associative, so we must first define an order of operations for manifold weighted products. Unless otherwise specified, we will always evaluate a manifold product from right to left, which corresponds to building the hierarchies from the bottom up, and is required in order to ensure that this definition matches Eq. (3.10). For example, in the 3-fold product $A_{3} \Pi_{\alpha_{3}} A_{2} \Pi_{\alpha_{2}}\left(\alpha_{1} A_{1}\right)$, we will first evaluate the product $A_{2} \Pi_{\alpha_{2}}\left(\alpha_{1} A_{1}\right)$, and then take the product of $A_{3}$, weighted by $\alpha_{3}$, with the resulting graph. The final result is

$$
\begin{equation*}
\alpha_{3} A_{3} \otimes D_{2} \otimes D_{1}+\alpha_{2} \mathbb{1}_{3} \otimes A_{2} \otimes D_{1}+\alpha_{1} \mathbb{1}_{3} \otimes \mathbb{1}_{2} \otimes A_{1} \tag{3.11}
\end{equation*}
$$

In fact, a $k$-fold product, when evaluated this way, matches the right hand side of Eq. (3.10). Therefore, the $k$-level weighted hierarchy can also be written unambiguously as

$$
\begin{equation*}
A^{\Pi_{\bar{\alpha}} k}=A_{k} \Pi_{\alpha_{k}} A_{k-1} \Pi_{\alpha_{k-1}} \cdots \Pi_{\alpha_{2}}\left(\alpha_{1} A_{1}\right) \tag{3.12}
\end{equation*}
$$

Henceforth, the weight $\alpha_{1}$, which scales the lowest-level adjacency matrix $A_{1}$, will be dropped due to our normalization choice of $\alpha_{1}=1$.

An important class of hierarchy graphs is one where the level weights follow a geometric progression of weights, i.e., $\alpha_{i}=\alpha^{i-1}$. We will denote such hierarchies by $G^{\Pi_{\alpha} k}$, where the scalar subscript $\alpha$ will be understood to mean the mutual weighting between successive hierarchies. For $\alpha>1$, this leads to a "fat tree" structure, while for $\alpha<1$, we instead get a "skinny tree" for which the edge weights decrease between


Figure 3.2: An illustration of the use of the hierarchical product to produce (a) "skinny" and (b) "fat" trees. In each case, the hierarchy $K_{3}^{\Pi_{\alpha} 3}$ is drawn, with the thickness of edges illustrating the weight of those edges. Depending on whether $\alpha<1$ or $\alpha>1$, this can lead to either lower-weighted high-level edges as in (a) or higher-weighted ones as in (b). Note that, for ease of visualization, here we break the usual convention of taking the lowest-level edges as unit weight.
consecutive levels from the leaves to the root. These constructions are illustrated in Fig. 3.2, and mentioned because fat trees are known to be a commonly used architecture in classical networks [114].

Allowing a clear separation of the modular system into hierarchical levels, each of which can be assigned unique edge weight, enables straightforward discussion of computation that occurs both within and between modules in a unified framework. When two nodes interact, we can assign this a cost that depends on the edges between them.

### 3.2.2.3 Node Addressal

A hierarchy on $N$ nodes gives a natural labeling of the nodes. Suppose the hierarchy $H$ contains $k$ levels and each level is described by a graph $G$ with $|G|=n$


Figure 3.3: Addressing nodes in the hierarchy, layer by layer. Shown is a three-level hierarchy with the triangle graph $K_{3}$ as its base. Each vertex is represented as a 3-digit number in base 3 . The first digit points to a node at the top level (red solid triangle), the second to a location in the second level (blue dashed triangle), and finally, the last digit (yellow dotted triangle) specifies the node location completely.
nodes, where $n^{k}=N$. Label the vertices of $G$ by indices $j=0,1, \ldots, n-1$. Then, the adjacency matrix $\mathbb{1}_{G} \otimes G$ (which corresponds to $n$ disjoint copies of $G$ ) has vertices which may be labeled as $(j k)$, where $j, k=0,1, \ldots n-1$. The first label identifies which copy of $G$ the node occurs in, while the second identifies where in $G$ it appears. The same vertex labeling can then be used for the 2-level hierarchy $G \Pi G$. In this manner, the $k$-level hierarchy has $n^{k}$ vertices with labels of the form $\left(b_{1} b_{2} \cdots b_{k}\right)$, where $b_{i} \in\{0,1, \ldots, n-1\}$ for all $i$. This is essentially a $k$-digit, base- $n$ representation of numbers from 0 to $N=n^{k}-1$, as illustrated in Fig. 3.3.

This node addressal scheme allows for each node to be uniquely identified in a way that simultaneously describes its connectivity to other nodes and allows for easy counting of how many nodes lie in either the entire graph or in particular subgraphs. This addressal scheme will be important for describing a variant of hierarchies in Sec. 3.2.2.5 and for implementing the graphs in software, e.g. as used to generate the numerical results in Sec. 3.4.3.

### 3.2.2.4 Spectral Properties

One of the tools frequently used in analyzing large networks is the spectral decomposition of the Laplacian. The behavior of the largest eigenvalue, the first eigenvalue gap, and the distribution of eigenvalues as a function of the network parameters are some of the diagnostics that can provide key information about dynamical processes on the network, and can also be used as points of comparison between competing network topologies [115].

The smallest eigenvalue of a Laplacian is always $\lambda_{1}=0$, which corresponds to the uniform eigenvector $\vec{e}_{1}=(1,1, \ldots, 1)$. In ascending order, the eigenvalues of $L$ may be denoted by $0=\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{N}$. We now state some graph properties that can be related to the spectrum of $L[115,116]$.

The second eigenvalue $\lambda_{2}$ is known as the algebraic connectivity of the graph and is closely related to the expansion and connectivity properties of the graph. Broadly, the larger the value of $\lambda_{2}$, the better the connectivity of the network. To illustrate this point, consider the graph diameter, $\delta(H)$, which can be bounded using $\lambda_{2}$ as follows:

$$
\begin{equation*}
\frac{4}{N \lambda_{2}} \leq \delta(H) \leq 2\left\lceil\frac{\Delta+\lambda_{2}}{4 \lambda_{2}} \ln (N-1)\right\rceil \tag{3.13}
\end{equation*}
$$

where $\Delta$ is the maximum degree of $H$. It can be seen that a larger value for $\lambda_{2}$ will lead to a smaller graph diameter. We also have the following asymptotic bound on the mean distance between nodes, $\bar{\rho}(H)$ :

$$
\begin{equation*}
\frac{2}{(N-1) \lambda_{2}(H)}+\frac{1}{2} \lesssim \bar{\rho}(H) \lesssim\left\lceil\frac{\Delta+\lambda_{2}}{4 \lambda_{2}} \ln (N-1)\right\rceil . \tag{3.14}
\end{equation*}
$$

Another important diagnostic of a network is given by the Cheeger constant $h(H)$ [117], also called the isoperimetric number or the graph conductance. This graph invariant is a measure of how difficult the graph is to disconnect by cutting edges. For a connected graph, this number is always positive. As benchmark values, the complete graph $K_{N}$ has Cheeger constant $N / 2$ while a cycle graph $C_{N}$ has Cheeger constant $4 / N$. The relationship between $\lambda_{2}$ and $h(H)$ can be seen through the following bounds:

$$
\begin{equation*}
\frac{\lambda_{2}}{2} \leq h(H) \leq \sqrt{\lambda_{2}\left(2 \Delta-\lambda_{2}\right)} \tag{3.15}
\end{equation*}
$$

Many other graph properties may be derived from the Laplacian spectrum as well (see, e.g., Refs. $[115,116]$ ).

For a large network, finding the eigenvalues can be numerically expensive. However, hierarchies have a special structure which can be exploited for the evaluation of graph spectra. Here, we show (in Theorem 3.2.1) that if the spectra of the base graphs $L_{i}$ are known, then one can derive the spectrum of the $k$-level hierarchy efficiently using a recursive procedure. We first present two lemmas. The first lemma generalizes Theorem 3.10 from Ref. [88], which states that the characteristic polynomial $\phi_{P}(x)(=\operatorname{det}[x \mathbb{1}-P])$ of an unweighted hierarchical product of adjacency matrices $A, B$ is given by

$$
\begin{equation*}
\phi_{P}(x)=\phi_{B^{\prime}}(x)^{n_{A}} \phi_{A}\left(\frac{\phi_{B}(x)}{\phi_{B^{\prime}}(x)}\right), \tag{3.16}
\end{equation*}
$$

where $A^{\prime}\left(\right.$ resp. $\left.B^{\prime}\right)$ is the matrix $A$ (resp. $\left.B\right)$ with the first row and first column removed, and $n_{A}=\left|G_{A}\right|$ is the order of the graph $A$. In fact, Eq. (3.16) applies to Laplacians as well as adjacency matrices. The lemma below further generalizes this statement to a weighted product of Laplacians.

Lemma 3.2.1. Let $K$ and $L$ be two graph Laplacians with characteristic polynomials given by $\phi_{K}(x)$ and $\phi_{L}(x)$, respectively. Then, the characteristic polynomial $\phi_{\Pi}(x)$ of the hierarchical product $K \Pi_{\alpha} L$ is given by

$$
\begin{equation*}
\phi_{\Pi}(x)=\left[\alpha \phi_{L^{\prime}}(x)\right]^{n_{K}} \phi_{K}\left(\frac{1}{\alpha} \frac{\phi_{L}(x)}{\phi_{L^{\prime}}(x)}\right) \tag{3.17}
\end{equation*}
$$

where $n_{k}=\operatorname{dim}\{K\}$, and $L^{\prime}$ is defined similar to $A^{\prime}$ and $B^{\prime}$ above.

Proof. Denote the spectra of $K$ and $L$ by $\left\{\kappa_{j}\right\}$ and $\left\{\lambda_{j}\right\}$, respectively. Recall that
the $\alpha$-weighted hierarchical product may be written as

$$
\begin{equation*}
K \Pi_{\alpha} L=\alpha K \otimes D_{L}+\mathbb{1}_{K} \otimes L \tag{3.18}
\end{equation*}
$$

If $U_{K}$ is a unitary that diagonalizes $K$, we conjugate the above equation with the unitary $U_{K} \otimes \mathbb{1}_{L}$, and look at the resulting block matrix. Each block corresponds to an eigenvalue of $K$, and thus the $j$-th block is given by $\alpha \kappa_{j} D_{L}+L$. The full spectrum may then be expressed as a disjoint union of the block spectra,

$$
\begin{equation*}
\operatorname{spec}\left(K \Pi_{\alpha} L\right)=\bigsqcup_{j=1}^{|K|} \operatorname{spec}\left(\alpha \kappa_{j} D_{L}+L\right) . \tag{3.19}
\end{equation*}
$$

Now, we apply Eq. (3.16) to $K \Pi_{\alpha} L \equiv(\alpha K) \Pi L$ and use the fact that $\phi_{\alpha K}(x)=$ $\operatorname{det}[x \mathbb{1}-\alpha K]=\alpha^{n_{K}} \operatorname{det}\left[\frac{x}{\alpha} \mathbb{1}-K\right] \equiv \alpha^{n_{K}} \phi_{K}\left(\frac{x}{\alpha}\right)$. This yields Eq. (3.17), as desired.

Now we show that if the eigenvalues of $K$ and the polynomials $\phi_{L}$ and $\phi_{L^{\prime}}$ are known, then there is a straightforward procedure to compute the eigenvalues of $K \Pi_{\alpha} L$.

Lemma 3.2.2. Let $K$ and $L$ be graph Laplacians, as before. Each eigenvalue of the product characteristic polynomial $\phi_{\Pi}$ can be found as a solution of the equation

$$
\begin{equation*}
\alpha \kappa_{i}=\frac{\phi_{L}(x)}{\phi_{L^{\prime}}(x)} \tag{3.20}
\end{equation*}
$$

for some $K$-eigenvalue $\kappa_{i}$.

Proof. Any eigenvalue of the product graph must be a zero of the left-hand side of Eq. (3.17) and, by equality, a zero of the right-hand side. Now, the degree of polynomial $\phi_{K}$ is $n_{K}$, which implies that the term of degree $n_{K}$ must be nonzero. Thus,
in the product $\phi_{L^{\prime}}(x)^{n_{K}} \phi_{K}\left(\frac{1}{\alpha} \frac{\phi_{L}(x)}{\phi_{L^{\prime}}(x)}\right)$, there must be a term which is indivisible by the polynomial $\phi_{L^{\prime}}(x)$. Therefore, the zero of the right-hand side cannot be a root of the polynomial $\phi_{L^{\prime}}$.

We are seeking values of $x$ such that the polynomial $\phi_{K}\left(\frac{1}{\alpha} \frac{\phi_{L}(x)}{\phi_{L^{\prime}}(x)}\right)$ evaluates to zero. In other words, we are looking for $x$ such that the term $\frac{1}{\alpha} \frac{\phi_{L}(x)}{\phi_{L^{\prime}}(x)}$ is a root of $\phi_{K}$. Therefore, we solve Eq. (3.20) for $x$, for all roots $\kappa_{i}$ of $K$.

If the forms of $\phi_{L}$ and $\phi_{L^{\prime}}$ are known (and if each have sufficiently low degree), then computing the roots of $\phi_{\Pi}$ becomes tractable, even if $K$ is a large matrix. This suggests a recursive procedure for computing the spectrum of a $k$-level hierarchy, by writing it as a product of the $(k-1)$-level hierarchy with the $k$-th base graph. We now frame this as our main result of this section:

Theorem 3.2.1. Suppose we have a $k$-level hierarchy $L^{\Pi_{\vec{\alpha}} k}$ described by base graph Laplacians $L_{1}, L_{2}, \ldots, L_{k}$ and weights $\vec{\alpha}=\left(1, \alpha_{2}, \ldots, \alpha_{k}\right)$ as follows,

$$
\begin{equation*}
L^{\Pi_{\vec{\alpha}} k}=L_{k} \Pi_{\alpha_{k}} L_{k-1} \Pi_{\alpha_{k-1}} \cdots \Pi_{\alpha_{3}} L_{2} \Pi_{\alpha_{2}} L_{1} . \tag{3.21}
\end{equation*}
$$

Define a new set of weights $\vec{\beta}=\left(1, \beta_{2}, \ldots, \beta_{k}\right)$ with $\beta_{i}=\alpha_{i} / \alpha_{i-1}$, and a new set of Laplacians $M_{k}, M_{k-1}, \ldots, M_{1}$ recursively as

$$
\begin{aligned}
M_{k} & =L_{k} \\
M_{i} & =M_{i+1} \Pi_{\beta_{i+1}} L_{i} .
\end{aligned}
$$

Then, the following hold:

1. $M_{1}=L^{\Pi_{\tilde{\alpha}} k}$.
2. Any eigenvalue of $M_{i}$ (for $i<k$ ) may be found as a solution to the equation

$$
\begin{equation*}
\beta_{i+1} \mu^{(i+1)}=\frac{\phi_{L_{i}}(x)}{\phi_{L_{i}^{\prime}}(x)} \tag{3.22}
\end{equation*}
$$

for some $\mu^{(i+1)} \in \operatorname{spec}\left\{M_{i+1}\right\}$.

Proof. First, we prove statement 1. It can be seen that

$$
\begin{align*}
M_{k-1} & =M_{k} \Pi_{\beta_{k}} L_{k-1}=L_{k} \Pi_{\beta_{k}} L_{k-1} \\
& =\frac{1}{\alpha_{k-1}}\left(\alpha_{k} L_{k} \otimes D_{k-1}+\alpha_{k-1} \mathbb{1}_{k} \otimes L_{k-1}\right)  \tag{3.23}\\
M_{k-2} & =M_{k-1} \Pi_{\beta_{k-1}} L_{k-2} \\
& =\frac{1}{\alpha_{k-2}}\left(\alpha_{k} L_{k} \otimes D_{k-1} \otimes D_{k-2}+\right. \\
\alpha_{k-1} \mathbb{1}_{k} & \left.\otimes L_{k-1} \otimes D_{k-2}+\alpha_{k-2} \mathbb{1}_{k-1} \otimes \mathbb{1}_{k-2} \otimes L_{k-2}\right), \tag{3.24}
\end{align*}
$$

and so on, until we have an $\vec{\alpha}$-weighted sum over all $k$ of the base graphs (with an overall denominator of $\alpha_{1}=1$ ), which is precisely $L^{\Pi_{\vec{\alpha}} k}$.

The proof of statement 2 follows as a direct consequence of Lemma 3.2.2, with $K=M_{i+1}, L=L_{i}$, and $\alpha=\beta_{i+1}$.

Theorem 3.2.1 provides an algorithm to compute the spectrum of $L^{\Pi_{\bar{\alpha}} k}$, namely:

1. Compute the relative weight vector $\vec{\beta}$ from $\vec{\alpha}$.
2. Start with $i=k$, where the spectrum of $M_{k}=L_{k}$ is known. Decrease $i$ by one.
3. Compute the spectrum of $M_{i}$ from the known spectrum of $M_{i+1}$ and Eq. (3.22).

Decrease $i$ by one.


Figure 3.4: Two topologies with the same number of nodes (28) and edges (49). While the diameters for the two graphs are the same, are they equally well-connected? A comparison of the Cheeger constants (see Table 3.1) suggests that the left graph is less interconnected. This is consistent with the spectral gap, which is smaller for the left graph, indicating poorer connectivity.
4. Perform step 3 repeatedly, halting at $i=0$. Return the spectrum of $M_{1}=$ $L^{\Pi_{\vec{\alpha}} k}$.

Therefore, given a large hierarchy, one can efficiently compute the Laplacian eigenvalues and use them to find bounds on important graph properties. This is a scalable technique for obtaining figures of merit efficiently for hierarchies. Later, in Sec. 3.3, we will present analytic results for some of these figures of merit for simple hierarchies, but the results of the current section can be used even in more complicated cases, such as hierarchies that do not use the same $G$ at every layer or that have heterogeneous scaling parameters.

Due to the structural richness and heterogeneity of graphs, it is not always easy to decide whether one graph is, for instance, more connected than another graph. One aspect of connectivity is how close the nodes are to one another, which is captured by quantities like the diameter and mean distance. In Fig. 3.4, we
compare two graphs, $C_{7} \Pi K_{4}$ and $K_{7} \Pi C_{4}$, which have an identical number of nodes (28) and edges (49). The two graphs also have identical diameters (5 each), but the mean distance for the left graph is smaller (see Table 3.1). Under these measures, the left graph appears better connected.

Better connectivity also corresponds to having fewer bottlenecks in the graph, which corresponds to a larger Cheeger constant. In Fig. 3.4, the graph on the right has a larger Cheeger constant, as one would expect given that it has complete connectivity between the seven modules. Note that this metric of connectivity need not agree with the mean distance, as seen in this example.

Similarly, a parameter-by-parameter comparison of the two hierarchy graphs $C_{13} \Pi K_{5}$ and $K_{13} \Pi C_{5}$ (Table 3.1) reveals that, while both graphs are two-level hierarchies with the same number of nodes and edges, $K_{13} \Pi C_{5}$ has the smaller diameter, smaller mean distance, larger cheeger constant, and a larger spectral gap, all of which indicate better connectivity. While structural comparisions for the above examples can be carried out simply by inspection or a quick calculation of graph quantities, general hierarchies may be far too complex to compare this way. In practice, when choosing a modular topology with the best connectivity, one might hope for a single, balanced measure of connectivity that relates to aspects such as node distance and bottleneckedness and is easy to compute. The spectral gap $\lambda_{2}$ meets these requirements. It is asymptotically related to the other invariants discussed here via upper and lower bounds in Eqs. (3.13)-(3.15). Furthermore, $\lambda_{2}$ can be efficiently computed using the recursive procedure described earlier in this section.

| Graph Invariant | $C_{7} \Pi K_{4}$ vs. | $K_{7} \Pi C_{4}$ | $C_{13} \Pi K_{5}$ vs. | $K_{13} \Pi C_{5}$ |
| :--- | :--- | :--- | :--- | :--- |
| Number of edges | 49 | 49 | 143 | 143 |
| Number of nodes | 28 | 28 | 65 | 65 |
| Diameter | $\underline{5}$ | $\underline{5}$ | 8 | $\underline{5}$ |
| Mean distance | $\underline{2.68}$ | 2.71 | 4.77 | $\underline{3.23}$ |
| Cheeger constant | 0.17 | $\underline{1.0}$ | 0.07 | $\underline{1.4}$ |
| Spectral gap $\lambda_{2}$ | 0.16 | $\underline{0.46}$ | 0.04 | $\underline{0.34}$ |

Table 3.1: Comparison of topologies by connectivity measure. In each case, the graphs being compared have an identical number of nodes and edges. The better value for each comparison is underlined.

### 3.2.2.5 Truncated Hierarchical Product

In some scenarios, there may be physical or technological limitations on the total number of interconnections allowed at a single node of a quantum computer. In our framework, this manifests as a restriction on the maximum degree of a node. We believe that hierarchical structures can still prove useful in this context, but (as we will see in Sec. 3.3) the hierarchy we have described thus far has a maximum degree which grows linearly with the number of levels of the hierarchy.

We now introduce an architecture which maintains the hierarchical properties but also has a bounded maximum node degree (i.e. maximum node degree that does not go to infinity as the number of levels goes to infinity). To model such an architecture, we modify the hierarchical product $G_{1} \Pi G_{2}$. Whereas previously, $\left|G_{1}\right|$


Figure 3.5: A demonstration of how our hierarchical product can be truncated to avoid requiring many interconnections at one node. As the hierarchy grows, the graph is duplicated and then attached to a subset of nodes in a larger version of the base graph, $G$.
copies of $G_{2}$ were connected according to $G_{1}$, we now bring together $\left|G_{1}\right|-1$ copies, which we connect according to $G_{1}$, and add the root node of $G_{1}$ without an associated subhierarchy (see Fig. 3.5). When extended to a many-level hierarchy, this means that every node will be connected to, at most, two levels, and so its degree will not grow as the hierarchy grows. We will denote this truncated hierarchical product by $G_{1} \Gamma G_{2}$, and its weighted version as $G_{1} \Gamma_{\alpha} G_{2}$. It can be written algebraically in terms of adjacency matrices by adopting a more general definition of the hierarchical product.

Definition 3.2.3. Given rooted graphs $G$ and $H$, the weighted truncated hierarchical product $P=G \Gamma_{\alpha} H$ is a graph on vertices $V_{P}=V_{G} \times V_{H}$ and edges $E_{P} \subseteq V_{P} \times V_{P}$ specified by the adjacency matrix

$$
\begin{equation*}
A_{P}=\alpha A_{G} \otimes D_{H}+P_{G} \otimes A_{H}, \tag{3.25}
\end{equation*}
$$

or, equivalently, the algebraic Laplacian

$$
\begin{equation*}
L_{P}=\alpha L_{G} \otimes D_{H}+P_{G} \otimes L_{H} . \tag{3.26}
\end{equation*}
$$

Here, $P_{G}$ is a projector onto all nodes in $G$ except the root node. At the level of adjacency matrices, we may also write $A_{P}=A_{G} \Gamma_{\alpha} A_{H}$. An unweighted version, $G \Gamma H$, can be obtained by setting $\alpha=1$.

An illustration of this architecture can be found in Fig. 3.5. From this definition, we naturally derive both unweighted and weighted truncated hierarchies, $G^{\Gamma k}$ and $G^{\Gamma_{\bar{\alpha}} k}$. We note that a generalization of this definition to allow an arbitrary projector (rather than one that only excludes the root node) is possible, but we do not consider such a case in this chapter.

The addressing scheme outlined in Sec. 3.2.2.3 can also be used for truncated hierarchies. However, since many nodes do not sit atop sub-hierarchies in this case, not all node addresses are valid. We will assume that the node in the $i$-th level which connects to the level above it has a zero in the $i$-th digit of its address. In a truncated hierarchy, each node whose address contains a zero (representing the "root" of a hierarchy) must have only zeros in all following positions, as it does not contain any further sub-hierarchies. The base- $n$ addressal scheme can thus be used to specify which nodes are present in a truncated hierarchy.

Note that the truncated hierarchical product adds nodes more slowly than (although with the same scaling as) the hierarchical product structure specified at the beginning of Sec. 3.2.2. When we perform graph comparisons in Sec. 3.3, we will consider all cost functions and optimizations in terms of the total number of nodes so that the two architectures can be compared fairly.


Figure 3.6: Illustration of the graph structures considered in this section, each with nine nodes except (f). (a) The complete graph $K_{9}$. (b) The cycle graph $C_{9}$. (c) The star graph $S_{9}$. (d) The nearest-neighbor grid in two dimensions. (e) The hierarchical product $K_{3}^{\Pi 2}$. (f) The truncated hierarchical product of Sec. 3.2.2.5, $K_{3}^{\Gamma 2}$.

### 3.3 Graph Comparisons

Having developed the machinery to construct hierarchies, we will now evaluate them against other potential architectures. Any evaluation is impossible to do in an absolute sense, since what properties are desirable in a graph and how serious the cost of improving them is will depend on both the application as well as the physical system under consideration. In general, we assume that the most desirable quality of a graph is some measure of connectivity or the ease with which the graph can transport information between nodes. Note that it is always possible to translate between quantum circuit architectures with some overhead. A detailed atlas
summarizing these overheads can be found in Ref. [118].
We will look at the scenario of state transfer, which is an important subroutine that may need to be carried out if an algorithm requires gates to be performed between two qubits that are not directly connected. We consider the worst-case state transfer time on a given graph, which allows us to evaluate graphs without reference to any particular quantum algorithm. If we are interested in the time taken for state transfer in the graph, an appropriate metric can be the diameter of the graph, $\delta(H)$, under the assumption that information transfer takes unit time along any edge in the graph. The diameter then captures the maximum distance, and hence the maximum time required for information to travel between any two nodes in the system.

For graphs produced by the weighted hierarchical product, we will also consider a diameter which takes into account edge weight. This "weighted diameter," $\delta_{w}(H)$, can be found by considering all pairs of nodes $j, k$ and identifying the two whose least-weighted connecting path has the highest sum weight of edges. If we consider a path between two nodes $j$ and $k$ to be a set of nodes $P=\left\{j, v_{1}, v_{2} \ldots v_{n}, k\right\}$ with a weight $W(P)$ given by the sum $w_{j, v_{1}}+w_{v_{1}, v_{2}}+\cdots+w_{v_{n}, k}$, then the weighted diameter can be written as:

$$
\begin{equation*}
\delta_{w}(H)=\max _{j, k} \min _{P} W(P) \tag{3.27}
\end{equation*}
$$

One way to grasp why the weighted diameter is a useful quantity is to consider the time weights of edges, where the weight signifies the time required to perform a gate between two connected qubits. In this case, the weighted diameter is the maximum
time it will take us to perform a chain of two-qubit gates that connects two different qubits (for instance, using SWAP operations to bring the two qubits to adjacent positions and then performing the final desired operation).

However, optimizing only with respect to connectivity yields a trivial result, because a fully connected graph is obviously most capable of communicating information between any two points. Therefore, we will consider a number of different possible "costs" associated with physical implementations of graphs. One potential input to the cost function is the maximum degree of a graph, $\Delta(H)$. As discussed in the previous section, we want to avoid needing to connect too many different communication channels to a single node. Another is total edge weight $w(H)$ - if it costs time, energy, money, coherence, or effort to produce communication between two nodes, we should try to use as few communication channels as possible.

We now walk through the calculations for several important graph quantities for several graphs: an all-to-all connected graph, a cycle graph, a star graph, a square grid, a hierarchy graph with scaling parameter $\alpha$, and a truncated version of that same hierarchy graph. We calculate how quantities scale with the total number of nodes $N$. For ease of calculation, we assume that $N$ nodes fit in the architecture of the current graph; for instance, we assume $N=\ell^{d}$ for some integer $\ell$ for a $d$ dimensional square graph. All results of this section are compiled in Table 3.2, and examples of the graphs for small $N$ are illustrated in Fig. 3.6.

| Graph | Diameter | Weighted Diameter | Max Degree | Total Edge Weight |
| :--- | :--- | :--- | :--- | :--- |
| $H$ | $\delta$ | $\delta_{w}$ | $\Delta$ | $w(H)$ |
| $K_{N}$ | const. | const. | $N$ | $N^{2}$ |
| $S_{N}$ | const. | const. | $N$ | $N$ |
| $C_{N}$ | $N$ | $N$ | const. | $N$ |
| $d-\operatorname{dim}$ grid | $d N^{1 / d}$ | $d N^{1 / d}$ | $d$ | $d N$ |
| $K_{n}^{\Pi_{\alpha} k}, \alpha \neq n$ | $\log _{n} N$ | $\max \left(\frac{2}{1-\alpha}, N^{\log _{n} \alpha}\right)$ | $n \log _{n} N$ | $n N^{\max \left(1, \log _{n} \alpha\right)}$ |
| $K_{n}^{\Pi_{\alpha} k}, \alpha=n$ | $\log _{n} N$ | $\max \left(\frac{2}{1-\alpha}, N^{\log _{n} \alpha}\right)$ | $n \log _{n} N$ | $n N \log _{n} N$ |
| $K_{n+1}^{\Gamma_{a} k}, \alpha \neq n$ | $\log _{n} N$ | $\max \left(\frac{2}{1-\alpha}, N^{\log _{n} \alpha}\right)$ | $n$ | $n N^{\max \left(1, \log _{n} \alpha\right)}$ |
| $K_{n+1}^{\Gamma_{\alpha} k}, \alpha=n$ | $\log _{n} N$ | $\max \left(\frac{2}{1-\alpha}, N^{\log _{n} \alpha}\right)$ | $n$ | $n N \log _{n} N$ |

Table 3.2: Summary of scalings of important graph properties with total node number, N. All entries describe only the scaling of the leading coefficient with $d, n$, and $N$.

### 3.3.1 Graph Calculations

### 3.3.1.1 Complete Graph, $K_{N}$

Since all nodes in a complete graph [Fig. 3.6(a)] have edges between them, the diameter is simply 1 . This comes at the cost of very high maximum degree, $N-1$, as every node is connected to all $N-1$ other nodes. The total weight of every edge is the same, and there are $N(N-1) / 2$ edges because every pair of nodes has a corresponding edge. Therefore, the total edge weight scales as $\Theta\left(N^{2}\right)$.

### 3.3.1.2 Cycle Graph, $C_{N}$

In a cycle graph [Fig. $3.6(\mathrm{~b})$ ], the diameter is $\lfloor N / 2\rfloor$, the distance to the opposite side of the circle. The maximum degree is only 2 , and the total weight of the edges is likewise only $N$. This graph is thus able to reduce the cost factors associated with the complete graph, but at the cost of a much higher asymptotic diameter.

### 3.3.1.3 Star Graph, $S_{N}$

The star graph is the graph which has a single central node connected to all others [Fig. 3.6(c)]. Like the complete graph, it also has a constant diameter, although this diameter is two rather than one. The maximum degree of the star graph is $N-1$, the same as the complete graph. However, the star graph improves over the complete graph, as it has a lower total edge weight of $N-1$ rather than $\binom{N}{2}$. Thus, we have improved the cost asymptotically without affecting the overall scaling of the diameter of the graph.

The example of $S_{N}$ raises a complication which we do not attempt to quantify in this chapter. In a realistic distributed quantum computer, we expect that a significant amount of operations need to be performed at the same time and need to be scheduled on the graph. But in the star graph, all operations between nodes must pass through the single central hub. This is likely to lead to a scheduling bottleneck when performing general quantum algorithms. While we do not attempt to treat scheduling of such algorithms on the network in this chapter, in future work we hope
to consider these complications, which will at times make the star graph unsuitable for real-world use. An experimental comparison of the star graph and the complete graph in existing five-qubit quantum computers can be found in Ref. [119]. In those experiments, the requirement that all information be shuttled through a central node for the $S_{N}$ connectivity made high-fidelity execution of quantum algorithms more difficult.

### 3.3.1.4 Square Grid Graph

We consider now a square grid (i.e., a hypercubic lattice) in $d$ dimensions [Fig. 3.6(d)]. Here, the diameter is $d\left(N^{1 / d}-1\right)$, since this is the distance from the point in one corner labeled $(1,1,1, \ldots)$ to the opposite corner at $\left(N^{1 / d}, N^{1 / d}, \ldots\right)$ (note that diagonal moves are not allowed). The maximum degree depends on the dimension, as each interior node is connected to $2 d$ other nodes. The total edge weight can be found by considering that each node on the interior of the graph corresponds with exactly $d$ edges, and it is these edges that dominate as $N \rightarrow \infty$. Therefore, the total edge weight scales as $\Theta(d N)$.

### 3.3.1.5 Hierarchy Graph, $G^{\Pi_{\vec{\alpha}} k}$

As the hierarchy graph [Fig. 3.6(e)] is built recursively, it is easiest to calculate its properties using recursion relations. We consider a graph that has $k$ levels to it, so that given a base graph $G$ and $n=|G|$, then the overall graph has $n^{k}$ nodes.

First, we calculate the unweighted diameter of a $k$-level hierarchy, which we
denote by $\delta\left(G^{\Pi_{\vec{\alpha}} k}\right)$. Since all sub-hierarchies are rooted at their first vertex, we will need to keep track of the eccentricity of the root node, which we denote by $\varepsilon(F)$ for any subhierarchy $F$. The eccentricity of any graph node is defined as the maximum distance from that node to any other node in the graph $F$. Here, we fix $\varepsilon(F)$ to be the root eccentricity for the graph in question.

Now, we write recursion relations for two quantities, the unweighted diameter $\delta\left(G^{\Pi_{\vec{\alpha}} i}\right)$ of an $i$-level hierarchy for some intermediate $i$, and the eccentricity $\varepsilon\left(G^{\Pi_{\vec{\alpha}} i}\right)$ of the top-level root node of the current $i$-level hierarchy.

Consider a diametric path in an $i$-level hierarchy. This path must ascend and descend the entire hierarchy. That is, using the notation of Sec. 3.2.2.3, two maximally separated qubits have addresses that are different in their first digit. Such a path can always be partitioned into 3 disjoint pieces, the terminal two of which each lie in some $(i-1)$-level subhierarchy, while the middle piece lies in the current top (i.e. $i$-th) level. These three pieces must be independently maximal, since the path is diametric. The middle piece maximizes to the diameter of the toplevel graph, which is simply $\delta(G)$. The two sub-level pieces each maximize to the root eccentricity of the $(i-1)$-th level subhierarchy, which is precisely the quantity $\varepsilon\left(G^{\Pi_{\widetilde{\alpha}}(i-1)}\right)$. Therefore, our first recursion reads

$$
\begin{equation*}
\delta\left(G^{\Pi_{\vec{\alpha}} i}\right)=2 \varepsilon\left(G^{\Pi_{\vec{\alpha}}(i-1)}\right)+\delta(G) \tag{3.28}
\end{equation*}
$$

The $i$-th level root eccentricity may be found by a similar argument. Partition the most eccentric path (starting at the top level root node) into two pieces, one which lies at the top level, and the other which lies exclusively in the lower levels.

Maximizing both pieces, one gets

$$
\begin{equation*}
\varepsilon\left(G^{\Pi_{\vec{\alpha}} i}\right)=\varepsilon\left(G^{\Pi_{\vec{\alpha}}(i-1)}\right)+\varepsilon(G) . \tag{3.29}
\end{equation*}
$$

Solving the second relation, we get $\varepsilon\left(G^{\Pi_{\vec{\alpha}} i}\right)=i \varepsilon(G)$. By substitution, the first recursion has the solution

$$
\begin{equation*}
\delta\left(G^{\Pi_{\vec{\alpha}} k}\right)=2(k-1) \varepsilon(G)+\delta(G) . \tag{3.30}
\end{equation*}
$$

Since the total number of levels is given by $k=\log _{n} N$, and the graph diameter is no greater than twice the eccentricity of any node, we conclude that the diameter scales as $\Theta\left(\varepsilon(G) \log _{n} N\right)$ for a general graph $G$. If we specifically examine the case when $G$ is a complete graph of order $n, \delta(G)=1$ and $\varepsilon(G)=1$, and the exact expression is $\delta\left(G^{\Pi_{\alpha} k}\right)=2 \log _{n}(N)-1$.

Next we calculate the maximum degree. Again, we proceed by recursion. Iterating the hierarchical product to some level $i$ can be viewed as attaching a copy of the graph $G^{\Pi_{\vec{\alpha}}(i-1)}$ to every point in the graph $G$. Therefore, the degree of every root node in the $(i-1)$-level subhierarchies increases by the degree of the corresponding node in graph $G$. The maximal increase achievable thus is the maximum degree $\Delta(G)$ of graph $G$. Since the root node for an $i$-level subhierarchy has $i$ distinct copies of $G$ attached to it, its degree is given by $i \cdot \operatorname{deg}\left(g_{1}\right)$, where $g_{1}$ is the root node of $G$. Then, the $i$-level maximum degree can be expressed as

$$
\begin{align*}
\Delta\left(G^{\Pi_{\vec{\alpha}} i}\right) & =\max \left\{(i-1) \operatorname{deg}\left(g_{1}\right)+\Delta(G), \Delta\left(G^{\Pi_{\alpha}(i-1)}\right)\right\}  \tag{3.31}\\
\ldots & =\max _{0 \leq j \leq i-1}\left\{j \operatorname{deg}\left(g_{1}\right)+\Delta(G)\right\}  \tag{3.32}\\
& =(i-1) \operatorname{deg}\left(g_{1}\right)+\Delta(G) \tag{3.33}
\end{align*}
$$

where the second step was obtained by recursion. For a general $G$, this gives the maximum degree scaling as $\Delta\left(G^{\Pi_{\vec{\alpha}} k}\right)=\Theta\left(\log _{n} N\right)$. For $K_{n}^{\Pi_{\vec{\alpha}} k}$, the root degree and the maximum degree of the base graph $K_{n}$ are both $n-1$, so $\Delta\left(K_{n}^{\Pi_{\bar{\alpha}} k}\right)=$ $(n-1) \log _{n} N$.

Now we consider the total edge weight of the hierarchy. We compute this by a recursion relation, first by duplicating the existing edge weight at $i-1$ levels by $n$ (the number of smaller hierarchies we must bring together) and then adding new edges. If the edges at level $i$ have weight $\alpha_{i}$, we can write this as:

$$
\begin{equation*}
w\left(G^{\Pi_{\tilde{\alpha}} i}\right)=n w\left(G^{\Pi_{\vec{\alpha}}(i-1)}\right)+\alpha_{i} w(G) \tag{3.34}
\end{equation*}
$$

By counting the number of subhierarchies with different weights, we find the following form for the total edge weight of the weighted hierarchy:

$$
\begin{equation*}
w\left(G^{\Pi_{\vec{\alpha}} k}\right)=w(G) \sum_{i=1}^{k} \alpha_{i}|G|^{k-i} \tag{3.35}
\end{equation*}
$$

This can be verified by checking that it satisfies the recursion relation Eq. (3.34). If we now specialize to the case where $G=K_{n}$ and $\alpha_{i}=\alpha^{i-1}$, we find

$$
\begin{equation*}
w\left(K_{n}^{\Pi_{\alpha} k}\right)=\frac{n(n-1)}{2} \sum_{i=1}^{k} \alpha^{i-1} n^{k-i} \tag{3.36}
\end{equation*}
$$

This behavior can be broken into three regimes. For $\alpha=n$, every term in the sum is identical, and the overall scaling is $\Theta\left(n N \log _{n} N\right)$. Otherwise, we can perform the geometric sum to obtain

$$
\begin{equation*}
w\left(K_{n}^{\Pi_{\alpha} k}\right)=\frac{n(n-1)}{2} \frac{n^{k}-\alpha^{k}}{n-\alpha} \tag{3.37}
\end{equation*}
$$

Here, the scaling will depend on the relative size of $n$ and $\alpha$. For $n>\alpha$, the first
term in the numerator dominates, and $w\left(K_{n}^{\Pi_{\alpha} k}\right)=\Theta(n N)$. Otherwise, we can write $\alpha^{k}=N^{\log _{n} \alpha}$ and find $w\left(K_{n}^{\Pi_{\alpha} k}\right)=\Theta\left(n N^{\log _{n} \alpha}\right)$.

Finally, we calculate the weighted diameter of a $k$-level hierarchy $\delta_{w}\left(G^{\Pi_{\bar{\alpha}} k}\right)$, just as for the unweighted diameter, by solving recursion relations for the quantities $\delta_{w}\left(G^{\Pi_{\vec{\alpha}} i}\right)$ and $\varepsilon_{w}\left(G^{\Pi_{\bar{\alpha}} i}\right)$, which are, respectively, the weighted diameter and weighted root eccentricity for an $i$-level weighted hierarchy. Here, note that the top level (at any intermediate stage $i$ ) is weighted by $\alpha_{i}$. Therefore, the recursion for the weighted diameter is modified to

$$
\begin{equation*}
\delta_{w}\left(G^{\Pi_{\vec{\alpha}} i}\right)=2 \varepsilon_{w}\left(G^{\Pi_{\tilde{\alpha}}(i-1)}\right)+\alpha_{i} \delta_{w}(G) . \tag{3.38}
\end{equation*}
$$

Similarly, the recursion for the weighted eccentricity becomes

$$
\begin{equation*}
\varepsilon_{w}\left(G^{\Pi_{\vec{\alpha}} i}\right)=\varepsilon_{w}\left(G^{\Pi_{\vec{\alpha}}(i-1)}\right)+\alpha_{i} \varepsilon_{w}(G), \tag{3.39}
\end{equation*}
$$

which has the solution $\varepsilon_{w}\left(G^{\Pi_{\vec{\alpha}} i}\right)=\varepsilon_{w}(G) \sum_{j=1}^{i} \alpha_{j}$. Finally, we have

$$
\begin{equation*}
\delta_{w}\left(G^{\Pi_{\vec{\alpha}} k}\right)=2 \varepsilon_{w}(G) \sum_{j=1}^{k-1} \alpha_{j}+\delta_{w}(G) \alpha_{k} \tag{3.40}
\end{equation*}
$$

For $G=K_{n}$ and $\alpha_{i}=\alpha^{i-1}$, this becomes:

$$
\begin{align*}
\delta_{w}\left(K_{n}^{\Pi_{\alpha} k}\right) & =2 \sum_{i=1}^{k-1} \alpha^{i-1}+\alpha^{k-1}  \tag{3.41}\\
& =\frac{\alpha^{k}+\alpha^{k-1}-2}{\alpha-1} \tag{3.42}
\end{align*}
$$

Therefore, the scaling of the weighted diameter with $N$ has two regimes, depending on $\alpha$. For $\alpha<1$ the geometric sum converges as $i \rightarrow \infty$ to $\frac{2}{1-\alpha}$. This means that for $\alpha<1$, a constant time suffices to traverse the entire hierarchy no matter how large
it is. For $\alpha=1$ the weighted diameter is equal to the (unweighted) diameter, which we have already computed. For $\alpha>1, \delta_{w}$ scales as $\alpha^{k-1}=N^{\log _{n} \alpha} / \alpha \sim N^{\log _{n} \alpha}$. Note that the last scaling only applies if $\alpha$ does not scale with $n$. Since $n>1$ and $\alpha>1$, this exponent $\log _{n} \alpha$ is always positive. Therefore, the total edge weight is asymptotically always either constant (for $\alpha<1$ ) or growing (for $\alpha \geq 1$ ), as expected.

### 3.3.1.6 Truncated Hierarchy, $G^{\Gamma_{\bar{\alpha}} k}$

Finally, we look at how the results above are modified if we use the truncated hierarchical product discussed in Sec. 3.2.2.5 [Fig. 3.6(f)]. Although many of the calculations in terms of the number of levels $k$ are similar to those for the nontruncated hierarchy, it is no longer the case that $k=\log _{n} N$ exactly. In order to compare graphs fairly, we will need to recalculate the order of $G^{\Gamma_{\dot{\alpha}} k}$ so that results in this section can be written in terms of the total number of nodes, $N$.

Under the node addressal scheme of Sec. 3.2.2.3, the nodes of a truncated hierarchy are in one-to-one correspondence with base- $n$ strings of length $k$ that only have trailing zeros. As before, a 0 label points to a root node, but since root nodes do not bear subhierarchies due to truncation, all subsequent labels are forced to be 0 . In other words, we only label nodes using strings of the form $\left(l_{1} l_{2} \ldots l_{i} 00 \ldots 0\right)$ for some $i \leq k$, and $l_{j} \neq 0$ for all $j \leq i$. The number of such strings with $i$ nonzero labels followed by $(k-i)$ zero labels is $(n-1)^{i}$. Therefore, the total number of
nodes is

$$
\begin{equation*}
N=\sum_{i=0}^{k}(n-1)^{i} . \tag{3.43}
\end{equation*}
$$

Since $N=\Theta\left((n-1)^{k}\right)$, many quantities of a truncated hierarchy with a base graph of order $n+1$ have the same scaling with the number of nodes $N$ as those for a non-truncated hierarchy with a base graph of order $n$.

In terms of the number of levels $k$, the maximum diameter will be proportional to $k$, just as it was in Sec. 3.3.1.5. It follows that the diameter scales with the total number of nodes as $\delta=\Theta\left(\log _{n-1} N\right)$ for a truncated hierarchy.

On the other hand, truncation offers a large improvement in the maximum degree of the hierarchy. As discussed in Sec. 3.2.2.5, the maximum degree of the truncated hierarchy is $\Delta\left(G^{\Gamma}{ }^{\bar{\alpha}}\right)=2 \Delta(G)$, which is constant in $N$.

The edge weight recursion relation is simply $n-1$ copies of the current graph and then new, additional edges:

$$
\begin{equation*}
w\left(G^{\Gamma_{\bar{\alpha}} i}\right)=(n-1) w\left(G^{\Gamma_{\vec{\alpha}}(i-1)}\right)+\alpha_{i} w(G) . \tag{3.44}
\end{equation*}
$$

This is identical to the recursion relation for the standard hierarchy, Eq. (3.34), except that there are now only $n-1$ copies, and also, for a given number of qubits $N$, the number of levels $k$ may be different by constant factors and terms. Thus, the only modification to the recursion relation is to replace $n$ with $n-1$, and the solution of the relation is otherwise identical. This means that none of the asymptotic scaling with $k$ is affected, and the scaling with $N$ is only affected by changing the total number of levels required to construct a graph of $N$ nodes.

The recursion relation for weighted diameter is similar to Eq. (3.38). Due
to truncation, one needs to make a careful comparison of paths that do or do not terminate at the root node of the top level, but in any case the weighted diameter's scaling with $k$ is the same as the non-truncated weighted diameter's scaling. The weighted diameter scaling with $N$ can thus be found from Eq. (3.42), using the appropriate value of $k$ for truncated hierarchies with $N$ nodes.

### 3.3.2 Choosing Among Graphs

### 3.3.2.1 Graph Embeddings

The long list of comparisons summarized in Table 3.2 can make it difficult to see exactly when different graphs are preferable. To make our calculations more concrete, we would like to compare concrete scenarios for the connection of qubits arranged on a grid in $d$ dimensions. Specifically, in each dimension $(d=1,2$, and 3$)$, we examine a hierarchy that is embedded into the grid, comparing its properties to the same grid but with nearest-neighbor connections. We consider building modules where each small module is a complete graph of size $n$, laid out in cubes on the grid so that the side-length of the cube is $n^{1 / d}$. The $d=1$ and $d=2$ cases with $n=2^{d}$ are illustrated in Fig. 3.7.

As shown, the length of an edge must increase by a factor of $n^{1 / d}$ (2 in Fig. 3.7) at every level of the hierarchy in order to make these hierarchies possible. Therefore, to determine the total length of wire used, we can use a cost weight with $\alpha=n^{1 / d}$. Keeping factors of $N$ only, Table 3.2 shows that for $d=1$, we expect a total cost weight $\Theta\left(N \log _{n} N\right)$, while for the higher-dimensional cases we expect a total cost


Figure 3.7: An illustration of the embedding of a hierarchy on a (a) one- or (b) two-dimensional lattice of qubits. In both cases, the length of an edge doubles at every level of the hierarchy, but the scaling in total edge length used changes from $\Theta\left(N \log _{2} N\right)$ to $\Theta(N)$ when going from 1 to 2 dimensions. In $d=3$, a similar hierarchy with doubling length scales connects modules of eight qubits.
weight $\Theta(N)^{1}$. For the $d$-dimensional grid, this total cost weight is always $\Theta(N)$.

Now, to consider the performance of the two graphs, we must fix a separate scaling factor for the time weight, $\beta$. There are several options which might be reasonable for different physical applications. If $\beta=1$, i.e., all links act identically in terms of time required to traverse them, then the weighted diameter of the hierarchy is simply $\Theta\left(\log _{n} N\right)$. Another option would be to take $\beta=\alpha$, i.e., to assume that links take as long to move through as they are long. In this case, we find that the

[^1]hierarchy's weighted diameter scales as $\Theta\left(N^{1 / d}\right)$, meaning that the hierarchy and nearest-neighbor graphs match in performance.

We may also want to allow hierarchies to make use of the "fat tree" concept to produce a better-performing graph [114]. Suppose that we allow ourselves to "spend more" on higher-level links, causing their cost weight to increase with a factor $\alpha$, but improving their performance so that the time weight scales with the factor $\beta=1 / \alpha$. In this case, the question is what range of $\alpha$ allows for the hierarchy to perform better than the nearest-neighbor grid (lower time-weighted diameter) for less cost (lower total edge cost weight)? (Note that this cost weight includes any contribution from "lengthening" wires at higher levels of the hierarchy.)

To answer the first, we compare the two asymptotic diameter scalings, $N^{\max \left(0, \log _{n} 1 / \alpha\right)}$ and $N^{1 / d}$. This suggests that if $\alpha \geq n^{-1 / d}$, the hierarchy will allow for faster traversal than the nearest-neighbor grid. However, we wish to avoid causing the hierarchy to have a total cost weight that scales worse than $\Omega(N)$, which requires $\log _{n} \alpha<1$. We find that a winning hierarchy can be constructed if $\alpha$ lies in the range $\alpha \in\left[n^{-1 / d}, n\right)$. The optimal $\alpha$ is as large as possible but less than $n$; at that point an additional logarithmic factor is introduced to the total cost weight scaling.

In these cases, we have not allowed the nearest-neighbor grid to modify the weight (either kind) of its links. This is because any modification in its cost or time weight enters simply as a constant factor; if the individual links have weight $c$ instead of 1 , the overall weighted diameter is just $c N^{1 / d}$ while the total cost weight is just $c N$. Of course, one can apply different constants to each figure of merit, or apply $c$ to one and $1 / c$ to the other. In order to make the nearest-neighbor grid
match the performance of the hierarchy, the unit-length time weight would have to be $N^{\log _{n}(\alpha)-1 / d}$ while the unit-length cost weight must not scale with $N$.

### 3.3.2.2 Pareto Efficiency

Our calculation of various graph parameters suggests that the hierarchy architecture offers significant advantages over others. One way to make this comparison more exact is to appeal to the economics concept of Pareto efficiency, which is used to designate an acceptable set of choices in multiparameter optimization [120]. A choice is Pareto efficient if switching to a different choice will cause at least one parameter to become worse. Suppose we eliminate all constants to focus only on the scaling with $N$ for three parameters: weighted diameter, maximum degree, and total edge weight. By removing these constants, we assume that the small multiplicative factors they provide will not influence decision making. For simplicity, we will assume that both cost and time weights scale with the same factor, $\alpha$.

For comparison, one could ask: what minimum number of edges is required for a graph on $N$ nodes to have maximum degree $\Delta$ and diameter $\delta$ ? Reference [121] answers this optimization question partially, and constructs what are known as porcupine graphs which achieve the optimum, illustrated in Fig. 3.8. We observe here that qualitatively, porcupines are modular, since they may be described by attaching trees to the nodes of a complete graph. In particular, the graph $K_{\sqrt{N}} \Pi S_{\sqrt{N}}$ is a porcupine graph that achieves a diameter $\delta=3$ and a maximum degree of $\Delta=2(\sqrt{N}-1)$ with the minimal number of edges.

| Graph | $\delta_{w}$ | $\Delta$ | $w$ |
| :--- | :--- | :--- | :--- |
| $K_{N}$ | const. | $N$ | $N^{2}$ |
| $S_{N}$ | const. | $N$ | $N$ |
| $C_{N}$ | $N$ | const. | $N$ |
| Square grid | $N^{1 / d}$ | const. | $N$ |
| $\star K_{\sqrt{N}} \Pi S_{\sqrt{N}}$ | const. | $\sqrt{N}$ | $N$ |
| $\star K_{n+1}^{\Gamma_{\alpha} k}\left\{\begin{array}{l}\alpha \neq 1 \\ \alpha=1\end{array}\right.$ | $N^{\log _{n} \alpha}$ | const. | $N$ |
| $\log _{n} N$ | const. | $N$ |  |

Table 3.3: An illustration of the scaling with $N$ of three key parameters to be used in Pareto optimization. Here $\delta_{w}$ is the weighted diameter, $\Delta$ is the maximum degree, and $w$ is the total edge weight of the graph. A star $(\star)$ has been placed next to the two graphs we find to be Pareto efficient. We have also included the $\alpha=1$ (unweighted) hierarchy in the final row, as it has a different scaling for the weighted diameter. Our Pareto efficiency judgment is made assuming $n^{1 / d} \geq \alpha \geq 1$.


Figure 3.8: An example of a porcupine graph, in this case, $K_{4} \Pi S_{4}$.

We summarize the scalings of these graphs in Table 3.3. Assume that $n^{1 / d} \geq$ $\alpha \geq 1$. In this case, we can find the Pareto-efficient solutions by noting which options can be eliminated. We see that $K_{N}$ is strictly worse than $S_{N}$ and can be eliminated; $S_{N}$ is then dominated by the porcupine. $C_{N}$ is dominated by the square grid, which has identical scaling of total weight and degree but lower diameter. The square grid, in turn, is dominated by the hierarchy due to the assumptions we have made on $\alpha$. This means that the two Pareto-efficient choices in this case are the truncated hierarchy and the porcupine graph. If we chose any option besides these two, we could improve the scaling with respect to $N$ without any trade-off by switching to one of them. While this framework does not offer a decision rule to choose between the porcupine and $K_{n}^{\Gamma_{\alpha} k}$, the latter is clearly preferable if our aim is to create a modular quantum system that does not rely on a few centralized nodes. We stress
that this optimization procedure is only intended to evaluate the quantities and graphs introduced, and the Pareto-efficient choices will change if other figures of merit or other graphs are included in the optimization.

### 3.3.2.3 Optimality of diameter for hierarchical graphs

The use of $K_{n}^{\Gamma_{\alpha} k}$ may be further motivated via the degree-diameter problem [122] (for a survey, see Ref. [123]). Given a graph with a maximum allowed degree $\Delta$ on each node and diameter no greater than $\delta$, the degree-diameter problem asks for the maximum number of nodes $N(\Delta, \delta)$ that such a network could hold. This problem is practically well-motivated in the design of networks, and may be answered for special classes of graphs. The Moore bound, which is a bound for general graphs, states that the number of nodes $N$ is at most $\frac{\Delta(\Delta-1)^{\delta}-2}{\Delta-2}$. This means that for a constant maximum degree $\Delta \geq 3$, the diameter satisfies $\delta=\Omega(\log N)$, meaning that hierarchical graphs have optimal diameter up to a constant factor. Tighter bounds on the number of nodes may be shown, for instance, when the tree-width of the graph is bounded. Ref. [124] shows that graphs with small tree-widths $t$ and an odd diameter $\delta$ satisfy

$$
\begin{equation*}
N(\Delta, \delta ; t) \sim t(\Delta-1)^{\frac{\delta-1}{2}} \tag{3.45}
\end{equation*}
$$

As discussed towards the end of Sec. 3.2.2.1, hierarchies have low tree-widths. In particular, the tree-width of the truncated hierarchy $K_{n}^{\Gamma_{\alpha} k}$ is at most $n-1$. Next, the diameter of the truncated hierarchy $K_{n}^{\Gamma_{\alpha} k}$ is $\delta(k)=2 k-1$ (which is odd), and the maximum degree is $\Delta(k)=2(n-1)$. Comparing the number of nodes in this
hierarchy $N(k)$ to the node capacity $N(\Delta(k), \delta(k) ; n-1)$ as in Eq. (3.45), we get

$$
\begin{equation*}
\frac{N(k)}{N(\Delta(k), \delta(k) ; n-1)} \gtrsim \frac{n^{k}}{(n-1)(2 n-3)^{k-1}} . \tag{3.46}
\end{equation*}
$$

Keeping the total number of nodes $N$ fixed, consider two limits: one, a shallow hierarchy in which the number of levels $k$ is $O(1)$, and two, a deep hierarchy, in which the size $n$ of the base graph is $O(1)$ [i.e., $k=O(\log N)$ ]. We see that when the hierarchy is shallow, the right side of Eq. (3.46) is $\Theta(1)$, which indicates optimality. For a deep hierarchy, the above ratio scales as $2^{-\log _{n} N}=N^{\frac{-1}{\log (n)}}$, which is polynomially suboptimal. However, when $n=3$, the ratio in Eq. (3.46) is again $\Theta(1)$, and the truncated hierarchy $K_{3}^{\Gamma \alpha k}$ is degree-diameter optimal in this case.

### 3.4 Entangled State Construction

### 3.4.1 Setup

Although some of the graph properties calculated in the previous section give a heuristic sense for the capabilities of the hierarchical graph versus the nearestneighbor or all-to-all graphs, we would like to examine their performance directly in terms of a quantum information processing task. The task we have chosen as a benchmark is the creation of a many-qubit GHZ state. Since this entangled state is difficult to create across long distances when using nearest-neighbor interactions, we hope that it can serve as a useful yet basic benchmark for processing quantum information with unitary evolution [24]. As shown in Chapter 2, preparation of a GHZ state also provides a means of transferring a state across the graph. Thus,
the results of this section also bound state transfer time. However, in this chapter, unlike Chapter 2, we focus on the use of discrete unitary operations (gates) rather than Hamiltonian interactions. This means that we cannot take advantage of the many-body interference which provided a speed-up in Chapter 2.

Using GHZ state creation as a benchmark for potential quantum architectures allows us to use physical limitations (represented by the Lieb-Robinson bound) to place computational limits on information processing. The GHZ state is directly useful on its own [23,24, 46], but even in systems which do not directly produce the GHZ state, it is likely that quantum operations will require the creation of long-range correlations between distant sites. For example, the same physical bounds which govern the creation of the GHZ state also restrict the speed at which topological order can be produced [16]. We focus on the GHZ state as an easy-to-analyze example for the problem of creating these nonlocal correlations, but we stress that our results generalize to any state which possesses non-local correlations of the kind whose creation is limited by the Lieb-Robinson bound.

We adopt a framework in which every vertex of the graph represents one logical qubit, while an edge of the graph represents the ability to perform a twoqubit gate between nodes. For the purposes of this chapter, we assume that we can ignore single-qubit operations, instead focusing on the cost imposed by the required two-qubit gates between nodes.

### 3.4.2 Analytical Results for Deterministic Entanglement Generation

In order to create the GHZ state, we assume that we begin with all qubits in the state $|0\rangle$ except for one qubit that we place in the initial state $|+\rangle$. By performing controlled-NOT operations between this qubit and its neighbors, a GHZ state of those qubits is created. The state can be expanded by continuing to use further CNOT operations to expand the "bubble" of nodes contained in the GHZ state until it eventually spans the entire graph. For state transfer, we instead assume the initial state $|\psi\rangle$ to be transferred sits on one qubit, which is then transferred through the graph using SWAP operations until it reaches its destination.

We first consider a graph which has been assigned time weights, so that a gate between two linked edges can be performed deterministically in a time given by the weight of the edge between them. We assume that one node can act as the control qubit for several CNOT operations at once. Therefore, according to our protocol above, the time $t_{\mathrm{GHZ}}$ required to construct the GHZ state is found by identifying the qubit that will take the longest to reach from the initial qubit by hopping on the graph. A similar argument holds for the state transfer time.

This implies that a GHZ state can be created, or a state transferred, in time that scales like the (time-)weighted eccentricity of the node we choose as the initial $|0\rangle+|1\rangle$ state. However, if we take the further step in our analysis of maximizing over weighted eccentricities (identifying the worst-case starting node), then the time will simply be the weighted diameter of the graph as calculated in the previous section. Note that the difference between the best-case weighted eccentricity (the
weighted graph radius) and the worst-case weighted eccentricity (the weighted graph diameter) over all nodes is at most a factor of two - if we look at the midpoint of the path that realizes the graph diameter, its distance to the endpoints of the path is bounded by the radius - so from the perspective of how this time scales asymptotically with $N$, the two are interchangeable.

### 3.4.3 Numerical Results for Probabilistic Entanglement Generation

As shown in the previous subsection, in a deterministic setting of entanglement generation where a gate between two nodes of our graph $H$ can be performed in fixed time, the time required to create a GHZ state is equal to the weighted diameter $\delta_{w}(H)$. However, in many situations in long-distance quantum information processing, probabilistic or heralded methods might be used instead. We might suppose that, in a small time step, the network succeeds in performing a desired two-qubit gate with probability $p$ (and that we know whether the gate succeeded or not). Upon failure, one can try performing the gate again in the next time step without having to rebuild the state from the beginning. In this setting, we expect that the scaling will likely be similar to the deterministic case but more difficult to calculate exactly. Fortunately, it is easy to re-interpret the meanings of the edge weights to account for this.

The main complication arising from the inclusion of unitaries that do not get completed in a fixed amount of time is that multiple paths between two nodes can all contribute to the total probability that entanglement has been produced, making
it a harder problem to solve exactly. However, we can turn to numerical simulation to get an idea of the behavior. In the following, we define a new edge weight called the probability weight, $p_{i j}$, which is the probability of success of edge $(i, j)$ in one time step.

The algorithm for simulating the creation of a GHZ state is as follows:

- At each time step $t$, identify the subgraph $F$ of nodes that have already joined the GHZ state.
- For each edge between a GHZ node $i \in F$ and a non-GHZ node $j \notin F$, identify the probability edge weight $p_{i j}$. With probability $p_{i j}$, allow node $j$ to join the GHZ state in the current time step, $t$.
- Once all edges have been tested, repeat the procedure for the next time step on the new, possibly larger, set of GHZ nodes.

A single number $p_{0}$ is chosen as the base probability, so that the probability weights on the lowest level are $p_{0}$, and edges on the $i$-th level of the hierarchy succeed with probability $p_{0} \alpha^{i-1}$. Note that we must fix $\alpha<1$. As a first step toward evaluating the performance of a graph, we estimate its time weights as $w_{i j}=1 / p_{i j}$, the time required to perform a two-qubit unitary on average. The overall estimate of the expected time taken is then $\delta_{T} / p_{0}$, where $\delta_{T}$ is the time taken for the deterministic case with time weights scaling by a factor $\beta=1 / \alpha$ at each level. We find that this predicts very well the rate at which the GHZ state can be constructed over a wide range of $\alpha$ values (Fig. 3.9). The expected time remains $\Theta\left(N^{\log _{n}(1 / \alpha)}\right)$.

For graphs with multiple potential paths between two nodes, such as a twodimensional grid, the expected time is not simply the deterministic time scaled by the extra time factor the probabilistic setup requires in each step. We can however still bound the expected time to build the GHZ state $\mathbb{E}\left[t_{\mathrm{GHz}}\right]$ above and below for a graph $H$. We will bound it above by considering a modified graph in which the only path between the initial qubit and the qubit farthest from the starting point has distance $\delta_{w}(H)$. Such a path completes in time $\delta_{w}(H) / p_{0}$ on average. Since $H$ has strictly more paths than this, the expected time will be lower. However, the shortest path between the initial and final qubits has total distance $\delta_{w}(H)$, which would take time $\delta_{w}(H)$ to complete even if $p_{0}=1$ and all gates were deterministic. Therefore, no path can finish faster than this, and the expected outcome over all possible paths cannot improve over $\delta_{w}(H)$. We can therefore write the following restriction on the expected time:

$$
\begin{equation*}
\delta_{w}(H) \leq \mathbb{E}\left[t_{\mathrm{GHZ}}\right] \leq \frac{\delta_{w}(H)}{p_{0}} \tag{3.47}
\end{equation*}
$$

where $\mathbb{E}[\cdot]$ denotes the expected value. This implies $\mathbb{E}\left[t_{\mathrm{GHZ}}\right]=\Theta\left(\delta_{w}(H)\right)$. Therefore, although the prefactor is difficult to calculate, we can tell that the time required to complete the creation of a GHZ state on the nearest-neighbor graph with $d=2$ is $\Theta(\sqrt{N})$. This scaling implies that the condition for the hierarchy to outperform the nearest-neighbor grid in 2 D is $\alpha \geq n^{-1 / 2}$, which is reflected in Fig. 3.9.

Using the GHZ-creation time and state transfer as examples, we can see many of the advantages of hierarchical graphs as network topologies. Such architectures are able to rapidly incorporate a very large number of qubits (exponential in the


Figure 3.9: Graph-theoretic predictions and simulation of $t_{\mathrm{GHZ}}$ for the hierarchy $K_{3}^{\Pi_{\alpha} k}$ at various $\alpha$, and a two-dimensional nearest-neighbor (NN) grid; $p_{0}=0.1$. The $\sqrt{N}$ fit shows the scaling of $t_{\mathrm{GHZ}}$ for the nearest-neighbor case, with a prefactor in the range suggested by the text's argument. Note that since $n=3$, the crossover for the hierarchy to asymptotically outperform the nearestneighbor grid is at $\alpha \geq 1 / \sqrt{3} \approx 0.58$, which is seen in the numerical results. Code for generating this figure can be found at [125].
number of hierarchy levels), while the time-weighted diameter (and thus communication time) grows linearly with the number of levels. Since the weighted diameter is not substantially changed even if we use the truncated hierarchical product of Sec. 3.2.2.5, these benefits can also be realized in that setup.

### 3.5 Circuit Placement on Hierarchies

A final reason we believe hierarchies could be a useful way to organize modular quantum systems is that they may be able to take advantage of straightforward methods for circuit placement. Circuit placement is a problem that arises when
a quantum circuit or algorithm must be translated onto a physical system [126]. Suppose we are given a specification for a quantum algorithm in the form of a circuit diagram, and we wish to run that algorithm on a given quantum computer (which presumably has enough quantum memory to perform that algorithm). In order to translate the circuit into instructions for our machine, we must identify each algorithm qubit with a machine qubit and then determine how the individual quantum gates can be realized in our machine ${ }^{2}$.

Circuit placement is an important part of the quantum software stack, just as the compilation to machine code is in classical computers. By placing qubits which must operate on each other often close together in the real-world machine, we can minimize the amount of time spent performing long-range quantum gates. However, this problem is generally quite difficult for arbitrary instances and in fact has been shown to be NP-complete [126].

However, since we are interested in the sub-problem of circuit placement on hierarchies, it is possible that the hardness results of Ref. [126] do not apply and the exact solution can be found in polynomial time, just as the problem can be solved tractably in linear qubit chains [127]. Whether or not an exact algorithm exists, we can appeal to heuristics to efficiently place circuits as well as possible. Such an approach is promising because hierarchies are extremely structured with clear

[^2]prioritization of clustering between small groups of qubits, which can be recognized in the algorithm and matched to the physical architecture.

To explain further, we consider the following model. We suppose that we begin with a weighted circuit graph $C$ with a vertex set $V_{C}$ and an edge set $E_{C}$, in which an edge exists between two vertices if there is at least one two-qubit gate between them in the circuit, with the weight of the edge corresponding to the number of gates. We then specify a machine graph, $M$, with vertex set $V_{M}$ and edge set $E_{M}$, in which each edge $(u, v)$ indicates that the machine can perform two-qubit gates between $u$ and $v$.

We now seek a mapping $f: V_{C} \rightarrow V_{M}$ that assigns algorithm qubits to machine qubits. A mapping $f$ has a total cost found by considering, for every edge in $E_{C}$ between vertices $c_{i}$ and $c_{j}$, the shortest-path distance between $f\left(c_{i}\right)$ and $f\left(c_{j}\right)$ in $M$, multiplying that distance by the weight of the edge in $C$ and summing over all edges. Thus, it captures the total distance that must be traversed by all gates in order to execute the circuit when the current mapping is used. Reducing this is expected to reduce the amount of time spent performing SWAP gates in order to connect two distant qubits. Performing this mapping is an important subroutine in any quantum programming framework, and at least one existing quantum compiler has a "mapper" phase that takes into account the actual graph that a program must be compiled onto $[128,129]$.

Our cost function is a choice made from convenience, and others are possible. Using this cost function ignores several important aspects of quantum circuits. First, our cost function does not account for the fact that a different mapping might allow
for more parallelism, since it evaluates the cost of each gate individually. In addition, we take the circuit graph $C$ as a given, when in fact many different circuits exist for any given quantum operation. In fact, it is likely that optimization of $C$ could be performed, possibly by using the structure of $M$ itself. A more realistic model for circuit placement may require a back-and-forth in which a circuit is first placed, then optimized, then re-placed, and so forth. A more advanced placement algorithm may even permit the swapping of qubits throughout the circuit, thus optimizing the placement of the quantum algorithm without constructing a circuit connectivity graph as an intermediate step.

For this chapter, we will ignore these concerns and proceed with a heuristic approach to circuit placement for hierarchies. We describe our algorithm as "partition and rotate," as it requires these two basic subroutines. First, qubits are partitioned into sub-hierarchies by examining whether they are connected by many gates in $C$. This process continues recursively, with each partition being subdivided and so on until every qubit is identified with its point in the hierarchy. This top-down process is then followed by a bottom-up process in which each small cluster is rotated so that its most-communicative qubit is at the root of the sub-hierarchy, and then the partitions themselves are rotated, and then clusters of clusters, etc. Ideally, this results in a mapping in which every qubit is (a) placed close to qubits it needs to communicate with and (b) placed in easy access to other modules if that qubit requires such access. We will now explore in detail these subroutines and the circuit speed-ups that result. We will place algorithms on a machine graph $M$ which we take to be defined by $K_{n}^{\Pi k}$ for some integer $k$. Note that we examine unweighted


Figure 3.10: Illustration of how we might divide a hypothetical graph into smaller clusters. This process is repeated many times, recursively.
hierarchies, but these methods can be applied to weighted hierachies as well.

### 3.5.1 Partitioning

For the first step of our algorithm, we wish to divide the computational graph $C$ into $n$ subgraphs which are as disconnected as possible. In addition, since we wish to assign each node in $C$ to physically separate and limited qubit registers, it is important that each of the subsets has precisely $|C| / n$ nodes. This problem is known as balanced graph partitioning, and the problem of finding the optimal solution is NP-complete for $n \geq 3$ [130]. However, heuristic methods exist which approximate the solution, and are widely used in the field of parallel computing and circuit design [131]. We have illustrated this process in Fig. 3.10.

Our method for performing circuit placement on hierarchies relies on a subroutine that performs balanced graph partitioning. There are many algorithms and software packages from which to choose. Here, we have used a software package called Metis, which implements an algorithm called recursive bipartitioning [131].

We begin by supposing that we have the circuit graph $C$ and we wish to
identify groups of $|C| / n$ nodes which have high connection to each other but low connection outside of the group. This is accomplished by finding a balanced graph partition in which the weight of the edges connecting each group is minimized. If we call the initial set of all nodes $S$, then we wish to identify subsets $S_{0}, S_{1}, \ldots, S_{n}$. In terms of the addressal scheme of Sec. 3.2.2.3, all the nodes in set $S_{i}$ will have have digit $i$ in their base- $n$ representation. In the next section, we will discuss the choice of which digit to assign to each set.

Once the subsets $S_{i}$ are found, partitioning can be run again on that relevant subgraph, creating $n$ new subsets of this subset. Eventually, every node in the graph will be identified with a lowest-level module of size $n$, a next-level module of size $n^{2}$, and so forth.

Here we have used a generalized, pre-existing algorithm for graph partitioning. It is possible that the specifics of this problem, and the possibility of co-designing the precise quantum circuit implementing the algorithm (and thus $C$ ) with the architecture, enable more specific, better-performing approaches.

### 3.5.2 Rotation

Drawing partitions between qubits is not enough to fully specify their placement into a hierarchy. If we consider using the $i$-digit representation, we can imagine that partitioning essentially describes the process of deciding, from a set of qubits, which ones will share a digit in the next level. However, these digits are more than arbitrary markers, because there is one node in any sub-hierarchy which connects


Figure 3.11: An illustration of how and why the process of rotation works in our circuit placement algorithm. In this diagram, red links represent gates to be performed (edges in $C$ ) and black ones are available communicative links (edges in $M$ ). In the graph $C$, the qubits 1,2 , and 3 are all connected, and 3 is connected with 4 . These qubits have been correctly placed into clusters $(1,2,3)$ and (4). However, if they are not rotated correctly (see left), the link between 3 and 4 can become quite long, necessitating a long-range quantum gate. By properly rotating (right), the gate between links 3 and 4 becomes much shorter, improving the placement.
to the hierarchy above. This node (which we say has digit 0 ) has privileged access to communication with other sub-hierarchies. Therefore, in order for our circuit placement to succeed, we should ensure that the qubit on top of each sub-hierarchy is the one which requires the most access.

In order to do this, we implement a second subroutine, the "rotate" part of the algorithm. This is called rotation because, once we know which qubits will be together in a module, we must choose how to orient them relative to the larger modular structure. Whereas partitioning is top-down (the full graph is broken into small subgraphs which are then themselves partitioned), rotation is bottom-up. Suppose the modular structure is $K_{n}^{\Pi k}$. We begin with sets of $n$ qubits and must choose which will be the top of each smallest instance of $K_{n}$. We then take each partition of $n$ instances of $K_{n}$ and decide which instance of $K_{n}$ will connect to the
next level up, and so on. This process is illustrated in Fig. 3.11.
Note that the general structure of our algorithm is to first go down the hierarchy, partitioning nodes, and then to go up, re-arranging sub-hierarchies in the proper order. We perform this procedure only once to obtain our circuit mapping.

### 3.5.3 Results

Now that the placement algorithm is specified, we turn toward examining its performance on quantum circuits. We consider two separate questions. First, we investigate whether the algorithm is effective - does it actually reduce, relative to a random assignment, the amount of distance that must be traversed in a circuit to execute all the requested gates? Second, we will examine whether the algorithm executes efficiently on a classical computer. This second point is important because in general the problem can be solved by brute-force search, but such a search requires a time $\mathcal{O}(N!)$ to perform (although, as we stated earlier, it is possible that an exact algorithm exists with a lower time cost for the special case of hierarchies).

To investigate the above concerns, we examine the algorithm's performance on random circuits. For each trial, we first generate a random circuit of $N_{g}$ twoqubit gates on $N$ total qubits. The precise type of two-qubit gate is irrelevant in this framework. Likewise, single-qubit gates require no communication overhead, so we do not consider them. The random circuit then implies a computational graph $C$, where, as described above, the vertices represent the algorithm qubits and the edge weights represent the number of gates that must be applied between each pair


Figure 3.12: Plot of the average ratio (total gate distance after partition-and-rotate)/(total gate distance before) given 100 trials each for different numbers of random gates and random qubits. Error bars represent one standard deviation. As the number of gates begins to saturate the number of qubits, the possible improvement from optimization begins to decrease.
of qubits. Once this computational graph has been generated, we first attempt to map it blindly to the hierarchy graph, using the addressing scheme of Sec. 3.2.2.3 and an arbitrary order of the graph $C$. Then, we apply partition-and-rotate and calculate the new cost function. By comparing the cost function between these two, we develop an idea of how much long-range quantum information processing is eliminated by partition-and-rotate. We perform this several times to build up statistics on average time costs and average improvement. Code which performs circuit placement and generates the profiling figures included in this section can be found at [125].

In our simulations, we test hierarchies $K_{3}^{\Pi k}$ up to 729 qubits $(k=6)$. We find that as gates are added, the improvement over the initial cost is decreased.


Figure 3.13: Average run times over 100 trials for partition-and-rotate on a 2015 MacBook Pro with a 2.6 GHz processor. Each line represents an increasing number of gates for a constant circuit size as measured by the number of qubits. Error bars represent one standard deviation.

This is sensible, because as more randomly placed gates are present, different node mappings become more similar. Such an effect will likely not be present for quantum algorithms which do not have their gates placed randomly. For cases in which the number of gates is significantly fewer than the number of qubits, partition-androtate is able to significantly reduce the cost function. We find that 100 gates can be placed on a 729 qubit hierarchy with a total cost less than $20 \%$ of the original on average. When 1000 gates are placed on a 729 qubit hierarchy, the final cost is still only $40 \%$ of the initial one. Results for $K_{3}^{\Pi 4}, K_{3}^{\Pi 5}$, and $K_{3}^{\Pi 6}$ can be seen in Fig. 3.12.

Next, we examine the time required to place such a circuit. Our code, most of which is written in Python3 but which uses a C implementation of Metis for graph partitioning, can place 1000 gates on a 729-qubit hierarchy in roughly two seconds


Figure 3.14: Average run times over 100 trials for partition-and-rotate on a 2015 MacBook Pro with a 2.6 GHz processor. Each line represents an increasing number of qubits for a constant number of gates. Error bars represent one standard deviation.
when running on a 2015 MacBook Pro. Although the algorithm seems naturally suited to parallelization, our implementation uses only a single core. Our current implementation appears to scale with the number of qubits as $\mathcal{O}(N)$ and not to depend on the number of gates included at all once there are a sizable number of gates. We illustrate these two relationships in Figs. 3.13 and 3.14. These times compare favorably to the times reported in Ref. [126], with much optimization still possible in our implementation.

Note that using random graphs as described above means that our results may not be valid for more general quantum algorithms. It is possible that practical quantum algorithms have structure that makes them either particularly amenable or particularly difficult for partition-and-rotate algorithms to place, depending on the actual algorithm being examined.

### 3.6 Conclusions and Outlook

In this chapter, we have developed the theory of hierarchies using the existing binary operation of the graph hierarchical product. We have shown that hierarchies may be a promising architecture for large quantum information processing systems. To demonstrate this, we analyzed both properties of the underlying graph (such as diameter, maximum degree, total edge weight) as well as the time it would require to perform a representative quantum information process (constructing the GHZ state/state transfer) in both deterministic and probabilistic settings. We have also computed and tabulated these properties for many other graphs which appear as potential architectures, for comparison. We have shown that, for much of parameter space, hierarchies have favorable scalings in cost and performance with the total number of qubits $N$ compared to these competitors. Also, since hierarchical graphs are hyperbolic, they share many of the advantages of hyperbolic graphs such as efficient routing schemes [132], network security [133], and node addressal [134].

We have also presented a conceptually simple circuit placement algorithm which allows for simple optimization using existing graph-partitioning software packages. Our partition-and-rotate algorithm scales well with the number of qubits and gates in the circuit and reliably reduces the total distance that needs to be traversed by random quantum circuits, which we verified by simulation.

One significant limitation of our analysis in this chapter has been that we remained confined to unitary operations. Non-unitary operations (for instance, measurements which are then fed forward to choose future unitary operations) are
capable of establishing long-range correlations like those present in the GHZ state much more quickly than unitary ones if measurements and classical communication are fast. In Chapter 4, we extend our results into non-unitary domains.

In addition, we have made the assumption that the primary way in which quantum architectures will differ is the speed with which two qubits can communicate (as represented by our time weights on edges). Another important case might be one in which the primary way edges are enhanced is by improving bandwidth or duplicating nodes to provide parallel routes rather than affecting gate speed directly. For some schemes, our abstract notion equating the time of a two-qubit gate with the edge weight may still be a useful tool of analysis, but in other cases bandwidth and speed may not be interchangeable. In Chapter 4 bandwidth, rather than latency, will be our primary concern.

In this chapter, we limited ourselves to consideration of a few quantum processes (generation of a large entangled state or transfer of a state across the graph), which might not be representative of other, more general distributed quantum information tasks. Some algorithms, such as Shor's algorithm, are known to be able to run with little additional overhead even on one-dimensional, nearest-neighbor graphs [135]. Therefore, when selecting an architecture for a practical quantum computer, care will need to taken to select the proper benchmarking task.

In future work, we hope to look at a wider variety of quantum circuits and use those to better benchmark different modular architectures. In addition, we hope to gain a better understanding of the treatment of probabilistic links for general graphs. For instance, as we discussed briefly when assessing the star graph $S_{N}$, one
real concern in a networked setting is whether some parts of the network will form bottlenecks. To analyze the impact of this in a general way will require a better understanding of realistic quantum algorithms and the demands they place on a network. Analyzing more complex quantum algorithms could also shed light on the performance of partition-and-rotate placement algorithms in realistic settings when sequencing and scheduling also enter into consideration.

Finally, in addition to asking ourselves how current circuits and algorithms can be executed on highly modular systems, we also hope to explore the possibility that highly modular architectures open up new possibilities for parallelized quantum algorithms. For instance, Ref. [136] shows that quantum fan-out gates can be used to parallelize gate sequences, decreasing the time to perform an algorithm at the cost of requiring additional memory qubits. Hierarchies could implement such schemes by using high-level connections to perform the initial fan-out gates and then performing the various parallelized operations in each individual module.

## Chapter 4: Entanglement Entropy and Non-Unitary Computations

### 4.1 Introduction

As the development of quantum computers progresses from the construction of qubits to the construction of intermediate-scale devices, quantum information science has increasingly begun to explore schemes for scalable quantum computing $[22,80,83]$. Unlike the situation presented in introductory textbooks, where quantum circuit diagrams are drawn without concern for connectivity, in reality a quantum architecture will limit the connections available in realistic quantum devices. Researchers have quantified the cost imposed by moving from one architecture to another [118], as well as optimizing the placement of qubits on a fixed architecture [127]. Experimentalists have also begun to test different architectures in the real world, for instance, Ref. [119] presents a comparison of the same algorithms run on small quantum devices that differ in connectivity and Ref. [137] discusses the task of compiling a circuit on ion trap quantum computers.

In this chapter, we are interested in identifying desirable candidate architectures directly, rather than adapting algorithms to architectures which are fixed beforehand. The construction of quantum networks is particularly well-studied in relation to building graph states, which are a valuable resource for quantum commu-
nication $[91,138]$. However, here we are most interested in constructing architectures for computation rather than communication. Researchers in quantum computing and information need to develop tools to evaluate the appropriateness of different architectures and their strengths and weaknesses. Metrics should allow us to understand both sides of a cost-benefit analysis, quantifying both some aspect of how hard a given network is to construct and how capable it is of performing information processing tasks.

One option for evaluating architectures would be to attempt to compile quantum algorithms to low-level instructions limited by the connectivity of the architecture, as can be accomplished by already-existing quantum software packages [128, 129]. Afterwards, the circuit depth after compilation of benchmark algorithms could serve as a useful metric. Although this approach is usefully connected to direct application (the main reason we care about architecture design is to run algorithms, after all) it suffers from several technical issues. First of all, it is not clear what algorithms to use as benchmarks, and indeed it may be highly application-dependent. In a machine implementing Grover's algorithm for searching an unsorted dataset, testing the architecture in terms of a compiled example would require specifying a single oracle which may or may not be representative of the full range of oracles the machine may encounter once deployed. Second, our evaluation of a quantum architecture will be dependent on a particular compilation of the algorithm rather than strictly a property of the architecture itself. As the science of quantum compilation is still in its infancy, a compiled example may not be a reliable test of the quantum computer. It is desirable to instead produce a metric founded in physical results
and limitations if possible, which will avoid these compiler-based issues.
In Chapter 3, we used the diameter of the graphs as one diagnostic of performance, reasoning that graphs with low diameter would take less time to establish long-range quantum correlations. This limitation was suggested by the LiebRobinson bound, which can be applied to graphs to limit the generation of entanglement between distant sites [15, 16, 90]. However, the Lieb-Robinson bound as originally formulated applies only to unitary evolution. Although it can be extended to cases where the system evolution is governed by a master equation including dissipation [139], it does not apply to systems undergoing active measurement and feedback. Quantum computers must be able to perform non-unitary operations to meet the DiVincenzo criteria for initializing qubits in known states and measuring qubits at the end of the computation [140]. In particular, the ability to perform measurement and feedback is necessary for most schemes that perform error correction in scalable quantum computers. (However, autonomous error correction suggests this is not an absolute necessity, see Refs. [141, 142].) Although it might not be required in every case, it is clear we ought to develop a framework to evaluate architectures for the general class of quantum devices that are capable of measurement and feedback.

In this chapter, we develop a more sophisticated approach, providing a new physically-motivated benchmark for quantum architecture. We will use results from entanglement generation [143] and quantum channels literature [144] to establish a minimum amount of time required for a particular state to be generated on a quantum computer specified by a connectivity graph $G$, and in turn we will connect
this to a graph-theoretic quantity called the Cheeger constant or isoperimetric number [145]. We will propose a metric based on entanglement measures and show that when several physical models are represented by a graph $G$ with edges corresponding to two-qubit interactions, a useful metric is given by what we dub the "rainbow time,"

$$
\begin{equation*}
\tau_{\mathrm{rb}}(G)=\max _{F \subset G,|F| \leq \frac{1}{2}|G|} \frac{|F|}{|\partial F|}, \tag{4.1}
\end{equation*}
$$

We will then apply this analysis to the hierarchies described in Chapter 3 and discuss the possibility that $\tau_{\mathrm{rb}}(G)$, a bound on the speed with which maximally-entangled states can be created, is saturable.

### 4.2 Physical Setup

In this chapter, we describe a quantum architecture by a graph $G$ with vertex sets $V$ and $E$, which we write $G=(V, E)$. Each edge of the graph also possesses a weight function, $w$, which we will sometimes write $G=(V, E, w)$. We assume every graph introduced is weighted, connected, and has at least two vertices. Every vertex in the graph represents a single data qubit, and an edge exists between two vertices if two-qubit gates can be performed between them. We write the weight of an edge between $i$ and $j$ as $w_{i j}$. We interpret the edge weight as representing bandwidth, so that higher-weighted edges are capable of performing more gates in a single unit of time.

There are several possible physical interpretations of the graph model. One could interpret the edges as representing the distribution of entangled pairs [146],
as the number of two-qubit unitaries that can be performed in a gate model, or as a Hamiltonian system, with a graph edge describing the maximum operator norm of the interaction term between two qubits. We will focus on the first example as it is the simplest to analyze, but we will also present results for the other two.

In a Bell pair exchange model, graph vertices contain one data qubit, with other qubits within the module serving as auxiliary communication qubits, generating entanglement which is then used as a resource. In every interval of time $t$, each of these auxiliary qubits is able to form a Bell pair with a qubit in another module as dictated by the graph structure. These Bell pairs can then be consumed to perform two-qubit gates using teleportation [147,148]. Our graph $G$ can be found by simplifying the "microscopic" model which includes all of the physical qubits into a more abstract representation that focuses on connectivity between data qubits, as illustrated in Fig. 4.1.

We assume that arbitrary unitaries and measurements within a module can occur arbitrarily quickly and that these operations can depend on the results of measurements from other modules. This is justified if the timescale $t$ required to generate entanglement is much larger than the time required for intra-module unitaries, one-qubit measurements, and classical communication.

In this framework, several graph properties have clear physical interpretations. The degree (or valency) of a vertex now corresponds to the number of ancilla auxiliary qubits required in that module for communication overhead. Therefore, penalizing a graph for its maximum degree limits the size of an individual module. Similarly, adding up the total weight of all edges also gives a measure of the required


Figure 4.1: Illustration of how a model with communicator qubits can be abstracted into one in which only data qubits and edge weights are tracked. In (a) communicator qubits (green with black outline) form Bell pairs with other modules (blue dashed circles), in (b) the module as a whole is represented by blue circles, while the communicator ancilla qubits are now represented by edge weights. The remaining state that is tracked is the state on the data qubits, the red circles in (a).
communication overhead in terms of ancilla qubits. This framework provides a clear physical motivation for several cost functions used in Chapter 3.

In Chapter 3, we used the Lieb-Robinson bound to limit the time required to generate a Greenberger-Horne-Zeilinger state, which allowed us to connect an architecture's performance to its graph diameter. In this chapter, we will instead use a bound on entanglement generation to assess the performance of a graph in creating highly entangled states. This new bound is more robust becaue it does not assume the use of only unitary operations.

### 4.3 Entanglement Capacity

In Chapter 3, we connected the graph diameter to the time required to build a multi-qubit GHZ state. We were able to make this connection due to our assumption that the graph described a set of allowable unitary operations. We then noted that the GHZ state has maximal connected correlations in spin for every qubit, $\left\langle\sigma_{i}^{z} \sigma_{j}^{z}\right\rangle-\left\langle\sigma_{i}^{z}\right\rangle\left\langle\sigma_{j}^{z}\right\rangle=1$ for all $i$ and $j$. The Lieb-Robinson bound tells us that if two qubits are separated by a distance $L$, it takes a time proportional to $L$ to create this perfect correlation [16]. This allowed us to establish a benchmark task (the creation of the GHZ state) whose performance could be limited on physical grounds.

However, if we allow for fast measurement, classical communication, and feedback, it is possible to construct an algorithm which can create the GHZ state of $N$ qubits in time that does not scale with $N$. This occurs because we use measurement and feedback to establish correlations. The algorithm is:

1. Determine an ordering of the qubits, $i$, from 1 to $N$.
2. Put every qubit in the initial state $|+\rangle$.
3. Measure the product $Z_{i} Z_{i+1}$ for $i=1$ to $N-1$.
4. From the measurements, determine whether every qubit $i$ is aligned or antialigned with the first qubit.
5. Perform single-qubit $X$ gates on every qubit anti-aligned with the first one.

If only single-qubit measurements are allowed, some qubits can be set aside as


Figure 4.2: A quantum circuit on five qubits that creates the GHZ state. The second and fourth qubits are used to hold two-qubit $Z Z$ measurements and then reset after being measured. The measurement results are used to bring the rest of the chain in alignment with the first qubit. Notice that only two layers of two-qubit quantum operations occur: the first to make all of the two-qubit measurements and the last to absorb the measurement qubits into the final GHZ state. This scheme can be extended for any number of qubits without requiring additional quantum circuit depth, only increasing the classically-controlled single qubit operations.
ancillas to assist in making the measurements, and then added to the GHZ state afterwards. We illustrate a realization of this protocol on five qubits in Fig. 4.2. This type of measurement-and-feedback approach to the creation and manipulation of large entangled states has also been applied to error-corrected color codes [149]. We conclude that the GHZ state - when we allow for non-unitary operations - is a poor benchmark task, and the graph diameter itself, although probably still a useful quantity to minimize, cannot be directly linked to minimum state creation time.

This suggests that rather than the non-local correlations which we targeted by proposing the GHZ state, we must find a different measure for network capability. In the following subsections we will derive the entanglement capacity for several
different physical models that can correspond to a graph. Consider a graph, $G=$ $(V, E)$, and select a subset of the graph, $F$. We then want to show that the maximum amount of entanglement that can be created between $F$ and $\bar{F}$ in unit time is proportional to the size of the boundary, $|\partial F|$,

$$
\begin{equation*}
|\partial F|=\sum_{i \in F, j \in \bar{F}} w_{i j} . \tag{4.2}
\end{equation*}
$$

We will allow arbitrary constant factors, and discuss how this bound arises in three different physical situations. We quantify this capacity by considering any entanglement measure $S$ on two regions so long as $S$ obeys the following axioms:

- Additively distributive over the tensor product, so $S(\rho \otimes \tau)=S(\rho)+S(\tau)$ if $\rho$ and $\tau$ are supported on both sides of the bipartation.
- Zero for states which are a product of states on each region, $S\left(\rho_{F} \otimes \rho_{\bar{F}}\right)=0$.
- Non-increasing after any operation which is local to each region, even if we permit classical communication.

Entanglement measures which obey these conditions include the entanglement cost, the distillable entanglement, and the entanglement of formation [144]. All of these measures are identical to the entanglement entropy for pure states. First we show how to apply these axioms to the analysis of a case in which computation is performed by the production and consumption of Bell pairs. We will also look at a gate model of computation and a case in which the graph describes the limits on a time-dependent interaction Hamiltonian.

### 4.3.1 Bell Pairs

For this case, the edge $w_{i j}$ between two nodes denotes that $w_{i j}$ Bell pairs can be distributed between node $i$ and node $j$ in one unit of time. These can then be consumed to perform unitaries or simply distributed elsewhere in the graph through entanglement swapping. This is the case outlined in Fig. 4.1.

We can assume that the state after $t$ time steps can be written as $\rho_{t}$. Since the only non-local operation is distributing Bell pairs, the entanglement of state at time $t+1$ can be bounded by the entanglement of $\rho_{t}$ plus the new entanglement from introduced Bell pairs:

$$
\begin{align*}
S\left(\rho_{t+1}\right) & \leq S\left(\rho_{t} \otimes \rho_{\mathrm{Bell}}^{\otimes|\partial F|}\right)  \tag{4.3}\\
& \leq S\left(\rho_{t}\right)+|\partial F| S\left(\rho_{\text {Bell }}\right)  \tag{4.4}\\
\Longrightarrow \Delta S & \leq|\partial F| S\left(\rho_{\text {Bell }}\right) \tag{4.5}
\end{align*}
$$

This completes the proof, with the entanglement of the Bell pair under the measure in question providing the proportionality constant.

### 4.3.2 Unitaries

In this model, each graph edge of weight $w_{i j}$ represents the capability to perform $w_{i j}$ unitaries between qubits $i$ and $j$ in a time step. These unitaries are freely chosen by the experimenter.

We note that every two-qubit unitary can be performed using two Bell pairs as a shared resource and applying local operations. This can be easily seen in the
following process:

1. Alice and Bob start with a data qubit each and two Bell pairs shared between them. They wish to implement an arbitrary two-qubit unitary using only local operations and classical control.
2. Alice uses one Bell pair and classical communication to teleport her qubit to Bob.
3. Bob uses his local operations to perform the desired two-qubit gate.
4. Bob teleports Alice's qubit back to her.

Therefore, the state $\rho^{\prime}$ can be obtained from the state $\rho$ by using LOCC and consuming up to $2|\partial F|$ Bell pairs in the process. Since LOCC cannot increase $S$, it follows that:

$$
\begin{align*}
& S\left(\rho^{\prime}\right) \leq S\left(\rho \otimes \rho_{\mathrm{Bell}}^{\otimes 2|\partial F|}\right)  \tag{4.6}\\
\Longrightarrow & \Delta S \leq 2|\partial F| S\left(\rho_{\mathrm{Bell}}\right) . \tag{4.7}
\end{align*}
$$

This suggests that the ability to perform arbitrary unitaries is potentially twice as powerful as the ability to distribute arbitrary Bell pairs, which makes sense, as an arbitrary two-qubit gate cannot necessarily be performed with one Bell pair (for instance, SWAP requires two) [150]. In any case, this still yields an entanglement capacity $\Delta S=\mathcal{O}(|\partial F|)$ bound as desired.

### 4.3.3 Hamiltonians

We will now consider a case in which the graph describes a two-body Hamiltonian, possibly time-dependent. The graph will restrict the strength of these Hamiltonians. If we assume that $G=(V, E)$, then the Hamiltonian can be written as a sum over the two-qubit operations:

$$
\begin{equation*}
H(t)=\sum_{(i, j) \in E} h_{i j}(t) . \tag{4.8}
\end{equation*}
$$

We then impose the condition:

$$
\begin{equation*}
\forall t:\left\|h_{i j}(t)\right\| \leq w_{i j} \tag{4.9}
\end{equation*}
$$

where $w_{i j}$ is the $i-j$ edge weight.
We can then apply the "small incremental entanglement" (SIE) theorem [143], in particular, we can apply the special case used in Ref. [151] to bound the total amount of entanglement generated by this Hamiltonian. If $H$ is a sum of pairwise Hamiltonians $h_{i j}$ acting on qubits, then the time-rate of entanglement generation on a set $F$ of sites is:

$$
\begin{equation*}
\left|\frac{\mathrm{d} S_{F}}{\mathrm{~d} t}\right| \leq 36 \log 2 \sum_{i \in F, j \in \bar{F}}\left\|h_{i j}\right\| . \tag{4.10}
\end{equation*}
$$

Here, $S_{F}$ is the entropy of the reduced density matrix on the region $F$, and not a general measure of entanglement as in the other two cases. This can be derived from Eq. 3 of Ref. [151] and specifying two-body terms a local Hilbert space dimension of two, but the result could be extended to qudits or to general $k$-body interactions. The sum over Hamiltonian norms, in the graph context, corresponds to a sum over graph edges, meaning that $\sum\left\|h_{i j}\right\| \leq \sum w_{i j}=|\partial F|$. Therefore, we can specifically
say that for this case, $\Delta S_{F}=\mathcal{O}(|\partial F|)$. Many other entanglement measures, such as entanglement of formation or entanglement cost, can be related to the entanglement entropy [152]. For example, many entanglement measures on mixed states can be defined as a weighted sum over pure state components; since none of the pure states can increase dramatically in entanglement under this process, the entanglement measure on the mixed state is similarly limited.

Having proven a limitation on our entanglement capacity, we will now define a final state $\rho_{f}$ with a large entropy of entanglement across a specified bipartition. As this entanglement measure obeys the conditions we outlined above, we can calculate the time it will take to generate this state on a system with an arbitrary connectivity graph. In the next section, we specify the state of interest. Although we will discuss the time constraints in terms of the final pure state's entanglement entropy, the analysis of this subsection shows that we can use more general entanglement measures which coincide with entanglement entropy for pure states, meaning that our bound will apply even to protocols that produce mixed states as an intermediate or final case.

### 4.4 Rainbow States

In order to take advantage of the entanglement capacity results, we wish to establish a particular task in quantum information processing which requires the creation of a highly entangled state. Entanglement makes a useful benchmark for any quantum computer because it can be shown that computations without much en-


Figure 4.3: An illustration of the rainbow state in 1D, where doubled lines between qubits represent maximally entangled pairs. The dashed line shows the partition that the entanglement entropy is evaluated with respect to.
tanglement can be simulated efficiently classically, meaning any significant quantum speedup requires the generation of entanglement [20]. Note that from the standpoint of entanglement entropy, the GHZ state is not very entangled, even though all the qubits are maximally correlated. If any subregion $A$ is traced out, the reduced density matrix is always a two-component classical mixture with $S_{A}\left(\rho_{\mathrm{GHZ}}\right)=\ln 2$. Even an arbitrarily large GHZ state of $N$ qubits does not possess much entanglement entropy.

Instead, consider the so-called "rainbow state," which is defined on $N$ qubits in 1D contexts for even $N[153]$ as

$$
\begin{equation*}
\left|\psi_{\mathrm{rb}}\right\rangle=\bigotimes_{i=1}^{N / 2} \frac{1}{\sqrt{2}}\left(|0\rangle_{i}|0\rangle_{N-i}+|1\rangle_{i}|1\rangle_{N-i}\right) \tag{4.11}
\end{equation*}
$$

This state is easiest to understand graphically, as in Fig. 4.3. Each qubit is half of a Bell pair with a qubit on the opposite side of a partition that evenly divides the qubits.

Rainbow states have entanglement entropy that scales with the total volume of the state, $S_{A}\left(\left|\psi_{\mathrm{rb}}\right\rangle\left\langle\psi_{\mathrm{rb}}\right|\right)=N \ln 2$, where $A$ is taken to be qubits 1 through $N / 2$
in 1D. This "volume law" scaling on entanglement entropy is the maximum possible, as can be seen from the fact that the reduced density matrix of one region, $\rho_{A}$, is proportional to identity (maximally mixed).

Having calculated the entanglement entropy for rainbow states, the minimum time required to create them can be limited once we specify a connectivity. For instance, in an all-to-all connected system, we can create the rainbow state in one unit of time by simply directly entangling the pairs desired. Alternately, we might restrict ourself to a nearest-neighbor connected graph, where a vertex $i$ is only capable of sharing Bell pairs (or equivalently performing CNOT) with the qubits $i \pm 1$. Since we must create $\mathcal{O}(N)$ units of entanglement entropy, it follows that it will take $\mathcal{O}(N)$ operations across the boundary to create it. If we can only distribute one Bell pair for consumption per time step across the boundary, it will take a time $\mathcal{O}(N)$ to create the rainbow state, no matter what classical communication or measurement is allowed.

For the purposes of identifying a difficult task to test the 1D architecture, any state of $N$ qubits that has some possible bipartition with $\mathcal{O}(N)$ entanglement entropy would share this same lower-bound derived from the entanglement capacity. However, the rainbow state has the advantage that it is easy to describe and specify. Algorithms which create the state are also intuitively easy to understand, since they involve only the creation and arrangement of Bell pairs. The rainbow state, specifically, makes a good choice for the benchmarking of quantum architectures because this simplicity provides a hope that the difficulty of creating the rainbow state can be reduced entirely to the bipartite entanglement which we can limit by
the entanglement capacity. We will explore the question of when the rainbow state can be saturated in Sec. 4.7

By contrast, as we saw previously, the GHZ state can be created in constant time by using measurement and feedback. This agrees with the fact that the GHZ state itself has only a constant amount of entanglement entropy and so $\mathcal{O}(1)$ is the bound suggested by the entanglement capacity.

### 4.5 Rainbow Times and Isoperimetric Number

Above, we argued that the entanglement capacity offers an easy way to understand the limitations on creating the rainbow state on $N$ qubits in a line. We now wish to extend this to arbitrary graphs. Suppose we define an arbitrary architecture of qubits $G=(V, E, w)$ and any set of $F \subset G$, with the requirement that $|F| \leq \frac{1}{2}|G|$. Denote by $F_{i}$ the $i$ th vertex of $F$ by an arbitrary ordering and similarly use $\bar{F}_{i}$ to index vertices in the complement $\bar{F}$. We can then define a "rainbow" state:

$$
\begin{equation*}
\left|\psi_{\mathrm{rb}}(F)\right\rangle=\bigotimes_{i=1}^{|F|} \frac{1}{\sqrt{2}}\left(|0\rangle_{F_{i}}|0\rangle_{\bar{F}_{i}}+|1\rangle_{F_{i}}|1\rangle_{\bar{F}_{i}}\right) \bigotimes_{i=|F|+1}^{|\bar{F}|}|0\rangle_{\bar{F}_{i}} \tag{4.12}
\end{equation*}
$$

Now we have specified a state which has maximal entanglement entropy for the bipartition of the entire system $(G)$ into a set $F$ and its complement $\bar{F}$. Note that if $|F| \geq \frac{1}{2}|G|$, we cannot define a rainbow state as in Eq. (4.12) because there will not be enough qubits in $\bar{F}$ to form Bell pairs with all qubits in $F$. To choose a $\left|\psi_{\mathrm{rb}}(F)\right\rangle$ with maximal entanglement entropy, we would increase $F$ until $|F|=\frac{1}{2}|G|$. However, our goal is instead to identify a difficult task for quantum computers, so we instead maximize the required state creation time, rather than the entropy itself.


Figure 4.4: An illustration of how a rainbow state is constructed on an arbitrary subgraph $F$. Here, grey lines represent the connectivity graph of allowed two-qubit interactions, while doubled black lines represent maximally entangled qubit pairs. Qubits without a doubled line are assumed to be in state $|0\rangle$.

If we treat $G$ as a graph with its edges being the allowed CNOT operations, we can calculate the lower bound on the time required to create the rainbow state $\left|\psi_{\mathrm{rb}}(F)\right\rangle$, according to the entanglement capacity. For any set $F$ we define the time, $t(F)$,

$$
\begin{equation*}
t(F)=\frac{|F|}{|\partial F|}=\frac{\text { set size }}{\# \text { of connections }} \tag{4.13}
\end{equation*}
$$

Here, the numerator is simply the size of the set $F$, which is proportional to the entanglement entropy that must be created, while the denominator, $|\partial F|$, is the total size of the boundary of $F$. The boundary defines the total number of Bell pairs that can be distributed to the region $F$ from its complement $\bar{F}$ in a single time step.

Note that Eq. (4.12) does not completely describe a physical state, which
would require an ordering of vertices in $F$ and $\bar{F}$. However, that ordering does not affect the time required to create the state according to the entanglement capacity, $t(F)$. While different rainbow states which share a common $F$ may differ in how easy they are to create, $t(F)$ serves as the common lower bound on creation time for all of them, and we will focus on that metric here.

Rather than the properties of a particular rainbow state or a particular subgraph, we wish to gain insight on the behavior of the graph $G$ itself. To do this, we seek to find the maximum $t(F)$ given $G$. This will tell us: of all the maximallyentangled states we can build from sets of $G$, which family is hardest to build according to the entanglement capacity? We call this the rainbow time of the graph $G$ and denote it $\tau_{\mathrm{rb}}(G)$. It is defined as:

$$
\begin{equation*}
\tau_{\mathrm{rb}}(G)=\sup _{F \subset G,|F| \leq \frac{1}{2}|G|} t(F) \tag{4.14}
\end{equation*}
$$

The rainbow time has a simple and attractive interpretation, can be directly connected to quantum computing tasks, and is robust to various models of computation by combining the theorems of Refs. [143, 144]. In addition, it can be directly connected to a quantity known as the Cheeger constant or isoperimetric number, $h(G)$ [145] which is well-studied in graph theory and computer science [154-156]. As we have defined it, the rainbow time is simply $1 / h(G)$ (Note that as we have defined it so far $\tau_{\mathrm{rb}}(G)$ can take on any nonnegative real value. In reality, the creation of a quantum state will always take an integer number of steps greater than or equal to one in the Bell pair exchange model. Therefore, $\left\lceil\tau_{\mathrm{rb}}\right\rceil$ can be used as a measure of the "number of rounds" required in cases where this is important.) Thus, aiming
to minimize the rainbow time (so that large entangled states can be easily constructed) in a quantum architecture is equivalent to maximizing the isoperimetric number. An "isoperimetric set" is a set $F$ that achieves $t(F)=\tau_{\mathrm{rb}}(G)$. Often, the Cheeger constant appears in the context of expander graphs, which are constructed to possess large Cheeger constants [157] and can be used for proofs in complexity theory [158-160].

### 4.6 Application to Hierarchical Product and Hierarchies

We now calculate the rainbow times for the hierarchical products and hierarchies of Chapter 3. To summarize the construction presented in that chapter, a hierarchical product is a graph product denoted $G \Pi H$ in which $|G|$ copies of $H$ are connected at their root (first) vertices by the graph $G$. By iterating this process, we can create a hierarchy, in which a high-level graphs connect lower-level identical sub-hierarchies. We also extend our concept to that of a weighted hierarchy, in which the edges on level $i$ have weight $\alpha_{i}$. We write a $k$-level hierarchy with a vector of weights $\vec{\alpha}$ as $G^{\Pi_{\vec{\alpha}} k}$, where $G$ is the base graph. Finally, if $\alpha_{i}=\alpha^{i-1}$, so that edge weight scales geometrically with the level of the hierarchy, we simply write $G^{\Pi_{\alpha} k}$. Some examples are shown in Fig. 4.5.

In order to calculate the rainbow time for a hierarchical product, we make use of the result from Ref. [145] there must exist an isoperimetric set [an $F$ such that $\left.t(F)=\tau_{\mathrm{rb}}(F)\right]$ that is connected and whose complement $\bar{F}$ connected. Therefore, we will look at all possible subgraphs of $H_{1} \Pi H_{2}$ where both $F$ and $\bar{F}$ are connected.


Figure 4.5: Examples of a hierarchical product (left) and a weighted hierarchy (right).


Figure 4.6: Three classes of subgraph used in our proof. Circles represent vertices in $F$, squares are vertices in $\bar{F}$, and dashed lines are edges in $\partial F$. (Left) A setting in which part of one copy of $H_{2}$ is covered. (Center) A division that lies entirely in $H_{1}$. (Right) Here, $F$ covers all but one of the copies of $\mathrm{H}_{2}$.

From these, we will search for the one with the largest $t(F)$. Since some isoperimetric set is guaranteed to exist in this set of subgraphs, this maximization over $t(F)$ in this set will also give us $\tau_{\mathrm{rb}}(F)$. We will begin by specifying three cases, illustrated in Fig. 4.6. These cases cover all possible sets with the right connectedness properties and therefore allow us to find the maximizing set for the graph and $\tau_{\mathrm{rb}}\left(H_{1} \Pi H_{2}\right)$.

One such set would cover part of one copy of $H_{1}$. However, note that if the root vertex of $\mathrm{H}_{2}$ were included, we would have to include the entire hierarchy, since otherwise $\bar{F}$ would not be connected. We leave situations in which an entire sub-
hierarchy is included for the next case. In the meantime, we must maximize over all possible sets of $H_{2}$ to find the best $t(F)$. This may seem like it would yield $\tau_{\mathrm{rb}}\left(H_{2}\right)$; however, in this instance we can pick subsets of $\mathrm{H}_{2}$ which make up a majority of $H_{2}$, which is not allowed for $\tau_{\mathrm{rb}}$. We define the unrestricted-size rainbow time as

$$
\begin{equation*}
u_{\mathrm{rb}}(G)=\sup _{F \subset G \backslash G_{1}} t(F), \tag{4.15}
\end{equation*}
$$

which is just Eq. (4.14) with no bound on the size of the subset (but with the restriction that the root vertex is excluded). Therefore, any set from this class will offer a candidate rainbow time of at most $t(F)=u_{\mathrm{rb}}\left(H_{2}\right)$.

The second class of candidate sets would cover multiple copies of $H_{2}$. Since $F$ must be connected, the path between these copies must be included in $F$, which means the root vertices of each $H_{2}$ that connect to each other via $H_{1}$ must also be in $F$. Then, as argued above, each copy of $H_{2}$ must be included entirely. As a result, this case is equivalent to choosing copies of $H_{2}$ and either entirely including them in $F$ or entirely excluding them. This problem reduces to dividing up $H_{2}$, and then calculating as if each vertex had an effective volume of $\left|H_{1}\right|$. Therefore, we can find the maximum $t(F)$ of these sets by simply finding $\tau_{\mathrm{rb}}\left(H_{2}\right)$ and scaling it by $\left|H_{1}\right|$.

The final class of $F$ which meets the connectedness criteria would be an $F$ which includes all of $H_{2}$ and then all but one copy of $H_{1}$ completely, with perhaps some of the remaining $H_{1}$ also included. However, this $F$ would necessarily be larger than half of the total graph $H_{1} \Pi H_{2}$, and therefore we can discard it as a possible $F$ for determining the rainbow time.

We combine the first two options and conclude that:

$$
\begin{equation*}
\tau_{\mathrm{rb}}\left(H_{1} \Pi H_{2}\right)=\max \left(u_{\mathrm{rb}}\left(H_{1}\right),\left|H_{1}\right| \tau_{\mathrm{rb}}\left(H_{2}\right)\right) \tag{4.16}
\end{equation*}
$$

We now seek to apply this to hierarchies $G^{\Pi_{\vec{\alpha}} k}$. Just as before, if a vertex is included in $F$, we must include all of the qubits "below" it in the hierarchy, otherwise the complement of $F$ will not be connected. Therefore, all bipartitions can be reduced to choosing a particular level of the hierarchy to cut - on that level, either a vertex will be included or not included, and this must apply to all of its descendants as well. Every bipartition can then be mapped to a bipartition of $G$, but one where every vertex is scaled by $|G|^{i-1}$ due to the size of each sub-hierarchy. (Note that the large number of vertices not in $F$ do not contribute to $t(F)$.)

There is one important difference between the top ( $k$ th) level and all others, which arises from the constraint that $|F| \leq \frac{1}{2}\left|G^{\Pi_{\vec{\alpha}} k}\right|$. A cut on the top level must not include more than half of the highest-level copy of $G$, while all lower levels can use any cut at all as long as it does not include the root vertex. Whatever level we cut, our cut depends only on base graph $G$, with each node standing for $|G|^{i-1}$ total nodes below it. In addition, $t(F)$ must also be modified by the edge weight, which we define to be $\alpha_{i}$ on level $i$. Therefore, we can write the overall $\tau_{\mathrm{rb}}$ as a maximization over these options:

$$
\begin{equation*}
\tau_{\mathrm{rb}}\left(G^{\Pi_{\tilde{\alpha}} k}\right)=\max \left(\frac{|G|^{k-1}}{\alpha_{k}} \tau_{\mathrm{rb}}(G), \sup _{i<k} \frac{|G|^{i-1}}{\alpha_{i}} u_{\mathrm{rb}}(G)\right) . \tag{4.17}
\end{equation*}
$$

For specificity, we will evaluate the case where $G=K_{n}$ and $\alpha_{i}=\alpha^{i-1}$. Here, the maximization over lower levels [the second term in Eq. (4.17)] can be reduced to either to the first level or the $(k-1)$ th level, since we simply have to pick the
largest element in a geometric sequence defined by $n / \alpha$. We can write the resulting maximization as a choice between three options,

$$
\begin{equation*}
\tau_{\mathrm{rb}}\left(K_{n}^{\Pi_{\alpha} k}\right)=\max \left(\left(\frac{n}{\alpha}\right)^{i-1} \frac{2}{n},\left(\frac{n}{\alpha}\right)^{i-2}, 1\right) . \tag{4.18}
\end{equation*}
$$

Whereas one might have expected two options to arise (cut at the top or at the bottom), we actually have three. For $\alpha>n$, the edges grow in capacity too quickly for the increased volume to make a higher-level cut worthwhile, so the optimal cut is at the bottom, yielding a constant scaling. Two other options appear at $n>\alpha$, where cutting higher up the hierarchy allows for greater volume of qubits in $F$ without too much penalty caused by changing edge weights. The reason there are two strategies is that it may be possible to cut a larger portion of a lower hierarchy and exploit the split between $\tau_{\mathrm{rb}}$ and $u_{\mathrm{rb}}$. (For $K_{n}$ in particular, the cut that includes all but the root vertex satisfies $u_{\mathrm{rb}}\left(K_{n}\right)$.)

| Graph Name | $\tau_{\mathrm{rb}}$ | $w$ | $\Delta$ |
| :--- | ---: | ---: | ---: |
| $K_{N}$ | $N^{-1}$ | $N^{2}$ | $N$ |
| $S_{N}$ |  | $N$ | $N$ |
| $d$-dimensional Grid | 1 | $N$ | $2 d$ |
| $K_{n}^{\Pi_{\alpha} k}$ | $N^{1 / d}$ | $N$ |  |

Table 4.1: Important statistics for graphs. Here, only the asymptotic scaling with $N$ is written. In addition to the rainbow time $\tau_{\mathrm{rb}}$ for each graph, we also include the total weight of all edges, $w$ and the maximum graph degree $\Delta$. Rainbow times for graphs other than hierarchies can be found in terms of isoperimetric number in Refs. [145, 155].

To place these results in context, we compare the rainbow time of $K_{n}^{\Pi_{\alpha} k}$ to
the total rainbow time of other graphs. To do this, we write the rainbow time in terms of the total number of qubits in a graph, $N$, and concern ourself with the overall scaling. In this language, $\tau_{\mathrm{rb}}\left(K_{n}^{\Pi_{\alpha} k}\right)=\Omega\left(N^{\max \left(0,1-\log _{n} \alpha\right)}\right)$. We compare this to the rainbow time of some other graphs in Table 4.1. References $[145,155]$ give the isoperimetric number for $K_{N}, S_{N}$, and grids (which are Cartesian products of paths). Satisfying sets for those graphs are: for $K_{N}$ and $S_{N}$, an arbitrary half of the nodes; for grids, a hypercube placed in one corner that takes up precisely half the total volume.

One goal would be to identify a set of parameters where a hierarchy outperforms a $d$-dimensional grid architecture. We are most concerned with comparing to the $d$-dimensional grid because the other candidates we present, $K_{N}$ and $S_{N}$, both have very large degree, making them impractical for scalable architectures. We find that the rainbow time of the hierarchy with base graph $K_{n}$ and scaling constant $\alpha$ will be better (smaller) than that of the grid if $\alpha>n^{(d-1) / d}$. If it also holds that if $n>\alpha$, then the hierarchy will accomplish this while also having lower total edge weight, i.e., less overall connection overhead. We conclude that a hierarchy $K_{n}^{\Pi_{\alpha} k}$ with $\alpha \in\left[n^{(d-1) / d}, n\right)$ has both lower rainbow time and less total edge weight than a $d$-dimensional grid of qubits.

### 4.7 Saturability of Rainbow Time

We now know that the time required to create a highly entangled state across a bipartition $F, \bar{F}$ of $G$ is lower-bounded by $t(F)$. However, we have not proven that
it is possible to create a rainbow state on an isoperimetric set in the time $\tau_{\mathrm{rb}}(G)$. It is possible that the limit is an unattainable lower bound on time required. We would like to provide an algorithm which can, in time $\mathcal{O}\left(\tau_{\mathrm{rb}}(G)\right)$, produce a state with maximal entanglement entropy. This would then show that rainbow time is not just a limit on the generation of entanglement, but a reliable diagnostic that can be used to evaluate architectures.

Unfortunately we will not be able to present a general proof of this fact, however, we will outline early progress towards the following conjecture: that for any quantum computer whose architecture can be represented as a graph $G=(V, E, w)$, where an edge $e$ can distribute $w(e)$ Bell pairs per time step, for any isoperimetric subgraph $F$, it is possible to construct a state with entanglement entropy $\mathcal{O}(|F|)$ in time $\mathcal{O}\left(\tau_{\mathrm{rb}}(G)\right)$ using entanglement swapping.

### 4.7.1 Flow Results

We first begin by proving a pair of results about flows on a graph. A flow between two nodes $s$ (a source) and $t$ (a sink) is a function on the edges of a graph $G$ such that, at every edge $e$, the flow function satisfies the following constraints:

- The flow through a graph edge never exceeds the weight of that edge, which we interpret as a capacity: $f(e) \leq w(e)$.
- The flow into and out of every node except $s$ and $t$ is balanced, so that $\sum f(e)=0$ if the sum runs over all $e$ including a given node.

The value of the flow, denoted $|f|$, is the total amount of flow that emerges in $s$ and is deposited in $t$. From the flow, we can create a directed graph which tracks the flow as it moves from $s$ to $t$.

### 4.7.1.1 Maximal Flow of Entanglement

We are most interested in examining a quantum computer in which nodes communicate by exchanging Bell pairs. Bell pairs are indivisible, meaning that the weights $w(e)$ of our edges are necessarily integers. In this example, we ignore this restriction temporarily, considering an example in which entanglement behaves more like a fluid being distributed. We will show that for any isoperimetric set $F$, it is possible to define a flow that delivers $1 / \tau_{\mathrm{rb}}(G)$ units of entanglement to each node in $F$ per time step. Therefore, in $\tau_{\mathrm{rb}}(G)$ steps each node in $F$ would become maximally entangled with a node in $\bar{F}$. We illustrate a sample flow in Fig. 4.7.

We begin by creating a set $K$ which is an arbitrary subset of $\bar{F}$ such that $|K|=|F|$. We now attach to our graph $G$ two fictitious nodes: a source $s$, which connects to every node in $F$, and a sink $t$, which connects to every node in $K$. We assign all of these new edges a weight (capacity) $1 / \tau_{\mathrm{rb}}(G)$. We now seek to prove that there is a flow $f$ of value $|F| / \tau_{\mathrm{rb}}(G)$. Such a flow saturates all of the edges we have added, ensuring that every node in $F$ is being reached by the flow.

To do this we will use the MaxFlow-MinCut theorem. A cut is a division of the graph into two sets, $S$ and $T$, such that $s \in S$ and $t \in T$. The value of the cut is the weight of all edges which connect $S$ and $T$. By MaxFlow-MinCut, the


Figure 4.7: An illustration of the fictitious nodes added to the isoperimetric set, $F$ and a set of equal size $K$. The new nodes, $s$ and $t$, appear as green triangles; the original nodes and edges are pink (in $F$ ) and blue (in $\bar{F}$ ) circles. The new edges connected to $s, t$ are of weight $1 / \tau_{\mathrm{rb}}=2 / 3$, while all other edges have weight one. The flow is illustrated by arrows of differing thickness and transfers $|F| / \tau_{\text {rb }}$ units of entanglement across the graph. Grey edges are not used by the flow.
maximum possible value of the flow $f$ is the smallest possible value of a cut that separates $s$ and $t$. Intuitively, this is simply a statement that the worst bottleneck in the graph bounds the flow. Note that MaxFlow-MinCut also guarantees that a flow of this value exists [161].

Consider an arbitrary cut, $\operatorname{Cut}(S, T)$. Let $Q$ denote $S \backslash\{s\}$ and $R$ denote $T \backslash\{t\}$. Furthermore, define the following:

$$
\begin{equation*}
a \equiv|R \cap F|, b \equiv|Q \cap K| . \tag{4.19}
\end{equation*}
$$

Observe that

$$
\begin{align*}
& |Q| \geq|Q \cap F|+|Q \cap K|=|F|-a+b  \tag{4.20}\\
& |R| \geq|R \cap F|+|R \cap K|=a+|K|-b=a+|F|-b \tag{4.21}
\end{align*}
$$

Now, for any sets $A$ and $B$ in the graph, we will use the following notation for the weight of the edges between them,

$$
\begin{equation*}
|A \rightarrow B|=\sum_{i \in A, j \in B} w(i, j) \tag{4.22}
\end{equation*}
$$

We can now define the value of the cut:

$$
\begin{equation*}
|\operatorname{Cut}(S, T)|=|(\{s\} \cup Q) \rightarrow(R \cup\{t\})|=|s \rightarrow R|+|Q \rightarrow R|+|Q \rightarrow t| . \tag{4.23}
\end{equation*}
$$

By definition, $s$ connects to every node in $R$ which is also in $F$, and $t$ connects to every node in $Q$ that is also in $K$. All of these edges have weight $1 / \tau_{\mathrm{rb}}(G)$, allowing us to write:

$$
\begin{equation*}
|\operatorname{Cut}(S, T)|=\frac{a+b}{\tau_{\mathrm{rb}}(G)}+|Q \rightarrow R| \tag{4.24}
\end{equation*}
$$

We now want to use the fact that the isoperimetric number $\left(1 / \tau_{\mathrm{rb}}(G)\right)$ limits the possible size of $|Q \rightarrow R|=|\partial Q|=|\partial R|$. Since $\tau_{\mathrm{rb}}(G)$ is defined as a maximization, any set which is less than half of the graph has ratio of volume to perimeter that is upper-bounded by $\tau_{\mathrm{rb}}(G)$. Suppose that $|R| \leq|G| / 2$. Then applying the isoperimetric condition yields:

$$
\begin{equation*}
|Q \rightarrow R|=|\partial R| \geq \frac{|R|}{\tau_{\mathrm{rb}}(G)} \geq \frac{a+|F|-b}{\tau_{\mathrm{rb}}(G)} \tag{4.25}
\end{equation*}
$$

Alternately, if $|R|>|G| / 2$, it follows that $|Q| \leq|G| / 2$, since these two sets partition the entire graph. In this case, it follows that:

$$
\begin{equation*}
|Q \rightarrow R|=|\partial Q| \geq \frac{|Q|}{\tau_{\mathrm{rb}}(G)} \geq \frac{|F|-a+b}{\tau_{\mathrm{rb}}(G)} . \tag{4.26}
\end{equation*}
$$

No matter which result is applicable, substitution into Eq. (4.24) yields $|\operatorname{Cut}(S, T)| \geq$ $|F| / \tau_{\mathrm{rb}}(G)$. Since every cut is larger than $|F| / \tau_{\mathrm{rb}}(G)$ it follows that the maximum flow must have at least $|F| / \tau_{\mathrm{rb}}(G)$ units of flow.

This then defines a "protocol" of sorts, although not one that fits into the model of computation we have outlined. If entanglement can be transmitted on the edges of $G$, this flow allows us to selects a subset of the same size of $F$ and, every time step, deliver $1 / \tau_{\mathrm{rb}}(G)$ units of entanglement between every node in $F$ and some partner in $K$. In $\tau_{\mathrm{rb}}(G)$ time steps a total of $|F|$ entanglement has been created. The individual paths that combine to produce this flow can be found using the Ford-Fulkerson algorithm [162].

It is easy to create an integer flow that corresponds to our Bell pair exchange physical interpretation. If we scale all of the edges in the graph by $\left\lceil\tau_{\mathrm{rb}}(G)\right\rceil$, and make the fictitious edges that connect to $s$ and $t$ be of weight 1 instead of $1 / \tau_{\mathrm{rb}}(G)$, an identical argument to the above allows us to conclude that a flow exists of value $|F|$. We can also invoke the Integral Flow Theorem to assert that, since in this case all of the edge weights are integers, there exists an optimal flow such that the flow on each edge is also integer-valued [163]. Since we intend to perform a total protocol in $\left\lceil\tau_{\mathrm{rb}}(G)\right\rceil$ time steps, this calculation shows that, given all of our capacity "at once" we can define a flow that delivers one unit of entanglement (one Bell pair) to each node. However, it is not clear whether or not this can then be decomposed into $\left\lceil\tau_{\mathrm{rb}}(G)\right\rceil$ steps which can all be simultaneously executed.

### 4.7.2 Algorithm for Flow Decomposition

We will now present a proposed algorithm for performing the task of creating $\left\lceil\tau_{\mathrm{rb}}(G)\right\rceil$ separate steps, each of which entangles $|F| /\left\lceil\tau_{\mathrm{rb}}(G)\right\rceil$ nodes. The algorithm
we will present works by dividing the problem into two sub-tasks:

1. We create a list of paths between nodes. These paths specify which nodes in $F$ are paired with which nodes in $K$ as well as the paths that are taken when performing entanglement swapping to create the Bell pair between those two nodes.
2. We partition the paths into $\left\lceil\tau_{\mathrm{rb}}(G)\right\rceil$ subsets. Each subset can be simultaneously performed without requiring any edge in $G$ to be used beyond capacity. Therefore, the rainbow time can be created in time $\left\lceil\tau_{\mathrm{rb}}(G)\right\rceil$.

We will outline specific methods to perform each step, but this general structure can accommodate many variants of the two subroutines. At this time, we do not have a proof that our methods succeed in all cases.

### 4.7.2.1 Building a Path Matrix

We accomplish the first step by performing a depth-first search on the directed graph defined by the flow $f$. We simply begin at a node $u \in F$ and perform the search until we reach some $v \in K$ which has not yet been paired off. We then remove one unit of flow from every edge on the path found between these nodes and continue. The result is two matrices. One matrix, $M$, is simply a $|F| \times|K|$ matrix which identifies which node in $F$ pairs to which node in $K . M_{i j}=1$ if $i$ and $j$ are paired, and $M_{i j}=0$ otherwise. The second matrix, $A$, is called a path matrix. If $G=(V, E)$, then $A$ is an $|E| \times|F|$ matrix. Each row of $A$ corresponds to one edge in $G$, while each column represents one of the paths we identified. An element $A_{i j}$
is 1 if the $j$ th path passes through the $i$ th edge, and 0 otherwise. The ordering of the paths and edges has no significance. A formal specification of this procedure is found below in Algorithm 1.

### 4.7.2.2 Partitioning Paths Into Steps

Now that we have the path matrix $A$ which defines the set of paths, we can cast the problem of dividing the paths into simultaneously-executable steps as a linear programming problem. Suppose that $\mathbf{x}$ is a binary vector of length $|F|$ which we use to identify a set of paths we wish to simultaneously execute. Let $x_{i}=1$ if the $i$ th path is selected to execute, and $x_{i}=0$ otherwise. Then the product $A \mathbf{x}$ will yield the total number of times each edge will be used in this time step. In order to identify a feasible set of paths, we require $A \mathbf{x} \leq \mathbf{w}$, where $\mathbf{w}$ is a vector of the edge weights (the inequality is element-wise).

On the other hand, we also wish to ensure that the edges that are not used will remain feasible. If there are $n$ steps remaining after this one, then if any of the unused edges needs to be used more than $n w(e)$ times, the procedure will fail. Therefore, by using $\mathbf{1 - x}$ as the set of paths not used, we will also require that $A(\mathbf{1}-\mathbf{x}) \leq n \mathbf{w}$, again using an elementwise inequality.

This procedure can simply be iterated by deleting columns of $A$ which correspond to already-used paths. By optimizing $\mathbf{x}$ to capture as many paths as possible while respecting both edge capacity in each time step and future demand for all other edges, we can complete the partitioning process. A rigorous explanation of
this procedure can be found in Algorithm 2.
$\overline{\text { Algorithm } 1}$ The function which creates a path matrix describing paths between two sets which are meant to be entangled. The function inputs are the vertex and edge sets $V$ and $E$, a flow $f$, and the sets $F$ and $K$ that are to be entangled.

1: function PathMatrix $(V, E, f, F, K)$
2: $\quad$ Initialize a $|E| \times|F|$-matrix $A$ and a $|F| \times|F|$ matrix $M$ to all zeros.
3: Find any directed cycles in $G_{f}=(V, E, f)$, and reduce all weights in the cycles to get $G_{f^{\prime}}=\left(V, E, f^{\prime}\right)$ which has no cycles.

4: $\quad K_{\text {res }} \leftarrow K$
5: $\quad$ for $u \in F$ do

6: $\quad$ Perform depth-first-search starting from $u$ on graph $G_{f^{\prime}}=\left(V, E, f^{\prime}\right)$, and find a path $P_{u, v}$ from $u$ to some $v \in K_{\text {res }}$. Set $M(u, v) \leftarrow 1$.

7: $\quad$ for $e \in P_{u, v}$ do
$8: \quad f^{\prime}(e) \leftarrow f^{\prime}(e)-1$
9: $\quad A(e, u) \leftarrow 1$
10: end for
11: $\quad K_{\text {res }} \leftarrow K \backslash v$
12: end for

13: return $(A, M) \quad \triangleright A$ is what we call the path matrix end function
> $\overline{\text { Algorithm } 2}$ Creating the rainbow state from an integral max flow. Inputs are a graph $G=(V, E)$, a weight function $w$, an isoperimetric set $F$, a set of size $|F|$ $\underline{K \subset \bar{F}}$, and an optimal integral flow $f^{*}$.
1: Let $(A, M)=\operatorname{PathMatrix}\left(V, E, f^{*}, F, K\right)$.
2: for $t=T, T-1, \ldots, 2,1$ do
3: $\quad$ Solve the following linear program:

$$
\begin{equation*}
\mathbf{x}^{*}=\arg \min _{\mathbf{x}}\left\{-\mathbf{1}^{T} A \mathbf{x}: A \mathbf{x} \leq \mathbf{w}, A(\mathbf{1}-\mathbf{x}) \leq(t-1) \mathbf{w} \text { and } \mathbf{x} \in\{0,1\}^{|F|}\right\} \tag{4.27}
\end{equation*}
$$

where $\mathbf{w} \in \mathbb{Z}^{|E|}$ is the vector of edge weights in $G$, and $\mathbf{1}$ is the all-one vector (of appropriate dimension). Inequalities are element-wise.

4: $\quad$ Let $\mathbf{g}=A \mathbf{x}^{*}$. We generate $g(e) \leq w(e)$ Bell pairs across every edge $e$.
5: $\quad$ We can now simultaneously entangle qubits in $F$ corresponding to the nonzero entries in $\mathbf{x}^{*}$ to their counterparts in $K$. This is done by performing entanglement swapping along the paths indicated by the column $u$ of $A$ for all $u$ where $x^{*}(u)=1$, reaching $v=M(u) \in K$.

6: $\quad A \leftarrow A \cdot \operatorname{diag}\left(\mathbf{1}-\mathbf{x}^{*}\right) . \triangleright$ Set columns of $A$ corresponding to depleted paths to zero.
end for

### 4.7.3 Algorithm Optimality

Unfortunately, Algorithm 2 is not guaranteed to succeed. This is because the linear program Eq. (4.27) cannot necessarily be guaranteed to have integer solutions. Non-integer solutions have no meaning in our context, because we have to either execute an entire path or not. In this section, we will present some partial results and identify a condition that can be placed on $A$ which, if satisfied, guarantees integer solutions.

### 4.7.3.1 Feasibility of the Linear Program

We first wish to show that the linear program defined in Eq. (4.27) always does have some feasible solution, although this does not establish that any of those solutions are integers. In order to show that there exists a solution, we will appeal to Farkas' lemma; this lemma states that the following implication is true for linear equations [164]:

$$
\begin{equation*}
\exists \mathbf{x} \geq 0, A \mathbf{x}=b \Longleftrightarrow \forall \mathbf{p}: A^{\dagger} \mathbf{p} \geq 0 \Longrightarrow \mathbf{b}^{\dagger} \mathbf{p} \geq 0 \tag{4.28}
\end{equation*}
$$

In order to apply Farkas' lemma, we must modify the linear program we originally presented. Our first task is to combine the two inequalities into a single larger inequality:

$$
\tilde{A}=\left(\begin{array}{cc}
A & 0  \tag{4.29}\\
0 & A
\end{array}\right), \tilde{\mathbf{x}}=\binom{\mathbf{x}}{\mathbf{1}-\mathbf{x}}, \mathbf{b}=\binom{\mathbf{w}}{(t-1) \mathbf{w}}
$$

Now we can write the linear program as optimizing over $\tilde{A} \tilde{\mathbf{x}} \leq \mathbf{b}$. However, we need to convert this to an equality. We can do this by adding "slack variables," $\mathbf{s}_{\mathbf{1}}$ and $\mathbf{s}_{\mathbf{2}}$,
which are constrained to be positive, representing the difference that a particular solution may have from its upper bound. Adding these in, the system of equations is defined by:

$$
\tilde{A}=\left(\begin{array}{cccc}
A & 0 & I & 0  \tag{4.30}\\
0 & A & 0 & I \\
I & I & 0 & 0
\end{array}\right), \quad \tilde{\mathbf{x}}=\left(\begin{array}{c}
\mathbf{x} \\
\mathbf{y} \\
\mathbf{s}_{1} \\
\mathbf{s}_{2}
\end{array}\right), \quad \mathbf{b}=\left(\begin{array}{c}
\mathbf{w} \\
(t-1) \mathbf{w} \\
\mathbf{1}
\end{array}\right), \tilde{\mathbf{x}} \geq 0 .
$$

We are now ready to apply Farkas' lemma to the equality $\tilde{A} \tilde{\mathbf{x}}=\mathbf{b}$. Suppose there is a vector $\mathbf{p}$ such that $\tilde{A}^{\dagger} \mathbf{p} \geq 0$. We will show that this necessarily implies $\mathbf{b}^{\dagger} p \geq 0$, which by Farkas' lemma implies a solution exists. Let $\mathbf{p} \equiv\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3}\right)$. Expanding out $\tilde{A}$ in terms of the original matrix then yields,

$$
\begin{equation*}
A^{\dagger} \mathbf{p}_{1}+\mathbf{p}_{3} \geq 0, A^{\dagger} \mathbf{p}_{2}+\mathbf{p}_{3} \geq 0, \mathbf{p}_{1} \geq 0, \mathbf{p}_{2} \geq 0 \tag{4.31}
\end{equation*}
$$

Since $\mathbf{p}_{3}$ is greater than both $-A^{\dagger} \mathbf{p}_{1}$ and $-A^{\dagger} \mathbf{p}_{2}$, it follows that

$$
\begin{equation*}
\forall \alpha \in[0,1]: \mathbf{p}_{3} \geq-A^{\dagger}\left[\alpha \mathbf{p}_{1}+(1-\alpha) \mathbf{p}_{2}\right] . \tag{4.32}
\end{equation*}
$$

We are now ready to begin computing $\mathbf{b}^{\dagger} \mathbf{p}$. We will simply compute each of its three parts and then apply the inequality Eq. (4.32).

$$
\begin{align*}
\mathbf{b}^{\dagger} \mathbf{p} & =\mathbf{w}^{\dagger} \mathbf{p}_{1}+(t-1) \mathbf{w}^{\dagger} \mathbf{p}_{2}+\mathbf{1}^{\dagger} \mathbf{p}_{3}  \tag{4.33}\\
& \geq \mathbf{w}^{\dagger} \mathbf{p}_{1}+(t-1) \mathbf{w}^{\dagger} \mathbf{p}_{2}-\mathbf{1}^{\dagger} A^{\dagger} \mathbf{p}_{2}\left[\alpha \mathbf{p}_{1}+(1-\alpha) \mathbf{p}_{2}\right] \tag{4.34}
\end{align*}
$$

Now note that $A \mathbf{1} \leq t \mathbf{w}$, since $(A \mathbf{1})_{i}$ is just the total use of edge $i$ by all paths over all time steps. Therefore,

$$
\begin{equation*}
\mathbf{b}^{\dagger} \mathbf{p} \geq \mathbf{w}^{\dagger} \mathbf{p}_{1}+(t-1) \mathbf{w}^{\dagger} \mathbf{p}_{2}-t \mathbf{w}^{\dagger}\left[\alpha \mathbf{p}_{1}+(1-\alpha) \mathbf{p}_{2}\right] \tag{4.35}
\end{equation*}
$$

Let us then choose $\alpha=1 / t$, and $1-\alpha=(t-1) / t$, which yields

$$
\begin{equation*}
\mathbf{b}^{\dagger} \mathbf{p} \geq 0 \tag{4.36}
\end{equation*}
$$

completing the argument and showing that the linear program in Eq. (4.27) is feasible.

### 4.7.3.2 Total Unimodularity and Planar Graphs

A known sufficient condition for a linear program to have integer solutions is known as total unimodularity. A totally unimodular (TU) matrix is a matrix in which every square submatrix has determinant $-1,0$, or +1 . If the matrix $A$ were totally unimodular, then the linear program it defined would be guaranteed to have an integer optimal solution [164]. By combining this knowledge with the guarantee from Farkas' lemma that the program has some feasible solution, we would be guaranteed that our algorithm would be capable of producing rainbow states in $\left\lceil\tau_{\mathrm{rb}}(G)\right\rceil$ time steps.

Although our algorithm produces totally unimodular matrices on randomlygenerated test graphs, we have yet to prove that this is definitively the case. However, for an important class of input graphs, this condition can be proved. Those graphs are planar graphs, which are any graph that can be drawn on a piece of paper without any of the edges crossing each other [165].

In order to see that total unimodularity can be guaranteed for planar graphs, we consider the maximal flow $f^{*}$ on a graph $G=(V, E)$. Suppose we add the fictitious nodes $s$ and $t$ and the attendant edges, and that after this addition the
graph $G$ is planar. Then embed this graph in the plane, oriented so that the flow moves from left to right. We can then identify the topmost path from $s$ to $t$ in the graph that has positive flow and remove that path from the flow. Repeating this yields $|F|$ paths which are ordered from top to bottom. Although these paths may share edges, they never cross each other. As a result, when we construct the path matrix $A$, there is an ordering of the paths (columns) such that any paths that share an edge are consecutive in the ordering. Therefore, any 1's that appear in a row will appear consecutively. This is a known condition that guarantees unimodularity [164], so that when using Algorithm 2, the solutions to Eq. (4.27) will be integers, and the resulting output can be used to schedule the creation of entangled pairs to produce $|F|$ Bell pairs between $F$ and $\bar{F}$ in time $\left\lceil\tau_{\mathrm{rb}}(G)\right\rceil$, as desired.

### 4.8 Conclusion

In this chapter, we have presented a new metric for evaluating proposed architectures for quantum computers. By analyzing the architecture in terms of a graph whose edges represent bandwidth and whose vertices represent qubits, we were able to put a rigorous physical lower bound on time required to create families of states inspired by the "rainbow state" from 1D systems. Notably, this physical bound is robust to the inclusion of non-unitary operations such as classical control, measurement, and feedback. Having found this bound, we then connected the creation of those states to a known property of graphs, called the Cheeger constant or isoperi-
metric number. By making use of earlier results in graph theory, we were able to evaluate this isoperimetric number for graphs formed from the hierarchical product and for hierarchies formed from many iterations of that product.

In the future, we would like to explore the nature of the rainbow time as a bound. In addition to the saturability of the rainbow time considered above, another interesting question is whether there are significant differences between different permutations of qubits within $F$ that might allow us to prove larger lower bounds on some particular physical states. In general, we expect that there are likely other computational or physical ways to lower-bound the required time for quantum algorithms, even after entanglement is taken into account. We hope that by clarifying the role of entanglement entropy these other constraints can be better understood. We note that for the examples tabulated in Table 4.1, it is easy to outline algorithms which create a rainbow state in $\left\lceil\tau_{\mathrm{rb}}\right\rceil$ rounds. These algorithms simply consist of producing Bell pairs along the boundary and immediately distributing them away from the boundary.

Finally, we would like to learn more about how the entanglement entropy, which was used here in terms of the rainbow time, can be applied to the analysis of quantum algorithms, for instance, by showing that a certain amount of entanglement is required to perform other tasks in quantum computing. References [166, 167] explore this question in Shor's algorithm and in adiabatic quantum computing. These complement other results which show that low-entanglement systems can be simulated efficiently on a classical computer $[20,168]$. Our metric can evaluate the amount of time different quantum architectures would require in order to perform
entanglement-generating processes. Rainbow time could also be a fruitful way to test algorithms for compilation and gate decomposition, by comparing their realized circuit depth to this theoretical minimum required time.

## Chapter 5: Sensor Networks

### 5.1 Introduction

Entanglement is a valuable resource in precision measurement, as measurements using entangled probe systems have fundamentally higher optimal sensitivity than those using unentangled states [23]. A generic measurement using $N$ unentangled probes will have a standard deviation from the true value asymptotically proportional to $1 / \sqrt{N}$. By using $N$ maximally entangled probes, a single parameter coupled independently to each probe system can be measured with an uncertainty proportional to $1 / N$. This is the best possible scaling consistent with the Heisenberg uncertainty principle and is known as the Heisenberg limit [23,169]. The procedure can also be reversed-enhanced sensitivity to disturbances can provide experimental evidence of entanglement [170-172].

Measurements making use of entanglement usually couple one parameter to $N$ different systems [23, 45, 173]. However, the emerging potential of long-range quantum information opens new avenues for metrology [44, 174] and entanglement distribution [175]. The ability to distribute entanglement across spatially separated regions has already been used for recent loophole-free tests of Bell's inequality $[8$, 9,176]. In this chapter, we are interested in coupling $N$ parameters to $N$ different


Figure 5.1: (a) An illustration of the network setup in a nanoscale NMR setting. Nodes, located at different points relative to a large molecule, share an entangled state; at each node there is both an unknown parameter $\theta_{i}$ and a known relative weight $\alpha_{i}$. We are concerned with estimating $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$. (b) Illustration of the partial time evolution protocol for three qubits. Solid green segments of the timeline represent periods when a qubit is evolving due to coupling to the local parameter $\theta_{i}$, while dashed red segments represent periods after the qubit stops evolving. The switches occur at times corresponding to the qubits' weights in the final linear combination. The weight of the last qubit is $\alpha_{3}=1$.
systems, which may be spatially separated, and measuring a function of all of them (see Fig. 5.1a) such as a single mode of a spatially varying field. For now, we focus on linear functions, but in Section 5.6 we will use our linear-function protocol as a subroutine in a more general procedure. Such measurements may be of interest in geodesy, geophysics, or medical imaging [177-181], but in this chapter we focus on potential application to nanoscale nuclear magnetic resonance (NMR) imaging. Later in this chapter we will discuss precisely how our method might apply in this setting.

The function $q$ we wish to measure is a weighted sum of the deterministic individual parameters $\theta_{i}$, where $i$ indexes the individual systems and each weight is denoted by a known real number $\alpha_{i}$,

$$
\begin{equation*}
q=\sum_{i=1}^{N} \alpha_{i} \theta_{i}=\boldsymbol{\alpha} \cdot \boldsymbol{\theta} \tag{5.1}
\end{equation*}
$$

In this chapter, we characterize the advantage entanglement provides in this setting and construct an optimal strategy equivalent to turning some qubits' evolution "on" and "off" for time proportional to the weight with which their parameter contributes to the function $q$ (see Fig. 5.1b). With this scheme of "partial time evolution," we can measure a linear function with the minimum variance permitted by quantum mechanics, which can be viewed as an extension of the Heisenberg limit to linear combinations. We will also show that our method can protect the secrecy of the result, allowing the network as a whole to perform a measurement without eavesdroppers learning any details of $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$.

### 5.2 Setup

We consider a system in which there are $N$ sensor nodes. Each sensor node $i$ possesses a single qubit coupled to an unknown parameter $\theta_{i}$ unique to each node. We suppose that the state evolves unitarily under the Hamiltonian

$$
\begin{equation*}
\hat{H}=\hat{H}_{c}(t)+\sum_{i=1}^{N} \frac{1}{2} \theta_{i} \hat{\sigma}_{i}^{z} \tag{5.2}
\end{equation*}
$$

Here, $\hat{H}_{c}(t)$ is a time-dependent control Hamiltonian chosen by us, which may include coupling to additional ancilla qubits and $\hat{\sigma}_{i}^{x, y, z}$ are the Pauli operators acting
on qubit $i$. We wish to measure the quantity $q$ defined in Eq. (5.1). We assume that $\forall i:\left|\alpha_{i}\right| \leq 1$ and additionally that there is at least one $\alpha_{i}$ such that $\alpha_{i}=1$. These conditions simply set a scale for the function, and for an arbitrary $\boldsymbol{\alpha}$ all that is needed is division by the largest $\alpha_{i}$ to meet this requirement. As an example, a network with two nodes interested in measuring the contrast between those nodes would set $\boldsymbol{\alpha}=(1,-1)$ to measure $\theta_{1}-\theta_{2}$. We would like to establish how well an arbitrary measurement of $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$ can be made and what the best measurement protocol is for doing so. By "protocol" we mean three different choices: (1) which input state we begin with, (2) what auxiliary control Hamiltonian $\hat{H}_{c}(t)$ we implement, and (3) how the final measurement is made.

We define the quality of measurement in terms of an estimator, $Q$, constructed from experimental data. (Throughout this chapter, we denote operators with hats, vectors by boldface, quantities to be estimated by lowercase, and corresponding estimators by uppercase.) We assume that the estimator is unbiased, so that its expectation value is the true value $\mathbf{E}[Q]=q$. Then our metric for the quality of the measurement is the average squared error, or variance, of the estimator,

$$
\begin{equation*}
\operatorname{Var} Q=\mathbf{E}\left[(Q-q)^{2}\right] \tag{5.3}
\end{equation*}
$$

If measurements of $\theta_{i}$ can be made locally with accuracy $\operatorname{Var} \Theta_{i}$ for an estimator $\Theta_{i}$, then we could compute the linear combination by local measurements and classical computation. In this case, the variance is given by classical statistical theory as $\operatorname{Var} Q=\|\boldsymbol{\alpha}\|^{2} \operatorname{Var} \Theta_{0}$ assuming that $\operatorname{Var} \Theta_{i}$ is identical at each site and equal to $\operatorname{Var} \Theta_{0}$. A measurement of an individual $\theta_{i}$ in Eq. (5.2) can be made in time $t$ with
a variance of $1 / t^{2}$ [169]. Therefore, our entanglement-free figure of merit is

$$
\begin{equation*}
\operatorname{Var} Q \geq \frac{\|\boldsymbol{\alpha}\|^{2}}{t^{2}} \tag{5.4}
\end{equation*}
$$

We consider this the standard quantum limit for networks. To compare to the typical case where $N$ independent qubits measure a single parameter, consider the average $\bar{\theta}$, which is equivalent to setting all $\alpha_{i}=1$ and then using $\bar{\Theta}=Q / N$ to obtain $\operatorname{Var} \bar{\Theta}=1 / N t^{2}$. It is our goal in this chapter to present a means to improve on the limit in Eq. (5.4).

### 5.3 Heisenberg Limit for Sensor Networks

### 5.3.1 Using Fisher Information Matrix

Our task is to perform parameter estimation on a quantum system evolving under some set of parameters $\left\{\theta_{i}\right\}$ linearly coupled to sensor qubits as in Eq. (5.2) [182-185]. Although we are only interested in measuring a single number, we still need to treat a system that has many parameters in the evolution, necessitating the use of a multi-parameter theory as in Refs. [186-194]. It is known from classical estimation theory that, given a probability distribution $p(z)$ over a set of outcomes $z$ that depends on a number of parameters, all estimators of the parameters obey the Cramér-Rao inequality [195, 196],

$$
\begin{equation*}
\Sigma \geq \frac{F^{-1}}{M} \tag{5.5}
\end{equation*}
$$

Here, $M$ is the number of experiments performed, $F$ is the Fisher information matrix (see below), and $\Sigma$ is the covariance matrix, where $\Sigma_{i j}=\mathbf{E}\left[\left(\Theta_{i}-\theta_{i}\right)\left(\Theta_{j}-\theta_{j}\right)\right]$. The
inequality is a matrix inequality, meaning that $M \Sigma-F^{-1}$ is positive semidefinite. We will concern ourselves with the single-shot Fisher information, and set $M=1$ from now on. The Fisher information matrix captures how each parameter changes the probability distribution of outcomes,

$$
\begin{equation*}
F_{i j}=\int p(z)\left(\frac{\partial \ln p(z)}{\partial \theta_{i}}\right)\left(\frac{\partial \ln p(z)}{\partial \theta_{j}}\right) \mathrm{d} z . \tag{5.6}
\end{equation*}
$$

This bound is a purely classical statement about probability distributions, and is saturated asymptotically using a maximum-likelihood estimator [197]. Note that although we have presented the formulas for the Fisher information matrix, in the case of a single parameter the Fisher information will be a scalar which can be obtained by setting $i=j$ in Eq. (5.6).

Quantum theory bounds the probability distributions that can result from a state evolved under a parameter-dependent unitary operation [182]. We thus define the quantum Fisher information $F_{Q}$ for a process with a given initial state as the maximization of the Fisher information over all possible measurement schemes. This gives rise to the quantum Cramér-Rao bound (QCRB), which simply replaces $F$ with $F_{Q}$ in Eq. (5.5). A matrix element of $F_{Q}$ for a pure state evolving under a Hamiltonian $\hat{H}$ is given by

$$
\begin{equation*}
\left(F_{Q}\right)_{i j}=4 t^{2}\left[\left\langle\hat{g}_{i} \hat{g}_{j}\right\rangle-\left\langle\hat{g}_{i}\right\rangle\left\langle\hat{g}_{j}\right\rangle\right] \tag{5.7}
\end{equation*}
$$

where $\hat{g}_{i}=\left(\partial \hat{H} / \partial \theta_{i}\right)$ is the generator corresponding to parameter $i$. For instance, in Eq. (5.2) the generator $\hat{g}_{i}$ is the operator $\frac{1}{2} \hat{\sigma}_{i}^{z}$. Unlike the Cramér-Rao bound, the QCRB cannot always be satisfied, even asymptotically. However, in the setting
of this chapter, where all generators commute, it can be [186]. Equation (5.5) then takes the form:

$$
\begin{equation*}
\Sigma \geq F^{-1} \geq F_{Q}^{-1} \tag{5.8}
\end{equation*}
$$

To formulate the appropriate Cramér-Rao bound in the case where the quantity we wish to estimate is a linear combination of the $\theta_{i}$, we simply use the fact that the variance of a linear combination $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$ can be written as $\boldsymbol{\alpha}^{T} \Sigma \boldsymbol{\alpha}$. It follows immediately from Eq. (5.8) that

$$
\begin{equation*}
\operatorname{Var} Q \geq \boldsymbol{\alpha}^{T} F_{Q}^{-1} \boldsymbol{\alpha} \tag{5.9}
\end{equation*}
$$

Note that although we began by considering the full covariance matrix, we now focus on just a single scalar $\boldsymbol{\alpha}^{T} F_{Q}^{-1} \boldsymbol{\alpha}$ because our quantity of interest is a single linear transformation of the original parameters.

In order to properly define the Cramér-Rao bound, it is necessary to consider the fact that $F$ and $F_{Q}$ are only positive semi-definite and not necessarily invertible. For instance, if a parameter has no effect on probabilities at all, then it cannot be estimated from experimental results and the bound on the variance of its estimator is undefined. To sidestep this issue, we can instead look at $\tilde{F}_{Q}$, the quantum Fisher information projected onto its own image [194], assuming that $\boldsymbol{\alpha}$ has no overlap with the kernel of $F_{Q}$. This matrix (and its inverse) are now both positive definite, meaning they can always be inverted. Equation (5.9) is therefore always well-defined if $\tilde{F}_{Q}$ is used.

Since $\tilde{F}_{Q}$ is Hermitian and positive definite, $\sqrt{\tilde{F}_{Q}}$ is Hermitian. We can then
write the following for an arbitrary real $\boldsymbol{b}$ by invoking the Cauchy-Schwarz inequality:

$$
\begin{align*}
\boldsymbol{\alpha}^{T} \tilde{F}_{Q}^{-1} \boldsymbol{\alpha} & =\frac{\left\|\sqrt{\tilde{F}_{Q}^{-1}} \boldsymbol{\alpha}\right\|^{2}\left\|\sqrt{\tilde{F}_{Q}} \boldsymbol{b}\right\|^{2}}{\boldsymbol{b}^{T} \tilde{F}_{Q} \boldsymbol{b}}  \tag{5.10}\\
& \geq \frac{\left\|\boldsymbol{\alpha}^{T} \sqrt{\tilde{F}_{Q}^{-1}} \sqrt{\tilde{F}_{Q}} \boldsymbol{b}\right\|^{2}}{\boldsymbol{b}^{T} \tilde{F}_{Q} \boldsymbol{b}}  \tag{5.11}\\
& \geq \frac{\left\|\boldsymbol{\alpha}^{T} \boldsymbol{b}\right\|^{2}}{\boldsymbol{b}^{T} \tilde{F}_{Q} \boldsymbol{b}} \tag{5.12}
\end{align*}
$$

Taking $\boldsymbol{b}$ to be the $b$ th element of the standard basis gives

$$
\begin{equation*}
\operatorname{Var} Q \geq \boldsymbol{\alpha}^{T} \tilde{F}_{Q}^{-1} \boldsymbol{\alpha} \geq \frac{\alpha_{b}^{2}}{\left(\tilde{F}_{Q}\right)_{b b}} \tag{5.13}
\end{equation*}
$$

Here, $\left(\tilde{F}_{Q}\right)_{b b}$ is the quantum Fisher information for a single parameter, as defined by Eq. (5.7). In Ref. [184], it was shown that for any time-dependent control Hamiltonian $\hat{H}_{c}(t)$, including those with ancilla qubits,

$$
\begin{equation*}
\left(\tilde{F}_{Q}\right)_{b b} \leq t^{2}\left\|\hat{g}_{b}\right\|_{s}^{2} \tag{5.14}
\end{equation*}
$$

Here $\left\|\hat{g}_{b}\right\|_{s}$ is the operator seminorm (difference between the largest and smallest eigenvalues) of the generator corresponding to parameter $\theta_{b}$. Our final bound comes from applying this condition and recognizing that the formula must hold for all $b$ :

$$
\begin{equation*}
\operatorname{Var} Q \geq \max _{b} \frac{\alpha_{b}^{2}}{t^{2}\left\|\hat{g}_{b}\right\|_{s}^{2}} \tag{5.15}
\end{equation*}
$$

We emphasize that Eq. (5.15) remains true no matter what time-dependent control $\hat{H}_{c}(t)$ is applied.

In Eq. (5.2), all $\hat{g}_{b}=\frac{1}{2} \hat{\sigma}_{b}^{z},\left\|\hat{g}_{b}\right\|_{s}=1$, and we find a bound,

$$
\begin{equation*}
\operatorname{Var} Q \geq \max _{i} \frac{\alpha_{i}^{2}}{t^{2}}=\frac{1}{t^{2}} \tag{5.16}
\end{equation*}
$$

Here we have used the fact that the largest $\alpha_{i}=1$. If we want to estimate the average of the $\theta_{i}$, then all qubits are equally weighted and the desired quantity is $\bar{\theta}=q / N$, so $\operatorname{Var} \bar{\Theta} \geq 1 / N^{2} t^{2}$ and we reproduce the desired Heisenberg scaling which is more precise than the $1 / N$ in Eq. (5.4). However, note that if we wanted to estimate only a single $\theta_{i}$, then we would not benefit from the entanglement. In general, we can, for some situations, greatly improve the precision of parameter esitmation with nonlocal techniques if the parameter itself is also non-local. Our bound allows us to explore the full range of possible $\boldsymbol{\alpha}$ between these two extremes. Compared to the bound on unentangled states [Eq. (5.4)], Eq. (5.15) simply picks out the largest contribution due to uncertainty from a single site. Equation (5.15) can be viewed as an extension of the usual Heisenberg bound to linear combinations of parameters.

We can illustrate the above argument by optimizing over the space of all control Hamiltonians $\hat{H}_{c}(t)$. As this is computationally expensive, we limit ourselves to a two-qubit sensor network with no ancillas. The Hamiltonians we optimize over include enough operators to provide universal control on two qubits, meaning we can effectively modify the input state as well as the final measurement basis in order to optimize the Fisher information. In order to test the form of our bound, Eq. (5.15), which depends both on relative weights of each parameter and the underlying generator, we couple $\theta_{1}$ to a generator $\hat{\sigma}_{1}^{z}$ which has $\left\|\hat{\sigma}_{1}^{z}\right\|_{s}=2$. We leave the second qubit coupled to a generator $\frac{1}{2} \hat{\sigma}_{2}^{z}$ as in Eq. (5.2). The bound corresponding to the first qubit from Eq. (5.15) is $\alpha_{1}^{2} / 4 t^{2}$ and that of the second qubit is $\alpha_{2}^{2} / t^{2}$. In our numerics, we set $\alpha_{1}=t=1$, meaning the two bounds are $1 / 4$ and $\alpha_{2}^{2}$. Our analytic


Figure 5.2: Numerical optimization of $\boldsymbol{\alpha}^{T} F_{Q}^{-1} \boldsymbol{\alpha}$ for two qubits with $\alpha_{1}=1$ compared to the bound predicted by our analytic result. Each point is generated by running a gradient descent algorithm until convergence; the control parameters begin at small random values. The dashed (dotted) line is the analytic bound derived from the first (second) qubit. As $\alpha_{2}$ increases, the second qubit becomes the source of the relevant bound.
result leads us to believe therefore that if $\alpha_{2}^{2}>1 / 4$, the minimum possible variance should be $\alpha_{2}^{2}$. However, if $\alpha_{2}^{2}<1 / 4$, then the lower bound should be $1 / 4$. That behavior is precisely what we find through the numerical optimization shown in Fig. 5.2, confirming Eq. (5.15).

### 5.3.2 Using Single-Parameter Bounds

It is tempting to dismiss the above argument as unnecessarily complicated, as the ultimate quantity of interest is only a single parameter. Why not simply apply the Cramér-Rao bound directly to $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$ instead of using the matrix approach? We will now show that the single-parameter bound that arises from naive application
of the Cramér-Rao bound is looser than Eq. (5.15). This gap occurs because the single-parameter bound can only be applied if there is only one unknown parameter controlling the evolution of the input state, which implicitly places a constraint on the other components of the field. Later, we will discuss how the single-parameter approach can be amended to take this into account and agree with Eq. (5.15).

To apply the single-parameter Cramér-Rao bound to our evolution Hamiltonian Eq. (5.2), we consider the Hamiltonian as $\frac{1}{2} \boldsymbol{\theta} \cdot \hat{\boldsymbol{\sigma}}$ where $\hat{\boldsymbol{\sigma}}$ is simply a vector of operators whose $i$ th element is $\hat{\sigma}_{i}^{z}$. We then rewrite $\boldsymbol{\theta}$ in a new basis,

$$
\begin{equation*}
\boldsymbol{\theta}=\sum_{i=0}^{N-1}\left(\boldsymbol{\alpha}_{i} \cdot \boldsymbol{\theta}\right) \boldsymbol{\beta}_{i} . \tag{5.17}
\end{equation*}
$$

We assume that $\boldsymbol{\alpha}_{0}=\boldsymbol{\alpha}$ and that the other $\boldsymbol{\alpha}_{i>0}$ make up a basis. The set of vectors $\boldsymbol{\beta}_{i}$ is then a dual basis such that $\boldsymbol{\alpha}_{i} \cdot \boldsymbol{\beta}_{j}=\delta_{i j}$. (For this basis as well, we will drop the subscript 0 to indicate that this particular vector corresponds to the parameter of interest.) The advantage of rewriting $\boldsymbol{\theta}$ this way is that we can now identify the term in the Hamiltonian which is proportional only to $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$. The generator corresponding to the quantity $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$ is:

$$
\begin{equation*}
\hat{g}=\frac{\partial \hat{H}}{\partial(\boldsymbol{\alpha} \cdot \boldsymbol{\theta})}=\frac{\boldsymbol{\beta} \cdot \hat{\boldsymbol{\sigma}}}{2} \tag{5.18}
\end{equation*}
$$

To obtain the quantum Fisher information corresponding to this generator, we consider the variance of the operator $\hat{g}$. The maximum variance of this generator is given by the operator seminorm [184]. Using this fact, we can write:

$$
\begin{equation*}
F_{Q} \leq t^{2}\|\hat{g}\|_{s}^{2}=t^{2}\left(\sum_{i}\left|\beta_{i}\right|\right)^{2} \tag{5.19}
\end{equation*}
$$

In general the bound on $\operatorname{Var} Q$ derived from Eq. (5.19) is a looser lower bound
than Eq. (5.16). For example, with $\boldsymbol{\alpha}=\left(1, \frac{1}{2}\right)$ and $\boldsymbol{\alpha}_{1}=\left(\frac{1}{2},-1\right)$, this implies that $\boldsymbol{\beta}=\left(\frac{4}{5}, \frac{2}{5}\right)$. Equation (5.19) would suggest that

$$
\begin{equation*}
\operatorname{Var} Q \geq \frac{25}{36 t^{2}} \tag{5.20}
\end{equation*}
$$

which is looser than the $1 / t^{2}$ given by Eq. (5.15). This discrepancy can be addressed by thinking more closely about the process of choosing a new basis. We will use the seminorm condition again to bound the maximum possible Fisher information. To start calculating the seminorm, we express it in terms of the elements of $\boldsymbol{\beta}$ :

$$
\begin{equation*}
\|\hat{g}\|_{s}=\left\|\sum_{j} \beta_{j} \frac{1}{2} \hat{\sigma}_{j}^{z}\right\|_{s}=\sum_{j}\left|\beta_{j}\right| . \tag{5.21}
\end{equation*}
$$

We will now show that it is possible to choose a basis such that the seminorm in Eq. (5.21) goes to infinity. This shows that the approach which led us to Eq. (5.19) should not be applied blindly, and we will then discuss how to control for this issue. First, an illustration of the bound diverging. Suppose that in a two-parameter problem, the basis vectors we choose are $\boldsymbol{\alpha}$ and $\boldsymbol{\alpha}^{\prime}$. It can then be shown by direct computation of the matrix inverse that yields the dual basis that the implied maximum Fisher information from Eq. (5.21) is:

$$
\begin{equation*}
F \leq\|\hat{g}\|_{s}=\frac{\alpha_{2}^{\prime}+\alpha_{1}^{\prime}}{\left|\alpha_{1} \alpha_{2}^{\prime}-\alpha_{1}^{\prime} \alpha_{2}\right|} \tag{5.22}
\end{equation*}
$$

If we then choose $\boldsymbol{\alpha}^{\prime}=\left(\alpha_{1} / \alpha_{2}+\varepsilon, 1\right)$, it follows that:

$$
\begin{equation*}
F \leq \frac{1+\varepsilon+\frac{\alpha_{1}}{\alpha_{2}}}{\varepsilon \alpha_{2}} \tag{5.23}
\end{equation*}
$$

As $\varepsilon \rightarrow 0$, this becomes arbitrarily large. From this we conclude that our previous approach was ill-advised as it can yield arbitrarily small lower bounds on the es-
timator variance - using this basis, we would conclude that the right-hand side of Eq. (5.19) could be $\infty$.

In order to produce a useful bound from Eq. (5.21), we recognize that any possible choice of basis must yield a valid bound. Therefore, rather than look at one particular basis (as we did in deriving Eq. (5.19)) we instead need to optimize for the highest lower bound over all possible choices of basis. Finding the tightest bound on Fisher information will then produce the highest lower bound on parameter uncertainty. To do this, we first write the following chain of inequalities using the relationship of $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ :

$$
\begin{equation*}
1=\sum_{j} \alpha_{j} \beta_{j} \leq \sum_{j}\left|\alpha_{j} \beta_{j}\right| \leq \sum_{j}\left|\beta_{j}\right| \tag{5.24}
\end{equation*}
$$

where the last line follows due to the fact that $\left|\alpha_{j}\right| \leq 1$. Note that we can achieve equality,

$$
\begin{equation*}
\sum_{j}\left|\beta_{j}\right|=1 \tag{5.25}
\end{equation*}
$$

by taking the other $N-1$ basis vector $\boldsymbol{\alpha}_{j}$ to be unit vectors $\boldsymbol{e}_{j}$ in the standard basis, making sure that the $j$ that does not appear has $\alpha_{j} \neq 0$ to ensure the entire space is spanned. Now we look to the minimum possible value of $\|\hat{g}\|_{s}$. The minimum possible value is interesting to us because the minimum $\|\hat{g}\|_{s}$ will be the choice of basis for which the bound on Fisher information is tightest.

It follows from Eq. (5.21) and Eq. (5.24) that the minimum seminorm $\|\hat{g}\|_{s}$ is equal to 1 , implying that the maximum value for $\operatorname{Var} \hat{g}$ is $1 / 4$ [184]. Using this to optimize the bound in Eq. (5.19) over all possible choices of re-parameterization implies that $\operatorname{Var} \boldsymbol{\alpha} \cdot \boldsymbol{\theta} \geq 1 / t^{2}$, just as we found in Eq. (5.16).

The single-parameter bound is applicable in our situation, but it requires careful accounting of the influence of other parameters in the problem. The reason that our previous results such as Eq. (5.15) do not hold in this case is that CramérRao bound does not apply if we can take advantage of constraints on the signal field $\boldsymbol{\theta}$ to improve our estimation strategy.

### 5.3.2.1 Single-Parameter Bounds With Prior Information

These naive single-parameter bounds can be applied and saturated if the field structure is known before the measurement takes place. To demonstrate, suppose that for a set of fields $\boldsymbol{\theta}$ where we wish to learn $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$, we know that the fields are proportional to $\alpha_{i}$. Then we can write the total field as:

$$
\begin{equation*}
\boldsymbol{\theta}=q \frac{\boldsymbol{\alpha}}{\|\boldsymbol{\alpha}\|^{2}} \tag{5.26}
\end{equation*}
$$

and our goal is to estimate $q=\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$. This is now a truly one-parameter problem, enabling a new strategy which saturates Eq. (5.19). By defining $\boldsymbol{w}$ as a new vector such that $w_{i}=\operatorname{sgn}\left(\alpha_{i}\right)$, we can measure the quantity

$$
\begin{equation*}
\boldsymbol{w} \cdot \boldsymbol{\theta}=q \frac{\sum\left|\alpha_{i}\right|}{\|\boldsymbol{\alpha}\|^{2}} \tag{5.27}
\end{equation*}
$$

Since $\boldsymbol{w}$ is a linear combination which satisfies the condition $\left|w_{i}\right| \leq 1$, we can estimate $q^{\prime}=\boldsymbol{w} \cdot \boldsymbol{\theta}$ with accuracy bounded by $1 / t^{2}$ as shown in Sec. 5.4. Then:

$$
\begin{align*}
& \operatorname{Var}\left(Q^{\prime}\right)=\operatorname{Var}\left(Q \frac{\sum\left|\alpha_{i}\right|}{\|\boldsymbol{\alpha}\|^{2}}\right) \geq \frac{1}{t^{2}},  \tag{5.28}\\
\Longrightarrow & \operatorname{Var} Q \geq \frac{\|\boldsymbol{\alpha}\|^{4}}{t^{2}\left(\sum\left|\alpha_{i}\right|\right)^{2}} . \tag{5.29}
\end{align*}
$$

This saturates the bound in Eq. (5.19). The reason we are able to outperform Eq. (5.15) is that we have assumed something about the structure of the field which reduces it to a lower-dimensional problem. This is only possible by using knowledge about components of $\boldsymbol{\theta}$ not parallel to $\boldsymbol{\alpha}$. Otherwise, there is no guarantee that $\boldsymbol{\theta}$ will be proportional to $\boldsymbol{\alpha}$. In general cases $\boldsymbol{w} \cdot \boldsymbol{\theta}$ will contain noise from "undesired" components.

In many situations where the field structure is known, new strategies can be introduced which may outperform our previous results, even asymptotically. Consider as an example a case with a field:

$$
\begin{equation*}
\boldsymbol{\theta}=\theta \frac{\boldsymbol{\alpha}}{\|\boldsymbol{\alpha}\|^{2}}+\theta_{\gamma} \boldsymbol{\gamma} \tag{5.30}
\end{equation*}
$$

where $\boldsymbol{\alpha} \cdot \boldsymbol{\gamma}=0$ and $\theta_{\gamma}$ is a nuisance parameter describing the field magnitude orthogonal to $\boldsymbol{\alpha}$. Any field can be written in this way to separate out the $\boldsymbol{\alpha}$ component. Suppose we measure $\boldsymbol{w} \cdot \boldsymbol{\theta}$. We know that:

$$
\begin{equation*}
\operatorname{Var} Q^{\prime} \geq \frac{1}{t^{2}} \tag{5.31}
\end{equation*}
$$

is an achievable bound. By writing $\boldsymbol{w}=c_{\alpha} \boldsymbol{\alpha}+c_{\gamma} \boldsymbol{\gamma}$, decomposing $\boldsymbol{w}$ into its only relevant components, we can obtain the following bound on $\operatorname{Var} Q$ :

$$
\begin{equation*}
\operatorname{Var} Q \geq \frac{1}{t^{2} c_{\alpha}}+c_{\gamma}^{2}\|\boldsymbol{\gamma}\|^{2} \tag{5.32}
\end{equation*}
$$

Therefore, the optimal strategy is to pick a $\boldsymbol{w}$ which maximizes $\boldsymbol{w} \cdot \boldsymbol{\alpha}$ while minimizing (preferably to zero) $\boldsymbol{w} \cdot \boldsymbol{\gamma}$. However, in general, learning the structure of the field perpendicular to $\boldsymbol{\alpha}$ is just as difficult as learning the component parallel to $\boldsymbol{\alpha}$,
so beginning from a state of ignorance, it is still optimal to measure $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$ rather than a different linear combination.

The bound in Eq. (5.19) can actually be found by other statistical methods which fully treat the initial multi-parameter structure, for instance, the constrained Cramér-Rao bound of Ref. [198]. It can also be derived from the Van Trees inequality [199] by assuming that we have pre-existing knowledge that the components of $\boldsymbol{\theta}$ perpendicular to $\boldsymbol{\alpha}$ have a normal distribution of width $\varepsilon$ and then taking the limit $\varepsilon \rightarrow 0$.

If rather than a constraint we simply have some initial information in the form of a prior distribution, the Van Trees inequality (which takes into account that prior information) will reduce to the Cramér-Rao bound in the limit of many measurements. This is because the information gained from measurements scales linearly with the number of measurements while the prior information is static.

### 5.4 Protocols

We now present two protocols that saturate the bound of Eq. (5.16) and are therefore optimal. The first begins from the conceptually simple Greenberger-HorneZeilinger (GHZ) state or a spin-squeezed state and uses time-dependent control during phase accumulation to produce an output state sensitive to the desired $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$, while the second method uses a more complicated initial state but requires no control during the phase accumulation.

### 5.4.1 Protocols Involving Time-Dependent Control

### 5.4.1.1 Using GHZ Input State

We start by considering an $N$-qubit GHZ state:

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\left(|0\rangle^{\otimes N}+|1\rangle^{\otimes N}\right) . \tag{5.33}
\end{equation*}
$$

Under $\hat{\sigma}^{z}$ evolution, each $|1\rangle$ accumulates a phase relative to $|0\rangle$. By allowing qubits to accumulate phase proportional to the desired weight $\alpha_{i}$, we obtain a final state in which $|1\rangle^{\otimes N}$ has accumulated a total phase of $\boldsymbol{\alpha} \cdot \boldsymbol{\theta} t$ relative to $|0\rangle^{\otimes N}$. We refer to our protocol as "partial time evolution" because it relies on a qubit undergoing evolution for a fraction of the total measurement time (see Fig. 5.1). We can realize this by applying $\hat{\sigma}_{i}^{x}$ to a qubit at time $t_{i}=t\left(1+\alpha_{i}\right) / 2$ so that the qubit evolution will be identical to evolving it for a time $\alpha_{i} t$. Note that if there is a fixed experimental time $t$, this scheme can realize values of $\alpha_{i} \in[-1,1]$, which motivates our restrictions on the values of individual $\alpha_{i}$. Specifying this sequence of gates identifies the $\hat{H}_{c}(t)$ which defines the protocol. The result of this protocol is an effective evolution according to the unitary operator

$$
\begin{equation*}
\hat{U}(t)=e^{-i \frac{t}{2} \sum_{i=1}^{N} \alpha_{i} \theta_{i} \hat{\sigma}_{i}^{z}} \tag{5.34}
\end{equation*}
$$

Under this evolution, the final state is:

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\left(e^{-i \frac{t}{2} q}|0\rangle^{\otimes N}+e^{i \frac{t}{2} q}|1\rangle^{\otimes N}\right) . \tag{5.35}
\end{equation*}
$$

Now we make a measurement of the overall parity of the state, $\hat{P}=\bigotimes_{i=1}^{N} \hat{\sigma}_{i}^{x}$. The details of this measurement and calculation of $\langle\hat{P}\rangle$ are given in Ref. [23]; notably,
the measurement can be performed locally at each site. Measurement of the timedependent expectation value $\langle\hat{P}\rangle(t)$ allows for the estimation of $Q$ with accuracy [200]

$$
\begin{equation*}
\operatorname{Var} Q=\frac{\operatorname{Var} \hat{P}(t)}{(\partial\langle\hat{P}\rangle / \partial q)^{2}}=\frac{\sin ^{2} q t}{t^{2} \sin ^{2} q t}=\frac{1}{t^{2}} \tag{5.36}
\end{equation*}
$$

saturating the bound in Eq. (5.16) and Fig. 5.2.
We can also directly evaluate $F_{Q}$ and $F$ for this protocol. $F_{Q}$ can be found by noting that this protocol is identical to evolution under the Hamiltonian $\frac{1}{2} \sum \alpha_{i} \theta_{i} \hat{\sigma}_{i}^{z}$. Therefore the quantum Fisher information matrix $F_{Q}$ is simply

$$
\begin{equation*}
\left(F_{Q}\right)_{i j}=t^{2}\left[\left\langle\alpha_{i} \hat{\sigma}_{i}^{z} \alpha_{j} \hat{\sigma}_{j}^{z}\right\rangle-\left\langle\alpha_{i} \hat{\sigma}_{i}^{z}\right\rangle\left\langle\alpha_{j} \hat{\sigma}_{j}^{z}\right\rangle\right]=\alpha_{i} \alpha_{j} t^{2} . \tag{5.37}
\end{equation*}
$$

Furthermore, we can show that this $F_{Q}$ satisfies the second inequality in Eq. (5.13). The inverse of $\tilde{F}_{Q}$ can be easily written, as $F_{Q}$ simply projects onto $\boldsymbol{\alpha}$. In order to get $\tilde{F}_{Q}^{-1} \tilde{F}_{Q}=\boldsymbol{\alpha}^{T} \boldsymbol{\alpha} /\|\boldsymbol{\alpha}\|^{2}$ (identity on the image of $F_{Q}$ ), we must have

$$
\begin{equation*}
\tilde{F}_{Q}^{-1}=\frac{\alpha_{i} \alpha_{j}}{t^{2}\|\boldsymbol{\alpha}\|^{4}} \tag{5.38}
\end{equation*}
$$

$\boldsymbol{\alpha}^{T} \tilde{F}_{Q}^{-1} \boldsymbol{\alpha}$ is then equal to $1 / t^{2}$, saturating the second inequality in Eq. (5.13) for the basis vector $\boldsymbol{b}$ corresponding to the largest $\boldsymbol{\alpha}$ component, $\alpha_{b}=1$.

To evaluate the classical Fisher information in this case, we note that the final measurement [200] projects onto one of two outcomes with probability $\sin ^{2}(\boldsymbol{\alpha} \cdot \boldsymbol{\theta} t / 2)$ and $\cos ^{2}(\boldsymbol{\alpha} \cdot \boldsymbol{\theta} t / 2)$. Therefore the classical Fisher information is simply:

$$
\begin{align*}
F & =\frac{\left(\frac{\partial\left(\sin ^{2} \frac{\alpha \cdot \theta t}{2}\right)}{\partial \alpha \cdot \boldsymbol{\theta}}\right)^{2}}{\sin ^{2} \boldsymbol{\alpha} \cdot \boldsymbol{\theta} t / 2}+\frac{\left(\frac{\partial\left(\cos ^{2} \frac{\boldsymbol{\alpha} \cdot \boldsymbol{\theta} t}{2}\right)}{\partial \boldsymbol{\theta} \cdot \boldsymbol{\theta}}\right)^{2}}{\cos ^{2} \boldsymbol{\alpha} \cdot \boldsymbol{\theta} t / 2}  \tag{5.39}\\
& =t^{2} \tag{5.40}
\end{align*}
$$

This Fisher information also implies the variance bound in Eq. (5.16).
It may seem surprising that an optimal measurement can be one in which most qubits spend some of the measurement time idle. Since more time yields more signal, intuition suggests that the most effective strategy would make better measurements on the less-weighted qubits rather than keep them off for much of the measurement time. For example, by disentangling a qubit from the larger state halfway through the protocol, a separate measurement could be made on $\theta_{1}+\frac{1}{2} \theta_{2}$ and $\frac{1}{2} \theta_{2}$, which appears to yield more information than just measuring the quantity of interest $\theta_{1}+\frac{1}{2} \theta_{2}$. This reasoning fails because there is no way to use information about $\theta_{2}$ to improve an estimate of $\theta_{1}+\frac{1}{2} \theta_{2}$ without also knowing about $\theta_{1}$. Because we do not know about the individual parameters, only a measurement of the entire function is usable and our scheme is optimal in this case. However, once we account for pre-existing knowledge about the parameter values (drawn from physically-motived estimates or less-precise previous measurements) our bound will instead apply in the regime of asymptotically many measurements $(M \gg 1)$ and in that setting our scheme will also saturate it [201]. This is because the value of prior knowledge becomes increasingly low as we accumulate measurement data.

One advantage of this protocol is that an eavesdropper cannot learn the result of the network measurement by capturing a subset of the nodes' $\hat{\sigma}^{x}$ measurement results. This privacy can be shown by tracing out the first qubit in Eq. (5.35), which leaves no phase information in the resulting mixed state. The central node can receive the measurement outcomes from all other nodes but keep its own secret, and no eavesdropper is able to extract information from the broadcasted results.

This is true even if the central node's qubit is unweighted (i.e., $\alpha_{i}=0$ ), which follows simply from the properties of the GHZ state.

### 5.4.1.2 Using Spin Squeezed States

The perfect security of the GHZ state arises because obtaining the measurement result requires every qubit, but this also implies an extreme sensitivity to noise. This noise can be a serious problem for metrological applications [202,203]. Because the GHZ state decoheres faster than an individual qubit, the advantage provided by entanglement is nullified if the interrogation time of the qubit is limited by its coherence time [204]. However, in many settings the time spent on a single measurement will be much shorter than the decoherence time, for instance, to gather data on short timescales. In these cases, GHZ states still provide a metrological advantage. Note that dynamical decoupling [205] or quantum error correction [206, 207] could be used to lengthen the effective decoherence time in some cases.

In other situations, however, it may be that decoherence is the dominant concern. In these situations, the best strategy uses a highly-symmetric entangled state which is more robust to noise than the GHZ state [204]. Under dephasing, these states can still offer a constant factor improvement over unentangled metrology. In this section, we show that spin-squeezed states can also function as inputs to the partial time evolution protocol, and so may be good candidates for a sensor network operating in a situation where decoherence limits the interrogation time. Squeezed states are collective spin states which, due to entanglement, have reduced variance
along one axis of the collective Bloch sphere at the cost of increased variance along an orthogonal axis [169,208]. Recently, it has been shown that these states may allow Heisenberg-scaling measurements even without single-particle detection, which makes them very attractive for experimental implementations [209].

We consider a state whose overall spin vector is aligned along $+x$, such that $\left\langle\hat{\sigma}_{i}^{x}\right\rangle \approx 1$. We assume that the other spin components have zero expectation value, but that the variance of the collective spin projection $\hat{J}_{y}=\frac{1}{2} \sum_{i} \hat{\sigma}_{i}^{y}$ is decreased while the variance of $\hat{J}_{z}$ is increased. We quantify this effect through the spin-squeezing parameter $\xi$ [169],

$$
\begin{equation*}
\xi=\sqrt{\frac{\operatorname{Var} \hat{J}_{y}}{N / 4}} \tag{5.41}
\end{equation*}
$$

Suppose that we perform Ramsey interferometry on such a state [169, 200]. The protocol includes both partial time evolution $\hat{U}(t)$ and a final rotation pulse $\hat{R}_{x}\left(\frac{\pi}{2}\right)=\exp \left(-i \frac{\pi}{4} \sum_{i} \hat{\sigma}_{i}^{x}\right)$. A final measurement is made of the total spin projection $\hat{J}_{z}$ after applying these operations:

$$
\begin{align*}
\left\langle\hat{J}_{z}(t)\right\rangle & =\left\langle\hat{U}^{\dagger}(t) \hat{R}_{x}^{\dagger}\left(\frac{\pi}{2}\right) \hat{J}_{z}(0) \hat{R}_{x}\left(\frac{\pi}{2}\right) \hat{U}(t)\right\rangle  \tag{5.42}\\
& =\frac{1}{2}\left\langle\sum_{i=1}^{N} \hat{\sigma}_{i}^{x} \sin \alpha_{i} \theta_{i} t+\hat{\sigma}_{i}^{y} \cos \alpha_{i} \theta_{i} t\right\rangle \tag{5.43}
\end{align*}
$$

If we specify that this expectation is to be taken over a squeezed state with $\left\langle\hat{\sigma}_{i}^{x}\right\rangle \approx 1$ and $\left\langle\hat{\sigma}_{i}^{y}\right\rangle=0$, then our signal will be sensitive only to $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$ if each individual phase is small:

$$
\begin{equation*}
\left\langle\hat{J}_{z}(t)\right\rangle_{\text {squeezed }} \approx \frac{1}{2} \sum_{i=1}^{N} \sin \alpha_{i} \theta_{i} t \approx \frac{t}{2} \sum_{i=1}^{N} \alpha_{i} \theta_{i} \tag{5.44}
\end{equation*}
$$

This shows that a squeezed state can be used for measurements of linear functions.

The sensitivity can then be calculated just as in Eq. (5.36),

$$
\begin{equation*}
\operatorname{Var} Q=\left.\frac{\operatorname{Var} \hat{J}_{z}(t)}{\left(\partial\left\langle\hat{J}_{z}(t)\right\rangle / \partial q\right)^{2}}\right|_{q=0}=\frac{\operatorname{Var} \hat{J}_{y}}{t^{2} / 4}=\frac{N \xi^{2}}{t^{2}} \tag{5.45}
\end{equation*}
$$

We evaluate the sensitivity at $q=0$ because we are interested in small signals. Partial time evolution with spin-squeezed input beats the standard quantum limit if $\xi \leq\|\boldsymbol{\alpha}\| / \sqrt{N}$. Note that there are $N$ components of $\boldsymbol{\alpha}$ and therefore $\|\boldsymbol{\alpha}\|$ will generally be of order $\sqrt{N}$ assuming that the moments of the field being measured are well distributed. Squeezed states can achieve squeezing proportional to $N^{-1 / 2}$ [169, 208], which approaches the bound in Eq. (5.16) up to numerical prefactors not scaling with $N$.

Other highly-entangled states such as Dicke states also have metrological value in the presence of noise and could also serve as input states to partial time evolution with similarly favorable scaling [193, 210-213].

### 5.4.2 Time-Independent Protocols

In this section, we present two other possible measurement schemes for linear combinations of parameters. Both of these differ from the protocols of Sec. 5.4.1 because they prepare a particular state and then allow for free evolution during phase accumulation, rather than using pulses to evolve for an effective time of $\alpha_{i} t$ on qubit $i$. We will present time-independent schemes that begin with both a GHZlike state and the spin-squeezed state. Note that these protocols rely on assumptions about the size of signals $\theta_{i}$ or the evolution time $t$.

### 5.4.2.1 Using GHZ-like Input State

We begin by defining a single-qubit state $|\boldsymbol{\tau}\rangle$, where $\boldsymbol{\tau}$ is a vector whose elements are $\tau_{j}=-1,0,1$ :

$$
|\boldsymbol{\tau}\rangle=\bigotimes_{j=1}^{N} \begin{cases}|0\rangle & \tau_{j} \neq-1  \tag{5.46}\\ |1\rangle & \tau_{j}=-1\end{cases}
$$

We then define the entangled state $|\psi(\boldsymbol{\tau})\rangle$ as

$$
\begin{equation*}
|\psi(\boldsymbol{\tau})\rangle=\frac{1}{\sqrt{2}}(|\boldsymbol{\tau}\rangle+|-\boldsymbol{\tau}\rangle) . \tag{5.47}
\end{equation*}
$$

This state can be understood as a general class that includes the GHZ state as the case $\tau_{j}=1$ for all $j$. For every $\tau_{j}=-1$, spin $j$ is flipped relative to the GHZ state, while for every $\tau_{j}=0$, spin $j$ is entirely disentangled.

In order to measure $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$, we will evolve $|\psi(\boldsymbol{\tau})\rangle$ under the Hamiltonian in Eq. (5.2) and then measure the following observable $\hat{\Pi}(\boldsymbol{\tau})$ :

$$
\begin{equation*}
\hat{\Pi}(\boldsymbol{\tau})=\bigotimes_{j}\left(\hat{\sigma}_{x}^{j}\right)^{\tau_{j}} \tag{5.48}
\end{equation*}
$$

That is, we multiply the outcomes of the individual projective $\sigma^{x}$ measurements for each qubit which was originally entangled with the others $\left(\tau_{j} \neq 0\right)$. It can be shown that probability distribution of this observable is

$$
P(\hat{\Pi}= \pm 1 \mid \boldsymbol{\tau}, \boldsymbol{\theta})= \begin{cases}\cos ^{2}(\boldsymbol{\theta} \cdot \boldsymbol{\tau} t / 2) & 1  \tag{5.49}\\ \sin ^{2}(\boldsymbol{\theta} \cdot \boldsymbol{\tau} t / 2) & -1\end{cases}
$$

To create a final protocol, we will now randomize the choice of $\boldsymbol{\tau}$, which in turn means we will randomly select both the initial state and the final measurement.

An overall sensitivity to $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$ can be realized if the probability distribution for every individual spin to be $\tau_{j}$ is given by:

$$
P\left(\tau_{j}\right)=\left\{\begin{array}{ll}
\frac{\alpha_{j}\left(\alpha_{j} \pm 1\right)}{2} & \tau_{j}= \pm 1  \tag{5.50}\\
1-\alpha_{j}^{2} & \tau_{j}=0
\end{array} .\right.
$$

By then summing over $P(\boldsymbol{\tau})$, we find that $\langle\hat{\Pi}(\boldsymbol{\theta}, t)\rangle=1-t^{2}(\boldsymbol{\alpha} \cdot \boldsymbol{\theta})^{2}$ to lowest order in $t$. Since $\hat{\Pi}^{2}=1$, we can use the same approach as Eq. (5.36) to find that the sensitivity for this measurement is $\operatorname{Var} Q=1 / t^{2}$, leading to the same sensitivity as the time-independent protocol.

### 5.4.2.2 Using Spin-Squeezed States

To implement a time-independent protocol that makes use of a spin-squeezed input state, we will actually use a two-part measurement protocol. First we will derive a general expression that applies to both parts, and then show how they can be combined.

Much as in Sec. 5.4.1.2, we will use the Heisenberg evolution of the total angular momentum along one axis to evaluate the final observable. We can begin with the result of Eq. (5.43), but with two alterations. First, rather than $\hat{U}$ representing a partial time evolution on each qubit, instead it will be the full time evolution operator $\hat{U}=\exp \left(-i t \sum \theta_{i} \hat{\sigma}_{i}^{z}\right)$. Second, we will add an additional operator at the beginning of the protocol, which we write as $\hat{Q}(\boldsymbol{\eta})$ :

$$
\begin{equation*}
\hat{Q}(\boldsymbol{\eta})=\bigotimes_{i=1}^{N} \hat{r}_{z}^{i}\left(\eta_{i}\right) \tag{5.51}
\end{equation*}
$$

Here, $\hat{r}_{z}^{i}$ is the single-qubit rotation about the $z$ axis. That is, we apply a qubitdependent rotation about the $z$ axis before we begin the evolution. The final operator $\hat{J}_{z}(t)$ will be:

$$
\begin{equation*}
\hat{J}_{z}(t)=\hat{Q}^{\dagger}(\boldsymbol{\eta}) \hat{U}^{\dagger}(t) \hat{R}_{x}^{\dagger}\left(\frac{\pi}{2}\right) \hat{J}_{z}(0) \hat{R}_{x}\left(\frac{\pi}{2}\right) \hat{U}(t) \hat{Q}(\boldsymbol{\eta}) \tag{5.52}
\end{equation*}
$$

The effect of $\hat{Q}$ is to add an additional phase to the evolution, meaning the final value for $\left\langle\hat{J}_{z}(t)\right\rangle$ can be found by substituting the angles $\theta_{i} t+\eta_{i}$ for $\alpha_{i} \theta_{i} t$ in Eq. (5.43). As a result, we find that the final expectation value is:

$$
\begin{equation*}
\left\langle\hat{J}_{z}(t)\right\rangle=\frac{1}{2}\left\langle\sum_{i=1}^{N} \hat{\sigma}_{i}^{x} \sin \left(\theta_{i} t+\eta_{i}\right)+\hat{\sigma}_{i}^{y} \cos \left(\theta_{i} t+\eta_{i}\right)\right\rangle . \tag{5.53}
\end{equation*}
$$

By using the conditions that $\left\langle\hat{\sigma}_{i}^{x}\right\rangle \approx 1$ and $\left\langle\hat{\sigma}_{i}^{y}\right\rangle \approx 0$, we find that:

$$
\begin{equation*}
\left\langle\hat{J}_{z}(t)\right\rangle \approx \frac{1}{2} \sin \left(\theta_{i} t+\eta_{i}\right) . \tag{5.54}
\end{equation*}
$$

Now we introduce a two-step protocol. In the first step, we perform this sequence (prepare a spin-squeezed state, add qubit-dependent rotations, evolve, measure $\hat{J}_{z}$ ) with $\eta_{i}=\phi_{i}$, where $\cos \phi_{i}=\alpha_{i}$. We will call the quantity measured $\hat{J}_{z}^{+}$. Then, we repeat the process with $\eta_{i}=-\phi_{i}$, and call the resulting quantity $\hat{J}_{z}^{-}$. The expectation value of the sum of these quantities is:

$$
\begin{align*}
\left\langle\hat{J}_{z}^{+}+\hat{J}_{z}^{-}\right\rangle & \approx \frac{1}{2} \sum_{i=1}^{N} \sin \left(\theta_{i} t+\phi_{i}\right)+\sin \left(\theta_{i} t-\phi_{i}\right)  \tag{5.55}\\
& =\sum_{i=1}^{N} \cos \phi_{i} \sin \theta_{i} t \approx \sum_{i=1}^{N} \alpha_{i} \theta_{i} t . \tag{5.56}
\end{align*}
$$

Here, as in Sec. 5.4.1.2, we have assumed that the phases to be detected, $\theta_{i} t$, are small enough to make the small-angle approximation.

In order to evaluate the sensitivity of this measurement, we look at the point of zero signal as in Eq. (5.45). At zero signal, $J_{z}^{+}+J_{z}^{-}$gives $\sum \alpha_{i} \sigma_{i}^{y}$. It can be shown that $\operatorname{Var} \sum \alpha_{i} \sigma_{i}^{y} \leq 4 \operatorname{Var} J_{y}$, and so, by the same calculations used in Eq. (5.45), the variance is no more than $4 N \xi^{2} / t^{2}$. Note, however, that this assumes that both $\hat{J}_{+}$ and $\hat{J}_{-}$are measured for time $t$. For a fairer comparison, we can replace $t$ with $t / 2$ so the time required for the two-step protocol is the same as for one time-dependent round. In this case, the sensitivity is no worse than $16 N \xi^{2} / t^{2}$.

Interestingly, this two-step protocol requires only single-qubit operations once the initial squeezed state is created. This may make it a more tractable scheme for experimental realizations of quantum enhancements in measurements of linear combinations of parameters.

### 5.5 Entanglement-enhanced molecular NMR

Many applications of entangled sensor networks may emerge as distributed entanglement becomes easier to achieve. In this section we focus on an application which may be viable in the near future: nanoscale nuclear magnetic resonance (NMR) as a form of molecular microscopy. NMR has long been used to investigate the chemical composition of molecular structures and perform medical imaging [214]. The spatial resolution of NMR had been limited to a few micrometers until the recent advent of nitrogen-vacancy (NV) center magnetometers [215-217]. These magnetometers are sensitive to nanotesla magnetic fields with spatial resolution on the nanometer scale and can be used to image molecules or single proteins deposited on
a diamond layer with embedded NV centers [218-220].
Nanoscale NMR applications are a promising setting for entanglement-enhanced sensor networks. The electronic spin associated with an NV center in diamond can be operated as a two-level system whose free evolution results in the accumulation of phase dependent on the local magnetic field [217]. Because NV centers are useful platforms for quantum information processing, entangling protocols already exist and have been demonstrated experimentally [221-224]. Our protocol is particularly useful for studies of chemical or magnetic dynamics, such as Ref. [225], because the measurement timescale may be much shorter than the decoherence time of the GHZ state, making our noise-free treatment applicable.

Linear combinations of spatially separated field values are interesting measurement quantities in nanoscale NMR. Reference [226] describes an imaging protocol which combines many different Fourier spatial modes, and Ref. [219] similarly combines many signals to perform molecular microscopy. These measurements could be performed more accurately using entangled NV sensors. In addition, our entanglement scheme can perform simple subtraction of the signal between two qubits. This allows common mode noise subtraction between a sensor qubit and another qubit exposed only to environmental noise. In general, even if a full GHZ state of all sensors is not feasible, smaller clusters of entangled sensors can still enhance sensitivity.

Entanglement-enhanced imaging of objects larger than single molecules may also be a fruitful area of research. An experiment detecting the firing of a single animal neuron with accuracy near the standard quantum limit has already been
performed [227], making exploration of techniques surpassing the limit a natural next step. Similar experiments could demonstrate an enhancement due to distributed entanglement in the near future.

### 5.6 Extension to Arbitrary Functions

In this section, we generalize our previous work, which demonstrated a lower bound on the variance of an estimator of a linear combination of $d$ parameters coupled to $d$ qubits. We will generalize this approach to measuring an arbitrary realvalued, analytic function of $d$ parameters and show that entanglement can reduce the variance of such an estimate by a factor of $\mathcal{O}(d)$. Finally, we present a protocol which achieves optimal variance asymptotically in the limit of long measurement time. In addition, when the parameters are coupled to $d$ interferometers or to a combination of interferometers and qubits, we propose an analogous Heisenbergscaling protocol to improve measurement noise. However, in this case, we lack a proof of optimality. We also can use the protocol presented in Ref. [228] to couple the parameters to continuous variables detected by homodyne measurements.

We will also examine the application of such a protocol to field interpolation. Suppose sensors are placed at $d$ spatially separated locations, but we wish to know the field at a point with no sensor. We may pick a reasonable ansatz for the field with no more than $d$ parameters, use our $d$ measurements to fix the degrees of freedom of that ansatz, and compute the field at our desired point. Because the field of interest is a function of the field at $d$ other locations, our protocol offers reduced noise over


Figure 5.3: An illustration of a quantum sensor network of spatially separated nodes. At each node, there is an unknown parameter $\theta_{i}$ coupled to a qubit, which accumulates phase proportional to $\theta_{i}$.
performing the same procedure without using entanglement.

### 5.6.1 Setup

In this section, the notation $\mathbb{E}_{Y}[X]$ means the expected value of $X$ over all possible $Y$. If we merely write $\mathbb{E}[X]$, then we average over all parameters required to define $X$ (e.g. if $Y$ depended on $Z$, then $\left.\mathbb{E}_{Z}\left[\mathbb{E}_{Y}[X]\right]\right)$. We define the variance, $\operatorname{Var}_{Y}[X]$, similarly.

We consider a system with $d$ sensor nodes, where node $i$ consists of a single qubit coupled to a real parameter $\theta_{i}$ (see Fig. 5.3), and suppose that the state evolves under the Hamiltonian

$$
\begin{equation*}
\hat{H}=\hat{H}_{c}(t)+\frac{1}{2} \sum_{i=1}^{N} \theta_{i} \hat{\sigma}_{i}^{z} \tag{5.57}
\end{equation*}
$$

where $\hat{\sigma}_{i}^{x, y, z}$ are the Pauli operators acting on qubit $i$ and $\hat{H}_{c}(t)$ is a time-dependent control Hamiltonian that we choose, which may include coupling to ancilla qubits. We want to measure an arbitrary real-valued, analytic function $f(\boldsymbol{\theta})$ of $d$ unknown parameters $\boldsymbol{\theta}=\left\langle\theta_{1}, \ldots, \theta_{d}\right\rangle$ for time $t_{\text {total }}$. We would like to determine how well
the quantity $f(\boldsymbol{\theta})$ can be estimated, and find a protocol for doing so. To specify a protocol, we choose an input state, a control Hamiltonian $\hat{H}_{c}(t)$, and a final measurement.

For a general estimator, we use the mean squared error (MSE) $M$ of our estimate $\tilde{f}$ from the true value $f(\boldsymbol{\theta})$ as a figure of merit. ${ }^{1}$ Explicitly,

$$
\begin{equation*}
M=\mathbb{E}\left[(\tilde{f}-f(\boldsymbol{\theta}))^{2}\right]=\operatorname{Var} \tilde{f}+(\mathbb{E}[\tilde{f}]-f(\boldsymbol{\theta}))^{2} \tag{5.58}
\end{equation*}
$$

Thus the MSE accounts for both the variance and the bias of the estimator $\tilde{f}$.

### 5.6.2 Lower Bound on Error

We now identify the minimum possible error of an estimator of $f(\boldsymbol{\theta})$ which measures for time $t_{\text {total }}$. For any estimator $\tilde{f}$, biased or otherwise, which uses samples from a probabilistic process (such as physical experiments) to estimate the value $f(\boldsymbol{\theta})$, the MSE is bounded by [197]

$$
\begin{equation*}
\mathbb{E}\left[(\tilde{f}-f(\boldsymbol{\theta}))^{2}\right] \geq \frac{1}{F} \geq \frac{1}{F_{Q}}, \tag{5.59}
\end{equation*}
$$

where $F$ is the Fisher information for the parameter $f$ and $F_{Q}$ is the quantum Fisher information evaluated over our input state, where $F_{Q} \geq F$ always [186]. The Fisher information matrix measures the sensitivity of the sampled probability distribution to changes in the parameters $\vec{\theta}$. While $F$ tells us something about a particular experimental setup, $F_{Q}$ is maximized over all possible experiments that could be performed on a state.

[^3]In order to evaluate the Fisher information for our function of interest $f$, we evaluate the generator $\hat{g}=\partial \hat{H} / \partial f$ as defined in Ref. [184]. By first writing the chain rule, we find that

$$
\begin{equation*}
\hat{g}=\frac{\partial \hat{H}}{\partial f}=\sum_{i=1}^{N} \frac{\partial \hat{H}}{\partial \theta_{i}} \frac{\partial \theta_{i}}{\partial f}=\frac{1}{2} \sum_{i=1}^{N} \hat{\sigma}_{i}^{z} \frac{\partial \theta_{i}}{\partial f} . \tag{5.60}
\end{equation*}
$$

Note that $F_{Q}$ can be upper-bounded by the seminorm of this generator, $F_{Q} \leq t^{2}\|\hat{g}\|_{s}^{2}$ [184]. However, to evaluate the seminorm, we will need to evaluate the partial derivative in Eq. (5.60). To do so we must specify a full basis of functions so that the partial derivative can be defined in terms of what variables are held constant during differentiation. We suppose that a set of functions $f_{1}, f_{2}, f_{3} \ldots f_{N}$ are created, with the $f$ of interest equal to $f_{1}$, defining an invertible coordinate transformation on $\mathbb{R}^{N}$. The seminorm is then:

$$
\begin{equation*}
\|\hat{g}\|_{s}=\sum_{i=1}^{N}\left|\frac{\partial \theta_{i}}{\partial f}\right|=\sum_{i=1}^{N}\left|J_{i 1}^{-1}\right| . \tag{5.61}
\end{equation*}
$$

Here, $J_{i j}^{-1}$ is an element of the Jacobian matrix of the inverse transformation to that defined by the $f$ functions. Depending on which functions are chosen, the value of $\|\hat{g}\|_{s}$ can vary, as can be seen in Sec. 5.3.2 for linear functions. We therefore wish to find the smallest possible $\|\hat{g}\|_{s}$, which will provide the tightest possible bound on $F_{Q}$. To do so, we note that $J^{-1}$ and $J$ must obey an inverse relationship, meaning that the following chain of inequalities holds,

$$
\begin{equation*}
1=J_{1 i} J_{i 1}^{-1} \leq\left|J_{1 i}\right|\left|J_{i 1}^{-1}\right| \leq \max _{j}\left|J_{1 j}\right| \sum_{i=1}^{N}\left|J_{i 1}^{-1}\right| . \tag{5.62}
\end{equation*}
$$

By using the definition of the Jacobian, we can rewrite this as a lower bound on the
value of $\|g\|_{s}$ in terms of partial derivatives of $f$ :

$$
\begin{equation*}
\|\hat{g}\|_{s}=\sum_{i=1}^{N}\left|J_{i 1}^{-1}\right| \geq\left(\max _{j}\left|\frac{\partial f}{\partial \theta_{j}}\right|\right)^{-1} . \tag{5.63}
\end{equation*}
$$

All that remains is to note that if we label the $\theta_{i}$ that yields the maximum first derivative as $\theta_{1}$, and then choose $f_{i}=\theta_{i}$ for $i>1$, the lower bound in Eq. (5.63) is met, since $\partial \theta_{i} / \partial f_{1}$ must be evaluated holding the other $f_{j}$ constant. Invoking the resulting bound on the quantum Fisher information, we find that Eq. (5.59) becomes

$$
\begin{equation*}
M=\mathbb{E}\left[(\tilde{f}-f(\boldsymbol{\theta}))^{2}\right] \geq \frac{1}{F_{Q}} \geq \max _{j} \frac{\left|\frac{\partial f}{\partial \theta_{j}}\right|}{t^{2}} \tag{5.64}
\end{equation*}
$$

Although the quantum Cramér-Rao Bound derived in Eq. (5.64) cannot always be saturated, it can when the generators $\partial \hat{H} / \partial \theta_{i}$ commute, as in Eq. (5.57) [186]. We will show later that the inequality in Eq. (5.64) can be saturated at asymptotic time $t_{\text {total }}$.

From this point forward, to simplify later calculation, we define $f_{i}(\boldsymbol{\theta})=\frac{\partial f(\boldsymbol{\theta})}{\partial \theta_{i}}$. This definition also generalizes to multiple partial derivatives (i.e. $f_{i j}=\frac{\partial}{\partial \theta_{j}} \frac{\partial f}{\partial \theta_{i}}$ ).

Before moving on to the optimal protocol, we will consider a protocol which does not use entanglement and does not saturate Eq. (5.64) as a useful contrast to an entangled strategy. Suppose we estimate each parameter individually, without bias. Then the MSE $\mathbb{E}\left[(f(\tilde{\boldsymbol{\theta}})-f(\boldsymbol{\theta}))^{2}\right]$ can be written as

$$
\begin{equation*}
M_{\text {unentangled }}=f_{i}(\boldsymbol{\theta})^{2} \operatorname{Var} \tilde{\theta}_{i} . \tag{5.65}
\end{equation*}
$$

A measurement of a single parameter can be made in time $t$ with variance $\operatorname{Var} \tilde{\theta}_{i}=\frac{1}{t^{2}}$
[169]. Therefore, our entanglement-free figure of merit is

$$
\begin{equation*}
M_{\text {unentangled }}=\frac{\|\nabla f(\boldsymbol{\theta})\|^{2}}{t_{\mathrm{total}}^{2}}, \tag{5.66}
\end{equation*}
$$

where the $\|\cdot\|$ in Eq. (5.66) denotes the Euclidean norm. More generally, we use $\|\vec{v}\|_{p}$ to denote the $p$-norm of vector $\vec{v}$. Since Eq. (5.66) only saturates Eq. (5.64) in trivial cases where $\nabla f(\boldsymbol{\theta})$ is zero in all but one component, the unentangled protocol described is not optimal.

### 5.6.3 Two-step Protocol

We now present a protocol which asymptotically saturates Eq. (5.64). Our protocol consists of two steps. First, we make an unbiased estimate $\boldsymbol{\Theta}$ of $\boldsymbol{\theta}$ for time $t_{1}$. Second, given our estimates $\Theta$, we make an unbiased measurement $Q$ of the quantity $q=\nabla f(\boldsymbol{\Theta}) \cdot(\boldsymbol{\theta}-\boldsymbol{\Theta})$ using the linear combination protocol in Ref. [26], which takes time $t_{2}$. Our final estimate is $\tilde{f}=f(\boldsymbol{\Theta})+Q$.

It can be shown that our protocol is optimal (in terms of scaling with the total time $t_{1}+t_{2}$ ) provided that the individual estimations of the parameters satisfy $\mathbb{E}\left[\left(\Theta_{i}-\theta_{i}\right)^{4}\right]=\mathcal{O}\left(t_{1}^{-4}\right)$ and that $t_{1}$ and $t_{2}$ are chosen properly. To simplify our computations, we will make the more concrete assumption that our initial estimates $\Theta$ are each normally distributed as $\mathcal{N}\left(\theta_{i}, \operatorname{Var} \Theta_{i}\right)$.

For the sake of concision, let $\boldsymbol{\Delta}=\boldsymbol{\Theta}-\boldsymbol{\theta}$ which satisfies $\mathbb{E}[\boldsymbol{\Delta}]=\mathbf{0}$. Furthermore, let $T_{k}$ be $k$ ! times the $k$-th term of the Taylor expansion of $f\left(\right.$ so $T_{1}=f_{i}(\boldsymbol{\theta}) \Delta_{i}$, $T_{2}=f_{i j}(\boldsymbol{\theta}) \Delta_{i} \Delta_{j}, T_{3}=f_{i j k}(\boldsymbol{\theta}) \Delta_{i} \Delta_{j} \Delta_{k}$, etc. $)$. Thus, the Taylor expansion of $f(\boldsymbol{\Theta})$
would be

$$
\begin{equation*}
f(\boldsymbol{\Theta})=f(\boldsymbol{\theta})+T_{1}+\frac{T_{2}}{2}+\frac{T_{3}}{6}+\ldots \tag{5.67}
\end{equation*}
$$

We compute our figure of merit:

$$
\begin{align*}
M= & \mathbb{E}\left[(f(\boldsymbol{\Theta})+Q-f(\boldsymbol{\theta}))^{2}\right]  \tag{5.68}\\
= & \underbrace{\mathbb{E}\left[(f(\boldsymbol{\Theta})-f(\boldsymbol{\theta}))^{2}\right]}_{\text {term } 1}+\underbrace{\mathbb{E}\left[Q^{2}\right]}_{\text {term } 2}+2 \underbrace{\mathbb{E}[f(\boldsymbol{\Theta}) Q]}_{\text {term } 3}-2 f(\boldsymbol{\theta}) \mathbb{E}[Q]  \tag{5.69}\\
= & (\underbrace{\mathbb{E}\left[T_{1}^{2}\right]+\mathbb{E}\left[T_{1} T_{2}\right]+\frac{1}{3} \mathbb{E}\left[T_{1} T_{3}\right]+\frac{1}{4} \mathbb{E}\left[T_{2}^{2}\right]+\mathcal{O}\left(\boldsymbol{\Delta}^{5}\right)}_{\text {term } 1})+(\underbrace{\mathbb{E}\left[\operatorname{Var}_{Q} Q\right]+\mathbb{E}\left[q^{2}\right]}_{\text {term } 2}) \\
& +2(\underbrace{f(\boldsymbol{\theta}) \mathbb{E}[q]+\mathbb{E}\left[T_{1} q\right]+\frac{1}{2} \mathbb{E}\left[T_{2} q\right]+\frac{1}{6} \mathbb{E}\left[T_{3} q\right]+\mathcal{O}\left(\boldsymbol{\Delta}^{5}\right)}_{\text {term } 3})-2 f(\boldsymbol{\theta}) \mathbb{E}[q]  \tag{5.70}\\
= & \mathbb{E}\left[\operatorname{Var}_{Q} Q\right]+\mathbb{E}\left[\left(q+T_{1}\right)^{2}\right]+\mathbb{E}\left[\left(q+T_{1}\right) T_{2}\right]+\frac{1}{3} \mathbb{E}\left[\left(q+T_{1}\right) T_{3}\right]+\frac{1}{4} \mathbb{E}\left[T_{2}^{2}\right]+\mathcal{O}\left(\boldsymbol{\Delta}^{5}\right) . \tag{5.71}
\end{align*}
$$

The actual computation of the labeled terms is rather involved and space consuming, so it is presented later, in Sec. 5.6.3.1. Notice that we may simplify

$$
\begin{align*}
q+T_{1} & =\sum_{i, j} \Delta_{i}\left(f_{i}(\boldsymbol{\theta})-f_{i}(\boldsymbol{\Theta})\right)  \tag{5.72}\\
& =-\sum_{i, j} \Delta_{i}\left(f_{i j}(\boldsymbol{\theta}) \Delta_{j}+\mathcal{O}\left(\boldsymbol{\Delta}^{2}\right)\right)  \tag{5.73}\\
& =-T_{2}+\mathcal{O}\left(\boldsymbol{\Delta}^{3}\right) \tag{5.74}
\end{align*}
$$

so Eq. (5.71) evaluates to

$$
\begin{align*}
M & =\mathbb{E}\left[\operatorname{Var}_{Q} Q\right]+\mathbb{E}\left[T_{2}^{2}\right]-\mathbb{E}\left[T_{2}^{2}\right]-\frac{1}{3} \mathbb{E}\left[T_{2} T_{3}\right]+\frac{1}{4} \mathbb{E}\left[T_{2}^{2}\right]+\mathcal{O}\left(\Delta^{5}\right)  \tag{5.75}\\
& =\mathbb{E}\left[\operatorname{Var}_{Q} Q\right]+\frac{1}{4} \mathbb{E}\left[T_{2}^{2}\right]+\mathcal{O}\left(\boldsymbol{\Delta}^{5}\right) \tag{5.76}
\end{align*}
$$

since $\mathbb{E}\left[T_{2} T_{3}\right]$ is $\mathcal{O}\left(\Delta^{5}\right)$. Now, this simplifies further as

$$
\begin{align*}
M & =\mathbb{E}\left[\operatorname{Var}_{Q} Q\right]+\frac{1}{4} \mathbb{E}\left[T_{2}^{2}\right]  \tag{5.77}\\
& =\mathbb{E}\left[\operatorname{Var}_{Q} Q\right]+\frac{1}{4} \sum_{i, j} \mathbb{E}\left[\left(f_{i j}(\boldsymbol{\theta}) \Delta_{i} \Delta_{j}\right)^{2}\right]  \tag{5.78}\\
& =\mathbb{E}\left[\operatorname{Var}_{Q} Q\right]+\frac{1}{4} \mathbb{E}\left[4 \sum_{i<j} f_{i j}(\boldsymbol{\theta})^{2} \Delta_{i}^{2} \Delta_{j}^{2}+2 \sum_{i<j} f_{i i}(\boldsymbol{\theta}) f_{j j}(\boldsymbol{\theta}) \Delta_{i}^{2} \Delta_{j}^{2}+\sum_{i} f_{i i}(\boldsymbol{\theta})^{2} \Delta_{i}^{4}\right] \tag{5.79}
\end{align*}
$$

since all terms with some $\Delta_{i}$ to a single power will factor out as $\mathbb{E}\left[\Delta_{i}\right]=0$. We will assume that $\Delta_{i} \sim \mathcal{N}\left(0, \frac{1}{t_{1}^{2}}\right)$ is normally distributed. This is not strictly necessary as long as the distribution of errors satisfies $\mathbb{E}\left[\Delta_{i}^{4}\right] \leq \mathcal{O}\left(t_{1}^{-4}\right)$, a condition that is satisfied by phase estimation procedures like those in Ref. [229]. However, assuming normality allows the calculation to proceed easily, as we will be able to simplify $\mathbb{E}\left[\Delta_{i}^{4}\right]=3 \operatorname{Var} \Theta_{i}^{2}$. Thus, we arrive at

$$
\begin{align*}
M & =\mathbb{E}\left[\operatorname{Var}_{Q} Q\right]  \tag{5.80}\\
& +\frac{1}{4}\left(4 \sum_{i<j} f_{i j}(\boldsymbol{\theta})^{2} \operatorname{Var} \Theta_{i} \operatorname{Var} \Theta_{j}+2 \sum_{i<j} f_{i i}(\boldsymbol{\theta}) f_{j j}(\boldsymbol{\theta}) \operatorname{Var} \Theta_{i} \operatorname{Var} \Theta_{j}+\sum_{i} 3 f_{i i}(\boldsymbol{\theta})^{2} \operatorname{Var} \Theta_{i}^{2}\right) \tag{5.81}
\end{align*}
$$

Then, the figure of merit for this protocol is

$$
\begin{align*}
M & =\mathbb{E}\left[(f(\boldsymbol{\Theta})+Q-f(\boldsymbol{\theta}))^{2}\right]  \tag{5.82}\\
& =\mathbb{E}\left[\operatorname{Var}_{Q} Q\right]+\sum_{i . j} \frac{2 f_{i j}(\boldsymbol{\theta})+f_{i i}(\boldsymbol{\theta}) f_{j j}(\boldsymbol{\theta})}{4} \operatorname{Var} \Theta_{i} \operatorname{Var} \Theta_{j} . \tag{5.83}
\end{align*}
$$

In Eq. (5.83), the first term is the error resulting from the second phase of the protocol, estimating the linear combination. The second term is a residual error remaining from the first phase of the protocol after it is corrected by the linear combination measurement.

### 5.6.3.1 Simplification of Labeled Terms

In this subsection, we present the simplification of the labeled terms from Eqs. (5.69-5.71) in full detail.

Term 2 is simplified by using the definition of $\operatorname{Var}_{Q} Q$. One needs to be careful as there are two layers of expected values - one for the values of $\Theta$ and one for the estimator $Q$ :

$$
\begin{align*}
\underbrace{\mathbb{E}\left[Q^{2}\right]}_{\text {term } 2} & =\mathbb{E}_{\boldsymbol{\Theta}}\left[\mathbb{E}_{Q}\left[Q^{2}\right]\right]  \tag{5.84}\\
& =\mathbb{E}_{\boldsymbol{\Theta}}\left[\operatorname{Var}_{Q} Q+\mathbb{E}_{Q}[Q]^{2}\right]  \tag{5.85}\\
& =\mathbb{E}_{\boldsymbol{\Theta}}\left[\operatorname{Var}_{Q} Q+q^{2}\right]  \tag{5.86}\\
& =\mathbb{E}\left[\operatorname{Var}_{Q} Q\right]+\mathbb{E}\left[q^{2}\right] \tag{5.87}
\end{align*}
$$

Terms 1 and 3 are simplified by expanding the Taylor series for $f(\boldsymbol{\Theta})$ up to $\Delta^{4}$ terms; note that $q=\mathcal{O}(\boldsymbol{\Delta})$, so we only need to expand the Taylor series up to $\mathcal{O}\left(\boldsymbol{\Delta}^{3}\right)$ terms:
$\underbrace{\mathbb{E}\left[(f(\boldsymbol{\Theta})-f(\boldsymbol{\theta}))^{2}\right]}_{\text {term } 1}=\mathbb{E}\left[f(\boldsymbol{\Theta})^{2}\right]-2 f(\boldsymbol{\theta}) \mathbb{E}[f(\boldsymbol{\Theta})]+f(\boldsymbol{\theta})^{2}$

$$
\begin{align*}
=f(\boldsymbol{\theta})^{2} & +\mathbb{E}\left[T_{1}^{2}\right]+f(\boldsymbol{\theta}) \mathbb{E}\left[T_{2}\right]+\mathbb{E}\left[T_{1} T_{2}\right]+\frac{1}{3} f(\boldsymbol{\theta}) \mathbb{E}\left[T_{3}\right] \\
& +\frac{1}{12} f(\boldsymbol{\theta}) \mathbb{E}\left[T_{4}\right]+\frac{1}{3} \mathbb{E}\left[T_{1} T_{3}\right]+\frac{1}{4} \mathbb{E}\left[T_{2}^{2}\right]+\mathcal{O}\left(\boldsymbol{\Delta}^{5}\right) \\
& -2 f(\boldsymbol{\theta})\left(f(\boldsymbol{\theta})+\frac{1}{2} \mathbb{E}\left[T_{2}\right]+\frac{1}{6} \mathbb{E}\left[T_{3}\right]+\frac{1}{24} \mathbb{E}\left[T_{4}\right]+\mathcal{O}\left(\boldsymbol{\Delta}^{5}\right)\right)+f(\boldsymbol{\theta})^{2} \tag{5.89}
\end{align*}
$$

$$
\begin{equation*}
=\mathbb{E}\left[T_{1}^{2}\right]+\mathbb{E}\left[T_{1} T_{2}\right]+\frac{1}{3} \mathbb{E}\left[T_{1} T_{3}\right]+\frac{1}{4} \mathbb{E}\left[T_{2}^{2}\right]+\mathcal{O}\left(\boldsymbol{\Delta}^{5}\right) \tag{5.90}
\end{equation*}
$$

$$
\begin{align*}
\underbrace{\mathbb{E}[f(\boldsymbol{\Theta}) Q]}_{\text {term } 3} & =\mathbb{E}_{\boldsymbol{\Theta}}\left[\mathbb{E}_{Q}[f(\boldsymbol{\Theta}) Q]\right]  \tag{5.91}\\
& =\mathbb{E}_{\boldsymbol{\Theta}}[f(\boldsymbol{\Theta}) q]  \tag{5.92}\\
& =\mathbb{E}\left[\left(f(\boldsymbol{\theta})+T_{1}+\frac{T_{2}}{2}+\frac{T_{3}}{6}+\mathcal{O}\left(\boldsymbol{\Delta}^{4}\right)\right) q\right]  \tag{5.93}\\
& =f(\boldsymbol{\theta}) \mathbb{E}[q]+\mathbb{E}\left[T_{1} q\right]+\frac{\mathbb{E}\left[T_{2} q\right]}{2}+\frac{\mathbb{E}\left[T_{3} q\right]}{6}+\mathcal{O}\left(\boldsymbol{\Delta}^{5}\right) . \tag{5.94}
\end{align*}
$$

For our particular Hamiltonian $\hat{H}=\frac{1}{2} \theta_{i} \hat{\sigma}_{i}^{z}$, as per Ref. [26], we know that the minimum variance of an unbiased estimator of some linear combination $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$ given time $t$ is

$$
\begin{equation*}
\operatorname{Var} \boldsymbol{\alpha} \cdot \boldsymbol{\theta} \geq \frac{\max _{i} \alpha_{i}^{2}}{t^{2}} \tag{5.95}
\end{equation*}
$$

which can be achieved with the entangled GHZ state $\left|\psi_{\text {spin }}\right\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle^{\otimes d}+|1\rangle^{\otimes d}\right)$. We can apply this linear combination protocol to the second phase of our protocol by setting $\boldsymbol{\alpha}=\nabla f(\boldsymbol{\Theta})$. For the individual estimators of the first phase, we use the fact that an individual estimation can be made in time $t$ with variance $1 / t^{2}$ [23]. Using these results, we simplify Eq. (5.83):

$$
\begin{align*}
M & =\mathbb{E}\left[\frac{\max _{i} f_{i}(\boldsymbol{\Theta})^{2}}{t_{2}^{2}}\right]+\sum_{i, j} \frac{\frac{2 f_{i j}(\boldsymbol{\theta})+f_{i i}(\boldsymbol{\theta}) f_{j j}(\boldsymbol{\theta})}{4}}{t_{1}^{4}}  \tag{5.96}\\
& =\frac{\mathbb{E}\left[\max _{i} f_{i}(\boldsymbol{\Theta})^{2}\right]}{t_{2}^{2}}+\frac{g_{1}(\boldsymbol{\theta})}{t_{1}^{4}} \tag{5.97}
\end{align*}
$$

where we have absorbed the second derivatives into $g_{1}(\boldsymbol{\theta})$, which does not depend on time. Without loss of generality, we designate $f_{1}(\boldsymbol{\Theta})$ as the largest $f_{i}(\boldsymbol{\Theta})$. We then expand $\mathbb{E}\left[f_{1}(\boldsymbol{\Theta})^{2}\right]$ as

$$
\begin{equation*}
\sum_{i} f_{1}(\boldsymbol{\theta})^{2}+\frac{f_{1}(\boldsymbol{\theta}) f_{1 i i}(\boldsymbol{\theta})}{t_{1}^{2}}+\frac{f_{1 i}(\boldsymbol{\theta})^{2}}{t_{1}^{2}}+\mathcal{O}\left((\boldsymbol{\Theta}-\boldsymbol{\theta})^{3}\right) \tag{5.98}
\end{equation*}
$$

We may substitute Eq. (5.98) into Eq. (5.97) to obtain

$$
\begin{equation*}
M=\frac{g_{2}(\boldsymbol{\theta})}{t_{2}^{2}}+\frac{g_{3}(\boldsymbol{\theta})}{t_{1}^{2} t_{2}^{2}}+\frac{g_{1}(\boldsymbol{\theta})}{t_{1}^{4}}+\mathcal{O}\left((\boldsymbol{\Theta}-\boldsymbol{\theta})^{3}\right), \tag{5.99}
\end{equation*}
$$

where $g_{2}(\boldsymbol{\theta})=f_{1}(\boldsymbol{\theta})^{2}$ and $g_{3}(\boldsymbol{\theta})$ have been introduced to absorb more time-independent factors.

Finally, we must specify how the total time $t_{\text {total }}$ is to be allocated between $t_{1}$ and $t_{2}$. We want to choose the $t_{1}, t_{2}$, under the constraint that $t_{1}+t_{2}=t_{\text {total }}$, which minimize the MSE

$$
\begin{equation*}
M=\frac{g_{2}(\boldsymbol{\theta})}{t_{2}^{2}}+\frac{g_{3}(\boldsymbol{\theta})}{t_{1}^{2} t_{2}^{2}}+\frac{g_{1}(\boldsymbol{\theta})}{t_{1}^{4}} . \tag{5.100}
\end{equation*}
$$

Notice that the $g_{1}, g_{2}, g_{3}$ functions are only dependent on $\boldsymbol{\theta}$ and not $t_{1}$, so we may set the derivative of $M$ with respect to $t_{1}$ equal to 0 and obtain

$$
\begin{equation*}
\frac{2 g_{2}(\boldsymbol{\theta})}{t_{2}^{3}}+\frac{2 g_{3}(\boldsymbol{\theta})}{t_{2}^{3} t_{1}^{2}}=\frac{2 g_{3}(\boldsymbol{\theta})}{t_{2}^{2} t_{1}^{3}}+\frac{4 g_{1}(\boldsymbol{\theta})}{t_{1}^{5}} . \tag{5.101}
\end{equation*}
$$

Let $r=t_{1} / t_{2}$. Then we may rearrange to obtain

$$
\begin{equation*}
g_{2}(\boldsymbol{\theta}) t_{1}^{2}=\frac{g_{3}(\boldsymbol{\theta})}{r}+\frac{2 g_{1}(\boldsymbol{\theta})}{r^{3}}-g_{3}(\boldsymbol{\theta}) . \tag{5.102}
\end{equation*}
$$

Since $t_{1} \gg 1$, then $r \ll 1$, so the $r^{-3}$ term dominates the RHS. Thus, $g_{2}(\boldsymbol{\theta}) t_{1}^{2} \approx \frac{2 g_{1}(\boldsymbol{\theta})}{r^{3}}$, which implies

$$
\begin{equation*}
t_{1} \approx\left(\frac{2 g_{1}(\boldsymbol{\theta})}{g_{2}(\boldsymbol{\theta})}\right)^{1 / 5} t_{2}^{3 / 5} \approx\left(\frac{2 g_{1}(\boldsymbol{\theta})}{g_{2}(\boldsymbol{\theta})}\right)^{1 / 5} t_{\text {total }}^{3 / 5} . \tag{5.103}
\end{equation*}
$$

Therefore, the best possible allocation satisfies

$$
\begin{equation*}
t_{1}=g(\boldsymbol{\theta}) t_{\mathrm{total}}^{3 / 5}, \tag{5.104}
\end{equation*}
$$

where $g$ is a function which depends only on $f$ and $\boldsymbol{\theta}$. In particular, $t_{1}=\mathcal{O}\left(t_{\text {total }}^{3 / 5}\right)$, so the fraction of time spent on $t_{1}$ vanishes as $t_{\text {total }} \rightarrow \infty$. Almost all of the time is
spent on $t_{2}$, the linear combination step of the two-step protocol. It can readily be shown that Eq. (5.99) is asymptotically dominated by the first term, which (since $t_{2} \rightarrow t_{\text {total }}$ ) is equal to the right-hand-side of the bound in Eq. (5.64). In other words, this distribution of time asymptotically achieves the optimal MSE.

The two-step protocol exhibits Heisenberg scaling as defined for distributed sensing $[26,230,231]$. Comparing Eq. (5.66) to Eq. (5.64) shows an improvement of $\mathcal{O}(d)$, maximized when all components of $\nabla f(\boldsymbol{\theta})$ are approximately equal. Intuitively, the advantage is maximal when all parameters contribute, but minimal (i.e. no advantage) when only one parameter affects the function value. Similar behavior was noted in the linear combination case [26].

Note that when actually implementing the protocol, the optimal $t_{1}$ is unknown since the function $g$ that determines it depends on the true parameters $\boldsymbol{\theta}$. However, we do not need to use the optimal $t_{1}$ to saturate the bound in Eq. (5.64). If $t_{1}$ is a function $c t_{\text {total }}^{p}$ of the total time where $\frac{1}{2}<p<1$ and some constant $c$, then the protocol will saturate Eq. (5.83). Although these different times do result in a higher MSE, the additional error is $\mathcal{O}\left(t_{\text {total }}^{-4}\right)$, which is insignificant asymptotically. The two-step protocol will therefore be asymptotically optimal for a wide range of time allocations. Recall that the MSE derived was

$$
\begin{equation*}
M=\frac{g_{2}(\boldsymbol{\theta})}{t_{2}^{2}}+\frac{g_{3}(\boldsymbol{\theta})}{t_{1}^{2} t_{2}^{2}}+\frac{g_{1}(\boldsymbol{\theta})}{t_{1}^{4}} \tag{5.105}
\end{equation*}
$$

Suppose that $t_{1}=c t_{\text {total }}^{p}$ for some $\frac{1}{2}<p<1$ and some constant $c$. Since $p<1$, we see that $\lim _{t \rightarrow \infty} \frac{t_{2}}{t_{\text {total }}}=1$. Therefore, we may substitute our $t_{1}$ into the MSE
formula in Eq. (5.105) and simplify:

$$
\begin{equation*}
\lim _{t_{\text {total }} \rightarrow \infty} M=\lim _{t_{\text {total }} \rightarrow \infty} \frac{g_{2}(\boldsymbol{\theta})}{t_{\text {total }}^{2}}+\frac{g_{3}(\boldsymbol{\theta})}{c^{2} t_{\mathrm{total}}^{2+2 p}}+\frac{g_{1}(\boldsymbol{\theta})}{c^{4} t_{\mathrm{total}}^{4 p}} . \tag{5.106}
\end{equation*}
$$

Since $p>\frac{1}{2}$, the $t_{\text {total }}^{2}$ term is dominant. Thus, as we defined $g_{2}:=f_{1}(\boldsymbol{\theta})^{2}=$ $\max _{i} f_{i}(\boldsymbol{\theta})^{2}$ under the assumption that $f_{1}(\boldsymbol{\theta})^{2}$ was maximal, our asymptotic error is

$$
\begin{equation*}
M=\frac{\max _{i} f_{i}(\boldsymbol{\theta})^{2}}{t_{\text {total }}^{2}} \tag{5.107}
\end{equation*}
$$

which saturates the bound of Eq. (5.83).
Other possible power-law scalings for $t_{1}$ fail. If $p \leq \frac{1}{2}$, the last term in Eq. (5.106) becomes significant asymptotically and prevents the protocol from saturating Eq. (5.83). If $p=1$, then of course $c \leq 1$ or $t_{1}>t_{\text {total }}$. In this case, we can no longer claim that $t_{2}$ approaches $t_{1}$. Even though the $\frac{g_{2}(\boldsymbol{\theta})}{t_{2}^{2}}$ would remain dominant, it would be scaled larger by $\frac{1}{(1-c)^{2}}$, which is always larger than 1 . Hence, the protocol would no longer saturate the bound.

### 5.6.4 Function Measurement in Other Physical Settings

We now consider a different physical setting for function estimation. Rather than $d$ qubits which accumulate phase for some time $t$, we instead pass $n$ photons through $d$ Mach-Zehnder interferometers and accumulate some fixed phase $\theta_{i}$ encoded into each interferometer (see Fig. 5.4). For single parameters, the use of entangled states to reduce noise in this setting has been explored in Refs. [173,211, 232-234] with multiparameter cases explored in Refs. [230,231]. In this setting, the relevant limitation is the total number of photons used in the measurement, rather


Figure 5.4: An example illustration of a quantum sensor network composed of separate interferometers. In each, one arm accumulates an unknown phase $\theta_{i}$ and the other arm is a reference port with no phase.
than time. This constraint is particularly relevant when analyzing a biological or chemical sample which is sensitive to light, making it desirable to reduce noise with as few photons as possible. Similar biologically motivated situations are presented in Refs. [227, 235, 236].

For photons, a two-step protocol with similar structure to the protocol for qubits yields reduced noise compared to any estimate of $f$ derived entirely from local measurements. Suppose we allot $N_{1}$ photons for the first step (individual measurement) and $N_{2}$ photons for the second step (linear combination), for a total of $N_{\text {total }}=N_{1}+N_{2}$ photons. We again begin from the general result of Eq. (5.83). However, the use of photons which can be apportioned between modes introduces new structure to the problem. We need to partition the $N_{1}$ photons into $N_{1}=$ $n_{1}+\cdots+n_{d}$, putting $n_{i}$ photons into the $i$-th interferometer, as some parameters may affect our final result more than others. Thus, in the second term of Eq. (5.83),
we replace $\operatorname{Var} \Theta_{i}$ with $\frac{1}{n_{i}^{2}}$ instead of $\frac{1}{t_{1}^{2}}$ [211].
The optimal variance when measuring the linear combination $\boldsymbol{\alpha} \cdot \boldsymbol{\theta}$ using $N$ total photons is unknown. However, Ref. [231] conjectures the optimal variance to be

$$
\begin{equation*}
\operatorname{Var} \boldsymbol{\alpha} \cdot \boldsymbol{\theta} \geq \frac{\|\boldsymbol{\alpha}\|_{1}^{2}}{N^{2}} \tag{5.108}
\end{equation*}
$$

Furthermore, Ref. [231] provides a protocol achieving the bound in Eq. (5.108) using a proportionally weighted GHZ state: $\left|\psi_{\text {photon }}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|n_{1}, 0, n_{2}, 0 \ldots\right\rangle+\left|0, n_{1}, 0, n_{2}, \ldots\right\rangle\right)$, where $n_{i}=N_{\text {total }} \frac{\alpha_{i}}{\sum \alpha_{j}}$ and where, in reference to Fig. 5.4, the modes are listed from top to bottom. Note that this will only work for $\boldsymbol{\alpha}$ proportional to some rational vector as photons are discrete. Since Eq. (5.108) is saturable, we may simplify the first term of Eq. (5.83) to obtain

$$
\begin{equation*}
M=\frac{\mathbb{E}\left[\|\nabla f(\boldsymbol{\Theta})\|_{1}^{2}\right]}{N_{2}^{2}}+\sum_{i, j} \frac{2 f_{i j}(\boldsymbol{\theta})^{2}+\frac{f_{i i}(\boldsymbol{\theta}) f_{j j}(\boldsymbol{\theta})}{4}}{n_{i}^{2} n_{j}^{2}} \tag{5.109}
\end{equation*}
$$

For fixed $f$ and $\theta$, the $\frac{1}{n_{i} n_{j}}$ terms in Eq. (5.109) are minimized for the same ratio of $n_{1}: n_{2}: \cdots: n_{d}$ regardless of the value of the total number of photons used, $N_{1}$. Each term is proportional to $N_{1}^{-4}$ multiplied by some function of $f, \boldsymbol{\theta}$, and $d$. Therefore, the structure of Eq. (5.109) becomes identical to the structure of Eq. (5.99), with $N_{1}$ and $N_{2}$ replacing $t_{1}$ and $t_{2}$. As a result, the optimal allocation of photons between $N_{1}$ and $N_{2}$ will yield $N_{1}=\mathcal{O}\left(N_{\text {total }}^{3 / 5}\right)$ and $N_{2}=\mathcal{O}\left(N_{\text {total }}\right)$, meaning that the $N_{2}^{-2}$ term in Eq. (5.109) is dominant asymptotically. Therefore, for photons, we may asymptotically achieve

$$
\begin{equation*}
M=\frac{\|\nabla f(\boldsymbol{\Theta})\|_{1}^{2}}{N_{\text {total }}^{2}}+\mathcal{O}\left(\frac{1}{N_{\text {total }}^{12 / 5}}\right) \tag{5.110}
\end{equation*}
$$

This strategy is optimal if the linear combination estimation strategy presented in Ref. [231] is optimal, as conjectured in that work.

Eq. (5.110) also exhibits Heisenberg scaling. Suppose we were to measure each parameter individually and then calculate the function. When measuring the parameters individually, we obtain the same error formula as Eq. (5.65), except now we set $\operatorname{Var} \Theta_{i}=\frac{1}{n_{i}^{2}}$ to get

$$
\begin{equation*}
M_{\text {unentangled }}=\sum_{i} \frac{f_{i}(\boldsymbol{\theta})^{2}}{n_{i}^{2}} \tag{5.111}
\end{equation*}
$$

The optimal distribution requires an $n_{i}$ proportional to the weight $f_{i}(\boldsymbol{\theta})^{2 / 3}$, yielding an entanglement-free error of

$$
\begin{equation*}
M_{\text {unentangled }}=\frac{\|\nabla f(\boldsymbol{\theta})\|_{2 / 3}^{2}}{N_{\text {total }}^{2}} \tag{5.112}
\end{equation*}
$$

As with qubits, by comparing Eq. (5.110) with Eq. (5.112) in the case where all of the $f_{i}(\boldsymbol{\theta})$ are approximately equal, we find that the photonic two-step protocol yields a $\mathcal{O}(d)$ improvement in error over measuring each parameter individually. This improvement when all quantities are equally important can also be seen in Ref. [230] for the special case of $f$ being a linear combination. As in the qubit case, the improvement in error is lessened when $\nabla f(\boldsymbol{\theta})$ is not approximately equal in all components.

In fact, this method can be extended still more generally. Rather than cases where the signal is imprinted on photons by a phase shift, we can consider the protocol developed in Ref. [228], which is capable of entanglement-enhanced distributed sensing of continuous variables by using homodyne measurements. Besides measuring parameters in different physical settings, we may also measure functions
of variables coupled to spins, phase-shifts of photons, continuous variables, and any combination of these.

In such a hybrid scenario, we can still make use of the two-step protocol. The first step, obtaining initial estimates for the individual parameters, proceeds equivalently, since the measurements of the spins and of the photons can be viewed as occurring in parallel. For the linear combination case, we can assume that the optimal spin and photon input states can be entangled as follows:

$$
\begin{equation*}
\left|\psi_{\text {spin-photon }}\right\rangle=\frac{1}{\sqrt{2}}\left(\left|n_{1}, 0, n_{2}, 0 \ldots\right\rangle \otimes|1,1,1, \ldots\rangle+\left|0, n_{1}, 0, n_{2}, \ldots\right\rangle \otimes|0,0,0, \ldots\rangle\right) \tag{5.113}
\end{equation*}
$$

Here, $n_{i}=N_{\text {total }} \frac{\alpha_{i}}{\sum \alpha_{j}}$, where the sum runs over only the $j$ corresponding to photonic modes, denotes the number of photons which pass through the arms of the $i$-th interferometer. The state in Eq. (5.113) is designed in such a way that the two branches of the overall wavefunction accumulate relative to each other a phase equal to the total linear combination we are interested in. In order to extract this final phase, the state can be unitarily mapped onto a qubit, which contains all of the accumulated phase and is then measured.

One caveat is that the linear combination protocol will accumulate phase proportional to time for the qubits and phase proportional to the number of photons for interferometers. For instance, if $\theta_{1}$ is coupled to a qubit (and therefore has units of frequency) and $\theta_{2}$ is coupled to an interferometer (and is therefore unitless), then the two branches of our state accumulate a relative phase $\theta_{1} t+\theta_{2} n$. Therefore, one may have to adjust $t$ or $n$ in order to get the desired linear combination

### 5.6.5 Applications

As our protocol can measure any analytic function of $\boldsymbol{\theta}$, it is widely applicable. In fact, there is no requirement that different $\theta_{i}$ have the same physical origin. For instance, a $\theta_{1}$ representing an electric field and $\theta_{2}$ measuring a magnetic field could be used to measure the Poynting vector.

One potential application of function measurements is the interpolation of nonlinear functions. Suppose that an ansatz with $d$ tunable parameters is made for the strength of the field in a region. With readings from $\geq d$ different points, one could determine the parameters of the ansatz and therefore determine the value of the field at other points. Estimations of these ansatz parameters, which are functions of the measured fields, may potentially be improved using entangled states depending on the figure of merit $[186,237]$. Note that this procedure can be carried out even if it is difficult to invert the ansatz in terms of the $d$ measurements. Suppose that $\boldsymbol{\theta}=f(\boldsymbol{c}, \boldsymbol{x})$ and that $\boldsymbol{c}=f^{-1}(\boldsymbol{\theta}, \boldsymbol{x})$ exists, but has no closed-form solution which can be easily evaluated. First, we make measurements $\hat{\boldsymbol{\theta}}$. To create an initial estimate of the values $\boldsymbol{c}$, we use a numerical root-finder to find estimates $\boldsymbol{C}$. We can now implement the second step of our protocol by finding the first derivatives $\partial c_{i} / \partial \theta_{j}$ using the matrix identity $\frac{\partial \boldsymbol{\theta}}{\partial \boldsymbol{c}} \cdot \frac{\partial \boldsymbol{c}}{\partial \boldsymbol{\theta}}=I$. Since $f$ is known, $\partial \boldsymbol{\theta} / \partial \boldsymbol{c}$ can be inverted to yield the $\partial \boldsymbol{c} / \partial \boldsymbol{\theta}$ needed to estimate $\boldsymbol{Q}=\partial \boldsymbol{c} /\left.\partial \boldsymbol{\theta}\right|_{\boldsymbol{\theta}=\boldsymbol{\Theta}} \cdot(\boldsymbol{\theta}-\boldsymbol{\Theta})$. Our final estimate is $\boldsymbol{C}+\boldsymbol{Q}$, which was obtained without having to compute $f^{-1}$ in general.

Interpolation in this manner can proceed by two different schemes. We can either attempt to measure the ansatz parameters themselves, which allows compu-
tation of the field at all other points, or we can skip the final computation step by writing the field at a point of interest as a function of all the points that can be measured. This final function can then be directly measured using an entangled protocol, which will be more accurate. However, the first approach has the advantage that knowing the ansatz parameters allows estimation of all points in the space in question.

One particular interpolation of interest arises in ion trap quantum computing. In trapped ion chains, qubits are manipulated using Gaussian laser beams, and two primary sources of error are intensity and beam pointing fluctuations [74, 238, 239]. Our protocol offers better ways to characterize this noise. In order to detect the field error at a qubit's position without disturbing the qubit, we can perform interpolation by measuring the field's effect on other ions, possibly of a different atomic species, positioned nearby. Given the ansatz of the Gaussian beam profile, we are able to calculate the field at the qubit of interest and perhaps correct the error.

### 5.7 Outlook

We have presented measurement protocols for quantum networks which are useful for measuring arbitrary analytic functions of many parameters and developed a Heisenberg limit for this problem linear combinations. We have presented a Heisenberg-scaling measurement protocol using quantum sensor networks for measuring any multivariate, real-valued, analytic function, and this protocol is consistent with the Heisenberg limit when measuring functions with comparably-sized gradi-
ents in each component. Future work may include proving the optimality of the two-step protocol when constrained by the number of photons, which would require extending the results of Ref. [231].

Our protocol can be considered a generalization of entanglement-enhanced Ramsey spectroscopy, as in Ref. [23], to the measurement of spatially varying quantities. In the future, we hope to search for further protocols and to remove the requirements of small signal or evolution time where we have imposed them. We identified magnetometry in general and nanoscale NMR in particular as candidate applications of our protocol, but we wish to stress our protocol's significantly broader scope. In particular, we expect that our protocol will be useful for measuring spatially varying quantities in contexts such as gravimetry [240,241], spectroscopy [173], and rotation sensing [242-244]. Note there is also no requirement that the parameters measured in a linear combination be of the same physical source. For instance, a sensor network could measure a linear combination of both electric and magnetic fields. In general, our protocol can be applied in any setting where Ramsey spectroscopy can be applied if the quantity of interest is nonlocal. In addition, recent work [245] indicates that spatial correlations in measurements may be a useful tool for noise-filtering and error correction in quantum sensors.

We specifically identified field interpolation as a promising application of our arbitrary-function protocol, but we stress that our protocol can assist in the measurement of any analytic function. More work remains to determine when it is optimal to measure the coefficients of interpolation and when it is optimal to directly measure the final function. We are also interested in fleshing out possible
intersections between quantum function estimation and machine learning. Supervised machine learning is a type of interpolation: estimating functional outputs for unknown inputs by extracting information from known input-output pairs [246]. It is possible our protocol could be used to improve the accuracy of training a machine learning model if the necessary quantity for training was a function of physical measurements. Additionally, the final output of many machine learning algorithms, such as neural networks, is a non-linear but infinitely differentiable function of the inputs [247]. Our work could aid in computing this complicated function for new input when making predictions.
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[^0]:    ${ }^{1}$ For $\alpha \leq d$, the thermodynamic limit is not well defined unless the Hamiltonian contains a volume-dependent prefactor proportional to $1 / L^{d-\alpha}$ for linear system size $L$ (or $\ln L$ if $\alpha=d$ ) $[65,66]$. The inverse of this factor would multiply the required state transfer time. For many physical systems such as polar molecules, this mathematical point will not modify the actually existing interactions over distances of interest, so we do not consider it here.

[^1]:    ${ }^{1}$ If, for the application at hand, a planar graph is required, cycles such as $C_{n}$ can yield the same scaling.

[^2]:    ${ }^{2}$ We studiously avoid referring to the machine qubits as "physical" in this chapter, as we do not want to confuse this conceptual distinction with the physical/logical qubit divide in error correction. All of the qubits referenced in this section are logical qubits in the error-correcting sense.

[^3]:    ${ }^{1}$ Since the capital letter $F$ is used for Fisher information, we break our usual notational conventions and use $\tilde{f}$ for the function estimator.

