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Besides potentially delivering a huge leap in computational power, quantum computers also offer an essential platform for simulating properties of quantum systems. Consequently, various algorithms have been developed for approximating the dynamics of a target system on quantum computers. But generic quantum simulation algorithmsdeveloped to simulate all Hamiltonians-are unlikely to result in optimal simulations of most physically relevant systems; optimal quantum algorithms need to exploit unique properties of target systems. The aim of this dissertation is to study two prominent properties of physical systems, namely locality and symmetry, and subsequently leverage these properties to design efficient quantum simulation algorithms.

In the first part of the dissertation, we explore the locality of quantum systems and the fundamental limits on the propagation of information in power-law interacting systems. In particular, we prove upper limits on the speed at which information can propagate in power-law systems. We also demonstrate how such speed limits can be achieved
by protocols for transferring quantum information and generating quantum entanglement. We then use these speed limits to constrain the propagation of error and improve the performance of digital quantum simulation. Additionally, we consider the implications of the speed limits on entanglement generation, the dynamics of correlation, the heating time, and the scrambling time in power-law interacting systems.

In the second part of the dissertation, we propose a scheme to leverage the symmetry of target systems to suppress error in digital quantum simulation. We first study a phenomenon called destructive error interference, where the errors from different steps of a simulation cancel out each other. We then show that one can induce the destructive error interference by interweaving the simulation with unitary transformations generated by the symmetry of the target system, effectively providing a faster quantum simulation by symmetry protection. We also derive rigorous bounds on the error of a symmetry-protected simulation algorithm and identify conditions for optimal symmetry protection.
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## Chapter 1: Introduction

### 1.1 Overview of the dissertation

Digital simulation is an important instrument in the discovery of physics, providing us with key insights into the dynamics of quantum systems. Instead of hours of clever mathematical manipulations, one could simply simulate the dynamics of the electrons in two molecules of different species as they are brought together in a chemical reaction and thereby learn the rate of reaction. One could also simulate the ground-state behaviors of electrons in a crystal and infer macroscopic properties of the corresponding material.

Due to quantum phenomena such as interference and entanglement, the simulations of quantum systems are often beyond the capability of classical computers. Quantum computers offer a solution in such situations. On a quantum computer, we would simulate the dynamics of the electrons by first mapping the electrons themselves onto "qubits"the units of information on a quantum computer-and then mapping their dynamics onto a series of elementary operations ("quantum gates") applied to the qubits. Under these quantum gates, the qubits would mimic the dynamics of the electrons, allowing us to infer the properties of the electrons by measuring the qubits at the end of the simulation.

Finding the optimal mapping that minimizes the number of qubits, the number of elementary operations, and the error of the simulation is the central goal of quantum
simulation algorithms. In Sec. 1.2 below, we will provide a brief review of an important class of quantum simulation algorithms: the product formulas. The product formulas do not assume any special structure of the Hamiltonian and can be applied to simulate most quantum systems. This feature, however, is also a caveat; the product formulas may not provide any advantages, compared to the simulations of generic systems, even when we supply them with advanced knowledge about the target systems. The aim of this dissertation is to answer a fundamental question: Can we design better quantum simulation algorithms by exploiting some common properties of quantum systems?

In Part I of this dissertation, we will focus on using the locality of quantum systems to speed up the digital quantum simulation. Most physical interactions decay with distance as a power law $1 / r^{\alpha}$, where $r$ is the distance and $\alpha>0$ is a constant. Examples include the Coulomb interaction $(\alpha=1)$, the dipole-dipole interaction $(\alpha=3)$, the Van der Waals interaction ( $\alpha=6$ ), and the nearest-neighbor interaction $(\alpha \rightarrow \infty)$. The fact that these interactions decay with distance implies a notion of locality in the systems: it takes time for information to propagate in quantum systems. In Chapter 2, we will discuss the Lieb-Robinson bound, which provides an upper bound on the speed at which information can propagate in power-law systems. We will then present in Chapter 3 a protocol that transfers quantum states and generates entanglement at the speed that saturates this bound. In Chapter 4, we will discuss a hierarchy of speed limits, besides the Lieb-Robinson bound, that constrain different information processing tasks. In Chapter 5, we will discuss how a constraint on the propagation of information also constrains the propagation of simulation error, enabling the design of a faster quantum simulation algorithm. Finally, in Chapter 6, we will present several other implications of the locality
on the growth of correlations, the transfer of quantum states, the complexity of boson sampling, the generation of topologically ordered states, the clustering of correlations, and the heating rate in power-law interacting systems.

Symmetry provides another valuable, yet under-explored, resource for speeding up digital quantum simulation. In Part II of this dissertation, we will discuss a technique that leverages the symmetry in the target systems to improve quantum simulation algorithms. In Chapter 7, we will study a phenomenon called destructive error interference, where the error from different steps of a simulation may cancel out each other, resulting in a small total error of the simulation. In Chapter 8, we will then discuss how we can use the symmetry of the target systems to induce the destructive interference, which suppresses the error of the simulation and effectively enables a faster simulation.

### 1.2 Digital Quantum Simulation

In quantum mechanics, given a system described by a Hamiltonian $H$, its dynamics are given by the unitary operator $U=e^{-i H t}$, where $t$ is the time of the evolution. In general, this unitary $U$ acts non-trivially on every qubit representing the system. Meanwhile, the elementary operations of a quantum computer are often two-local-each elementary operation affects at most two qubits at a time. Quantum simulation algorithms provide mappings between the evolution unitary $U$ and such elementary operations.

The first quantum simulation algorithm proposed by Lloyd [1] uses the Trotter product formula, also known as the first-order product formula [2, 3]. Given a Hamiltonian $H=\sum_{\mu=1}^{L} h_{\mu}$ that is a sum of $L$ interaction terms $h_{\mu}$, where each acts non-trivially on at
most two qubits, the Trotter product formula decomposes the evolution under $H$ into the evolutions under each interaction $h_{\mu}$ :

$$
\begin{equation*}
e^{-i H t} \approx e^{-i h_{L} t} \ldots e^{-i h_{2} t} e^{-i h_{1} t}=: S_{1}(t) \tag{1.1}
\end{equation*}
$$

This decomposition is exact if the terms $h_{\mu}$ mutually commute: $\left[h_{\mu}, h_{\nu}\right]:=h_{\mu} h_{\nu}-h_{\nu} h_{\mu}=$ 0 . Otherwise, the error of the decomposition is upper bounded by a sum over the norms of the commutators between the terms of the Hamiltonian:

$$
\begin{equation*}
\left\|e^{-i H t}-e^{-i h_{L} t} \ldots e^{-i h_{2} t} e^{-i h_{1} t}\right\| \leq \sum_{\mu, \nu=1}^{L}\left\|\left[h_{\mu}, h_{\nu}\right]\right\| t^{2} \tag{1.2}
\end{equation*}
$$

where $\|\cdot\|$ refers to the operator norm-the maximum singular value of a matrix. The error is second order in $t$ and is small for short-time simulations. To control the error in a long-time simulation, we typically divide the time $t$ into a number of small time steps, which we call the Trotter number $r$, and apply the Trotter product formula to each time step:

$$
\begin{equation*}
e^{-i H t}=\left(e^{-i H t / r}\right)^{r} \approx\left(e^{-i h_{L} t / r} \ldots e^{-i h_{2} t / r} e^{-i h_{1} t / r}\right)^{r} \tag{1.3}
\end{equation*}
$$

This strategy results in a total error not exceeding $\sum_{\mu, \nu=1}^{L}\left\|\left[h_{\mu}, h_{\nu}\right]\right\| t^{2} / r$, which decreases as we increase the Trotter number. Because increasing $r$ also increases the number of quantum gates used in the simulation, to minimize the gate count, we would choose the minimal value of $r$ such that the total error of the simulation meets a certain tolerance $\varepsilon$.

The Trotter product formula can be generalized to algorithms that approximate the
time evolution $e^{-i H t}$ up to higher-order in time [4, 5, 6, 7]. For example, the $p$ th-order Suzuki-Trotter product formulas, for even $p \geq 2$, are symmetrized versions of the Trotter formula and can be constructed recursively on $p$ [2]:

$$
\begin{align*}
& S_{2}(t):=e^{-i h_{L} t / 2} \ldots e^{-i h_{2} t / 2} e^{-i h_{1} t / 2} e^{-i h_{1} t / 2} e^{-i h_{2} t / 2} \cdots e^{-i h_{L} t / 2},  \tag{1.4}\\
& S_{p}(t):=S_{p-2}\left(\lambda_{p} t\right)^{2} \cdot S_{p-2}\left(\left(1-4 \lambda_{p}\right) t\right) \cdot S_{p-2}\left(\lambda_{p} t\right)^{2}, \tag{1.5}
\end{align*}
$$

where $\lambda_{p}=1 /\left(4-4^{1 /(p-1)}\right)$. The $p$ th-order Suzuki-Trotter product formulas approximate the time evolution up to the $p$ th order in time:

$$
\begin{equation*}
\left\|e^{-i H t}-S_{p}(t)\right\| \leq \frac{2}{p+1} \Upsilon^{p+1} \alpha_{\mathrm{comm}} t^{p+1} \tag{1.6}
\end{equation*}
$$

where $\Upsilon=2 \times 5^{p / 2-1}$ and $\alpha_{\text {comm }}$ is a sum over the norms of all $p$-layered nested commutators between the terms of the Hamiltonian:

$$
\begin{equation*}
\alpha_{\mathrm{comm}}:=\sum_{\mu_{0}, \ldots, \mu_{p}=1}^{L}\left\|\left[h_{\mu_{p}}, \ldots\left[h_{\mu_{1}}, h_{\mu_{0}}\right] \ldots\right]\right\| . \tag{1.7}
\end{equation*}
$$

Besides the product formulas, more advanced quantum simulation algorithms have been developed, including those that are based on quantum walks, linear combinations of unitaries $[8,8,9]$, and quantum signal processing $[10,11]$. These algorithms asymptotically reduce the cost of digital quantum simulation in terms of the number of gates used in the limit of large time or large system size. Despite these developments, the product formulas, due to their simple construction, remain the most popular algorithms for near-
term implementations of digital quantum simulation. In particular, the small prefactor in the scaling of the gate count of the first-order product formula compared to the more advanced quantum simulation algorithms makes it more attractive for simulations where the evolution time and the system size are not too large [7].

## Part I

Locality and Digital Simulation of Quantum Systems

## Chapter 2: Locality in Quantum Systems

Over a century ago, Einstein realized that there is a speed limit to information propagation. If no physical object or signal can travel faster than light, then the speed of light itself must constrain the dynamics of quantum information and entanglement. In ordinary quantum systems, however, emergent speed limits can arise that place more stringent restrictions on information propagation than does the speed of light. For example, in quantum spin systems with nearest-neighbor interactions on a lattice, Lieb and Robinson proved in 1972 that there is a finite velocity of information propagation [12].

Of course, most non-relativistic physical systems realized in experiments include long-range interactions such as the Coulomb interaction, the dipole-dipole interaction, or the van-der-Waals interaction. Each of these decays with distance as a power law $1 / r^{\alpha}$ for some exponent $\alpha$. What is the fundamental speed limit on the propagation of quantum information in these systems?

Despite the importance of this question in designing and constraining the operation of future quantum technologies $[13,14,15,16,17]$, bounding information propagation in systems with power-law interactions has been a notoriously challenging mathematical physics problem. In 2005, Hastings and Koma [18] showed that it takes a time $t \gtrsim \log r$ to send information a distance $r$, for all $\alpha>d$, where $d$ is the dimension of the lattice.

By analogy to Einstein's relativity, we say that there is at least a "logarithmic light cone" for such power-law interactions. However, it was suspected that this bound was far from tight, and ten years later it was shown that $t \gtrsim r^{\gamma}$, for an exponent $0<\gamma<1$ when $\alpha>2 d[19,20,21]$. In 2019, Chen and Lucas [22] proved the existence of a linear light cone $(t \gtrsim r)$ for all $\alpha>3$ in $d=1$; Kuwahara and Saito [23] later generalized this result to higher dimensions, finding a linear light cone for all $\alpha>2 d+1$. These recent results prove that power-law interactions are, for all practical purposes, entirely local for sufficiently large $\alpha$.

A natural question is then how small $\alpha$ must be in order to break a linear light cone. Fast state-transfer and entanglement-generation protocols developed in the past year [23, $24,25,26]$ have ultimately demonstrated that the time $t$ required to send information a distance $r$ obeys $t \lesssim r^{\min (\alpha-2 d, 1)}$ for any $\alpha>2 d$ and $t \lesssim r^{o(1)}$ for $\alpha<d$, where $o(1)$ is an arbitrarily small constant. Combining all best known results in the literature leads to the diagram shown in Fig. 2.1, which compares known information-transfer protocols to corresponding Lieb-Robinson bounds.

In this Chapter, we complete this extensive literature on Lieb-Robinson bounds for power-law interactions $[18,18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33]$, by proving that quantum information is contained within the Lieb-Robinson light cone $t \gtrsim$ $r^{\min (\alpha-2 d-\varepsilon, 1)}$, for any $\varepsilon>0$. This result closes the remaining gap between bounds and protocols in Fig. 2.1, and concludes the fifteen-year quest to understand the fundamental speed limit on quantum information in the presence of power-law interactions. We sketch the proof of the result in the main text and refer readers to Appendix A for a rigorous treatment.

## Light cone exponent



Figure 2.1: The gap in the Lieb-Robinson literature in $d>1$ dimensions. The red solid lines represent the exponent $\gamma$ of the Lieb-Robinson light cone $t \gtrsim r^{\gamma}$ in literature. The green solid lines correspond to the light cone exponents of best-known informationpropagating protocols. Accordingly, the green region corresponds to attainable light cone exponents, whereas the red region is forbidden by the known bounds. Our result (red dashed line) closes the gap in our understanding of the Lieb-Robinson light cone.

### 2.1 The Lieb-Robinson Light Cone for Power-Law Interactions

We consider a $d$-dimensional regular lattice $\Lambda$, a finite-level system at every site of the lattice, and a two-body power-law Hamiltonian $H(t)$ with an exponent $\alpha$ supported on the lattice. Specifically, we assume $H(t)=\sum_{i, j \in \Lambda} h_{i j}(t)$ is a sum of two-body terms $h_{i j}$ supported on sites $i, j$ such that $\left\|h_{i j}(t)\right\| \leq 1 / \operatorname{dist}(i, j)^{\alpha}$ for all $i \neq j$, where $\|\cdot\|$ is the operator norm and $\operatorname{dist}(i, j)$ is the distance between $i, j$. In the following discussion, we assume $\Lambda$ is a hypercubic lattice of qubits for simplicity.

We use $\mathcal{L}$ to denote the Liouvillian corresponding to the Heisenberg evolution under Hamiltonian $H$, i.e. $\mathcal{L} \mid O) \equiv \mid i[H, O]$ ) for any operator $O$, and use $\left.\left.e^{\mathcal{L t}} \mid O\right) \equiv \mid O(t)\right)$ to denote the time-evolved version of the operator $O$. We also use $\left.\mathbb{P}_{r}^{(i)} \mid O\right)$ to denote an operator constructed from $O$ by decomposing $O$ into a sum of Pauli strings and removing
strings that are supported entirely within a ball of radius $r$ from $i$. Colloquially speaking, $\left.\mathbb{P}_{r}^{(i)} \mid O\right)$ is the component of $O$ that has non-trivial support on sites a distance at least $r$ from site $i$. If $i$ is the origin of the lattice, we drop the superscript $i$ and simply write $\mathbb{P}_{r}$ for brevity.

Given a unit-norm operator $O$ initially supported at the origin, our main result is a bound on how much $O$ spreads to a distance $r$ and beyond under the evolution $e^{\mathcal{L} t}$ :

Theorem 1. For any $\alpha \in(2 d, 2 d+1)$ and an arbitrarily small $\varepsilon>0$, there exist constants $c, C \geq 0$ such that

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq C\left(\frac{t}{r^{\alpha-2 d-\varepsilon}}\right)^{\frac{\alpha-d}{\alpha-2 d}-\frac{\varepsilon}{2}} \tag{2.1}
\end{equation*}
$$

holds for all $1 \leq t \leq c r^{\alpha-2 d-\varepsilon}$.

Because $\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \|$ can be both upper- and lower-bounded by linear functions of $\sup _{A}\left\|\left[A, e^{\mathcal{L} t} O\right]\right\|$, where $A$ is a unit-norm operator supported at least a distance $r$ from $O$, Eq. (2.1) is equivalent to a bound on the unequal-time commutators commonly used in the Lieb-Robinson literature.

For $\alpha \in(2 d, 2 d+1)$, by setting the left-hand side of Eq. (2.1) to a constant, Theorem 1 implies the light cone $t \gtrsim r^{\alpha-2 d-\varepsilon}$ for some $\varepsilon$ that can be made arbitrarily small. Note that our definition does not require $\left\|h_{i j}\right\|$ to decay exactly as $1 / \operatorname{dist}(i, j)^{\alpha}$; it may actually decay faster than $1 / \operatorname{dist}(i, j)^{\alpha}$ and still satisfy the condition of a power-law interaction with an exponent $\alpha$. Therefore, for $\alpha \geq 2 d+1$ and power-law Hamiltonians $H=\sum_{i j} h_{i j}$ satisfying $\left\|h_{i j}\right\| \leq 1 / \operatorname{dist}(i, j)^{\alpha}<1 / \operatorname{dist}(i, j)^{2 d+1-\varepsilon}$, Theorem 1 implies a linear light cone $t \gtrsim r^{1-2 \varepsilon}$.

### 2.2 Sketch of Proof

For simplicity, we assume here that the lattice diameter is $\mathcal{O}(r)$. We show in Appendix A that interactions whose ranges are much larger than $r$ do not contribute significantly to the dynamics of $O$ and, therefore, can be safely removed from the Hamiltonian. Our strategy is to group the interactions of the Hamiltonian by their ranges, prove a bound for short-range interactions, and recursively add longer-range interactions to the Hamiltonian.

Specifically, we choose $\ell_{k} \equiv L^{k}$ for $k=1, \ldots, n$, where $L, n$ are parameters to be chosen later. We use $H_{k}$ to denote those terms of $H$ with range at most $\ell_{k}$ and use $\mathcal{L}_{k} \equiv i\left[H_{k}, \cdot\right]$ to denote the corresponding Liouvillian. We start with the standard LiebRobinson bound for $H_{1}$ [12]:

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{1} t} \mid O\right) \| \lesssim e^{\frac{v_{1} t-r}{\ell_{1}}}, \tag{2.2}
\end{equation*}
$$

where $v_{1} \propto \ell_{1}=L$ is the rescaled Lieb-Robinson velocity, and prove a bound for $H_{2}$ by adding $V_{2} \equiv H_{2}-H_{1}$, i.e., interactions of range between $\ell_{1}$ and $\ell_{2}$, to the Hamiltonian $H_{1}$.

For that, we move into the interaction picture of $H_{1}$ so that we can decompose the evolution $e^{\mathcal{L}_{2} t}=e^{\mathcal{L}_{2, I} t} e^{\mathcal{L}_{1} t}$ into two consecutive evolutions, where $e^{\mathcal{L}_{2, I} t}$ is the evolution under $V_{2, I} \equiv e^{\mathcal{L}_{1} t} V_{2}$. Loosely speaking, the light cone induced by $H_{2}$ will be a "sum" of the light cones induced by $H_{1}$ and $V_{2, I}$ individually (see Appendix A for a proof.) With the light cone of $H_{1}$ given by Eq. (2.2), our task is to find the light cone of $V_{2, I}$.


Figure 2.2: We study the structure of $V_{2, I}$ by dividing the lattice into hypercubes of length $\ell_{2}$ (labeled by $x, y$, and $z$ for example). In the interaction picture, how much each $e^{\mathcal{L}_{1} t} h_{i j}$ contributes to the pair-wise "effective interaction" between two hypercubes depends on how strongly the support of $e^{\mathcal{L}_{1} t} h_{i j}$ (represented by the shaded area) overlaps with the hypercubes. Because of the bound in Eq. (2.2), the evolved operator $e^{\mathcal{L}_{1} t} h_{i j}$ is largely confined to the light cones induced by $\mathcal{L}_{1}$ around $i$ and $j$ (the smallest disks around $i$ and $j$ ). The component of $e^{\mathcal{L}_{1} t} h_{i j}$ supported outside this light cone is exponentially suppressed with distance (represented by lighter shade). Consequently, the effective interaction between the hypercubes $x$ and $z$ is exponentially smaller than the one between $x$ and $y$.

For this purpose, we consider the structure of $V_{2, I}$ and show that, with a suitable rescaling of the lattice, the interactions in $V_{2, I}$ decay exponentially with distance. We then obtain the light cone of $V_{2, I}$ using the standard Lieb-Robinson bound on the rescaled lattice. Specifically, we divide the lattice into non-overlapping hypercubes of length $\ell_{2}$ (see Fig. 2.2). Given $x, y$ as the centers of two hypercubes, we define $\operatorname{dist}(x, y) / \ell_{2}$ to be the rescaled distance between the hypercubes. We shall estimate the strength of the interaction between hypercubes under the Hamiltonian $V_{2, I}$.

We first consider the case $t=0$ so that $V_{2, I}=V_{2}$. Because each interaction in $V_{2}$ has range at most $\ell_{2}$, no interaction $h_{i j}$ is supported on two distinct hypercubes unless they are nearest neighbors. Therefore, only nearest-neighboring hypercubes may interact under $V_{2, I}=V_{2}$.

The case $t>0$ is slightly more complicated. The support of an interaction $h_{i j}$ in $V_{2}$ may expand under $e^{\mathcal{L}_{1} t}$, and, hence, non-nearest-neighboring hypercubes may interact with each other. However, due to Eq. (2.2), the support of $e^{\mathcal{L}_{1} t} h_{i j}$ would largely remain inside the balls of radius $v_{1} t$ around $i, j$. The interactions between hypercubes are exponentially suppressed with distance by Eq. (2.2). Therefore, the system of hypercubes would interact via a nearly finite-range interaction (see Fig. 2.2).

To apply the standard Lieb-Robinson bound for this system of hypercubes, we estimate the maximum effective interaction between any pair of nearest-neighboring hypercubes centered on $x, y$. In particular, assuming $v_{1} t \leq \ell_{2}$, the primary contributions to such an interaction come from $\propto \ell_{2}^{d} \times \ell_{2}^{d}=\ell_{2}^{2 d}$ interaction terms $e^{\mathcal{L}_{1} t} h_{i j}$ whose light cones under $H_{1}$ may overlap with the hypercubes. Because each interaction $h_{i j}$ has norm at most $1 / \ell_{1}^{\alpha}$ by our assumption, the total contribution to the interactions between the cubes $x, y$ is $\mathcal{O}\left(\ell_{2}^{2 d} / \ell_{1}^{\alpha}\right)$. Applying the standard finite-range Lieb-Robinson bound on the system of hypercubes, where the maximum energy per interaction is $\mathcal{O}\left(\ell_{2}^{2 d} / \ell_{1}^{\alpha}\right)$ and the distance is rescaled by a factor $\ell_{2}$, we obtain the bound for the evolution under $V_{2, I}$ :

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{I} t} \mid O\right) \| \lesssim \exp \left(\mathcal{O}\left(\frac{\ell_{2}^{2 d}}{\ell_{1}^{\alpha}}\right) t-\frac{r}{\ell_{2}}\right) \equiv e^{\frac{\Delta v t-r}{\ell_{2}}} \tag{2.3}
\end{equation*}
$$

where $\Delta v=\mathcal{O}\left(\ell_{2}^{2 d+1} / \ell_{1}^{\alpha}\right)$.
After getting the light cone for the evolution under $V_{2, I}$, we now combine it with the evolution under $H_{1}$ to obtain the light cone of $H_{2}$. Intuitively, the evolutions under $H_{1}$ and $V_{2, I}$ for time $t$ may each grow the support radius of an operator by $v_{1} t$ and $\Delta v t$ respectively. Therefore, one would expect an operator evolved under $H_{1}$ and $V_{2, I}$ consec-
utively, each for time $t$, may have the support radius at most $\left(v_{1}+\Delta v\right) t$. In Appendix A, we show that

$$
\begin{equation*}
\left.\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{2} t} \mid O\right)\|=\| \mathbb{P}_{r} e^{\mathcal{L}_{2}, t} e^{\mathcal{L}_{1} t} \mid O\right) \| \lesssim e^{\frac{v_{2} t-r}{\ell_{2}}}, \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{2} \propto \log (r) v_{1}+\Delta v=\log (r) v_{1}+\frac{\ell_{2}^{2 d+1}}{\ell_{1}^{\alpha}} \tag{2.5}
\end{equation*}
$$

and $r$ is the diameter of the lattice $\Lambda$. The additional factor of $\log (r)$ (compared to our intuition) comes from the enhancement to the operator spreading due to the increased support size after the first evolution $e^{\mathcal{L}_{1} t}$.

Up to this point, we have used the bound Eq. (2.2) for $H_{1}$ to prove a bound for $H_{2}$ [Eq. (2.4)], which has the same form. Repeating this process, we arrive at similar bounds for $H_{k}(k=3,4, \ldots, n)$ :

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{k} t} \mid O\right) \| \lesssim e^{\frac{v_{k} t-r}{\ell_{k}}}, \tag{2.6}
\end{equation*}
$$

where the velocity $v_{k}$ is defined iteratively:

$$
\begin{equation*}
v_{k} \propto \log (r) v_{k-1}+\frac{\ell_{k}^{2 d+1}}{\ell_{k-1}^{\alpha}} \tag{2.7}
\end{equation*}
$$

Increasing $k$ makes the bound in Eq. (2.6) applicable for longer and longer interactions. However, doing so also increases $\ell_{k}$, resulting in weaker and weaker bounds. In particular,
if $\ell_{k}>r$, Eq. (2.6) becomes trivial even for $t \leq r / v_{k}$. Therefore, we stop the iteration at $k=n$ such that $\ell_{n}$ is slightly smaller than $r$. Specifically, we choose $n$ such that $\ell_{n}=L^{n}=r / \chi(t, r)$, where $\chi(t, r)>1$ is a function of $t, r$. For $v_{n} t \leq r / 2$, the righthand side of Eq. (2.6) becomes

$$
\begin{equation*}
e^{\frac{v_{n} t-r}{\ell_{n}}} \lesssim e^{-\frac{r}{2 \ell_{n}}} \lesssim e^{-\frac{1}{2} \chi(t, r)} \lesssim \frac{1}{\chi(t, r)^{\omega}} \tag{2.8}
\end{equation*}
$$

where we upper-bound an exponentially decaying function of $\chi(t, r)$ by a power-law decaying function of $\chi(t, r)$ with an exponent $\omega>0$. Choosing $\chi(t, r)=\left(r^{\alpha-2 d} / t\right)^{\zeta}$, where $\zeta>0$ is an arbitrarily small constant, and $\omega=\frac{\alpha-d}{\zeta(\alpha-2 d)}$, we obtain the desired bound

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{n} t} \mid O\right) \| \lesssim\left(\frac{t}{r^{\alpha-2 d}}\right)^{\frac{\alpha-d}{\alpha-2 d}} \tag{2.9}
\end{equation*}
$$

Note that Eq. (2.9) only holds for $t \leq r / 2 v_{n}$. To maximize the range of validity of Eq. (2.9), we aim to choose $L$ such that $v_{n}$ is as small as possible. Without the second term in Eq. (2.7), we would expect $v_{k}$ to increase by a factor of $\log r$ between iterations. Meanwhile, given $\ell_{k}=L^{k}$, the second term in Eq. (2.7) also increases by a factor $L^{2 d+1-\alpha}$ in every iteration. Choosing $L^{2 d+1-\alpha} \propto \log r$ so that the two terms in Eq. (2.7) have roughly equal contributions to $v_{k}$, we expect

$$
\begin{equation*}
v_{n} \propto(\log r)^{n} \propto L^{n(2 d+1-\alpha)}=\left(\frac{r}{\chi(t, r)}\right)^{2 d+1-\alpha} \tag{2.10}
\end{equation*}
$$

up to a small logarithmic correction in $r$. Substituting the earlier choice of $\chi(t, r)$, we
have

$$
\begin{equation*}
v_{n} t \propto r\left(\frac{t}{r^{\alpha-2 d}}\right)^{1+o(1)} \leq r, \tag{2.11}
\end{equation*}
$$

where $o(1)$ represents an arbitrarily small constant, for all $t \leq r^{\alpha-2 d}$. Therefore, the bound in Eq. (2.9) holds as long as $t \lesssim r^{\alpha-2 d}$.

The bound in Eq. (2.9) applies to the Hamiltonian $H_{n}$ constructed from $H$ by taking interactions of range at most $\ell_{n}$, which is slightly smaller than $r$ for all $t \lesssim r^{\alpha-2 d}$. To add interactions of range larger than $\ell_{n}$ to the bound, we use the identity [34]:

$$
\begin{equation*}
e^{\mathcal{L} t}=e^{\mathcal{L}_{n} t}+\sum_{i, j: \operatorname{dist}(i, j)>\ell_{n}} \int_{0}^{t} d s e^{\mathcal{L}(t-s)} \mathcal{L}_{h_{i j}} e^{\mathcal{L}_{n} s} \tag{2.12}
\end{equation*}
$$

where $\mathcal{L}_{h_{i j}}=i\left[h_{i j}, \cdot\right]$ is the Liouvillian corresponding to the interaction $h_{i j}$. We will argue that the contribution from the second term of the right-hand side to the bound on $\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \|$ is small.

Note that $\left.\mathcal{L}_{h_{i j}} e^{\mathcal{L}_{n} s} \mid O\right)$ vanishes if $\left.e^{\mathcal{L}_{n} s} \mid O\right)$ has no support on the sites $i, j$. Suppose site $i$ is closer to the origin than site $j$. Then, most contributions to the right-hand side of Eq. (2.12) come from terms $h_{i j}$ where $i$ lies within the light cone of $\left.e^{\mathcal{L}_{n} s} \mid O\right)$. Let $\mathcal{V}$ be the volume inside this light cone at time $t$. Using the triangle inequality on Eq. (2.12), we would arrive at

$$
\begin{equation*}
\left.\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right)\|\lesssim\| \mathbb{P}_{r} e^{\mathcal{L}_{n} t} \mid O\right) \|+\frac{\mathcal{V} t}{\ell_{n}^{\alpha-d}}, \tag{2.13}
\end{equation*}
$$

where $\mathcal{V}$ is the result of the sum over $i$ inside the light cone, summing over $j$ where
$\operatorname{dist}(i, j)>\ell_{n}$ gives a factor proportional to $1 / \ell_{n}^{\alpha-d}$, and the integral over time in Eq. (2.12) gives the factor $t$.

Suppose we can apply the desired light cone $t \gtrsim r^{\alpha-2 d}$. Then we can estimate the volume inside the light cone $\mathcal{V} \lesssim t^{d /(\alpha-2 d)}$. Substituting it into the above bound together with the value of $\ell_{n}$, we would arrive at

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \lesssim\left(\frac{t}{r^{\alpha-2 d}}\right)^{\frac{\alpha-d}{\alpha-2 d}} \tag{2.14}
\end{equation*}
$$

which gives about the same light cone as in Theorem 1.
However, we are proving Theorem 1 and so cannot yet apply the light cone $t \gtrsim$ $r^{\alpha-2 d}$. Instead, we use the light cone from Ref. [19], which is weaker than Theorem 1, to estimate $\mathcal{V}$. Substituting this value of $\mathcal{V}$ into Eq. (2.13), we obtain a tighter light cone than that of Ref. [19]. Iteratively using the resulting light cone to estimate $\mathcal{V}$ (see Appendix A for a more detailed derivation), we obtain tighter and tighter bounds. These bounds converge to a stable point that is exactly Eq. (2.14). Therefore, we obtain Theorem 1.

### 2.3 Discussion

Theorem 1 implies a light cone that can be made arbitrarily close to $t \gtrsim r^{\alpha-2 d}$ for all $\alpha \in(2 d, 2 d+1)$. In addition, Theorem 1 also implies a linear light cone $t \gtrsim r^{1-o(1)}$ for $\alpha \geq 2 d+1$, providing an alternative proof to Refs. [22, 23] for two-body Hamiltonians. Together with Refs. [18, 22, 23], we have the final Lieb-Robinson light cone for power-
law interactions:

$$
t \gtrsim \begin{cases}\log r & \text { if } d<\alpha \leq 2 d  \tag{2.15}\\ r^{\alpha-2 d-o(1)} & \text { if } 2 d<\alpha \leq 2 d+1 \\ r & \text { if } \alpha>2 d+1\end{cases}
$$

which we can saturate, up to subpolynomial corrections, using the protocol for state transfer and entanglement generation in Ref. [26].

Additionally, at any fixed time, our bound decays with distance as $1 / r^{\alpha-d-o(1)}$. Because the total strength of the interactions between the origin and all sites that are at distance at least $r$ from the origin already scales as $1 / r^{\alpha-d}$, this so-called "tail" of our bound is also optimal.

Our result tightens the constraints on various quantum information tasks in powerlaw systems, including the growth of connected correlation functions, the generation of topological order, and the digital simulation of local observables. Intuitively, as a local operator evolves, it is mostly constrained to lie within a light cone defined by a LiebRobinson bound, with total leakage outside this light cone constrained by the tail of this bound. To simulate the dynamics of such observables, it is sufficient to simulate only the dynamics inside the light cone $[21,25,35]$, resulting in a more efficient simulation than simulating the entire lattice. Similarly, the connected correlator between initially local observables remains small during the dynamics if their corresponding light cones have little overlap [25, 29, 36]. Topologically ordered states-those that cannot be distinguished by local observables-would also remain topologically ordered until local observables have
enough time to substantially grow their supports [25, 36]. Crucially, then, Theorem 1 , which has a provably optimal light cone and tail, provides the best-known asymptotic constraints for the dynamics of these quantities. The mathematical details of precisely how they are bounded and the improvements that our new bound provides are detailed in Appendix A. Additionally, our result may also provide a tighter constraint on the capacity of quantum communication channels based on power-law interacting spins [37].

While we assume that the Hamiltonian is two-body throughout the chapter, we expect the result extends to general many-body interactions. Specifically, we conjecture that Theorem 1 holds for all Hamiltonians $H=\sum_{X \subset \Lambda} h_{X}$, where the sum is over all subsets of the lattice and $\sum_{X \ni i, j}\left\|h_{X}\right\| \leq 1 / \operatorname{dist}(i, j)^{\alpha}$ for all $i \neq j$.

Lastly, while Theorem 1 demonstrates the optimality of the single-particle state transfer protocol of [26], other information-theoretic tasks are constrained by tighter light cones. Our techniques may help extend recent progress [25, 38, 39] in constraining the remaining light cone hierarchy that has been demonstrated with power law interactions.

# Chapter 3: Saturation of the Lieb-Robinson Bound in Power-Law Interacting Systems 

Harnessing entanglement between many particles is key to a quantum advantage in applications including sensing and time-keeping [13, 40], secure communication [41], and quantum computing [42, 43]. For example, encoding quantum information into a multiqubit Greenberger-Horne-Zeilinger-like (GHZ-like) state is particularly desirable as a subroutine in many quantum applications, including metrology [40], quantum computing [44, 45], anonymous quantum communication [46, 47], and quantum secret sharing [48].

The speed at which one can unitarily encode an unknown qubit state $a|0\rangle+b|1\rangle$ into a GHZ-like state $a|00 \ldots 0\rangle+b|11 \ldots 1\rangle$ of a large system is constrained by LiebRobinson bounds $[12,18,18,19,20,21,22,23,25,27,28,29,30,31,32,33]$ and depends on the nature of the interactions in the system. In systems with finite-range interactions and power-law interactions decaying with distance $r$ as $1 / r^{\alpha}$ for all $\alpha \geq 2 d+1$, where $d$ is the dimension of the system, the Lieb-Robinson bounds imply a linear light cone for the propagation of quantum information [22, 23]. Consequently, in such systems, the linear size of a GHZ-like state that can be prepared from unentangled particles cannot grow faster than linearly with time.


Figure 3.1: A demonstration of our protocol for encoding a qubit into a GHZ-like state in a one-dimensional system $C$. Initially, the unknown coefficients $a, b$ are encoded in one qubit (red circle) while the other qubits are each initialized in state $|0\rangle$. The first step of the protocol assumes the ability to encode information into GHZ-like states in subsystems $C_{1}, \ldots, C_{4}$ using, for example, nearest-neighbor interactions. In step 2, we apply a generalized controlled-PHASE gate [Eq. (3.6)] between the subsystems to "merge" the GHZ-like states into an entangled state between all sites. The last three steps rotate this entangled state into the desired GHZ-like state by concentrating the entanglement in each subsystem onto one qubit, applying single-qubit rotations, and redistributing the entanglement to the rest of the system. Repeatedly feeding the resulting GHZ-like state back into step 2 of the protocol yields larger and larger GHZ-like states.

The Lieb-Robinson bounds become less stringent for longer-range interactions, i.e. those with $\alpha<2 d+1$. The bounds theoretically allow quantum information to travel a distance $r$ in time $t$ that scales sublinearly with $r$ [18, 19, 21, 29]. However, no protocol in the present literature can saturate these bounds. In particular, existing protocols for $\alpha \in$ $(d, 2 d]$ are exponentially slower than what is allowed by the corresponding bounds. Up until now, the existence of this gap between the Lieb-Robinson bounds and the achievable
protocols has meant that at least one of the two is not yet optimal, hinting at either a tighter Lieb-Robinson bound or the possibility of speeding up many quantum information processing tasks.

In this Chapter, we close the gap for all $\alpha \in(d, 2 d+1]$ in $d$ dimensions by designing a protocol for encoding an arbitrary qubit into a multiqubit GHZ-like state and, subsequently, transferring information at the limits imposed by the Lieb-Robinson bounds. There are three key implications of the protocol. First, within these regimes of $\alpha$, it establishes the tightness of the Lieb-Robinson bounds, up to subpolynomial corrections, and effectively puts an end to the fifteen-year search for a tighter bound. Second, our protocol implies optimal designs for future experiments on power-law interacting systems, including trapped ions $[49,50](\alpha \in[0,3])$ in one and two dimensions ${ }^{1}$, ultracold atoms in photonic crystals [53, 54], van-der-Waals interacting Rydberg atoms [55, 56] ( $\alpha=6$ ) in three dimensions [57], as well as the very common case of dipolar interactions in nitrogen-vacancy centers [58], polar molecules [59], and dipole-dipole interacting Rydberg atoms [60] $(\alpha=3)$ in two dimensions. Finally, our protocol implies a lower bound on the gate count in simulating power-law interacting systems on a quantum computer, providing a benchmark for the performance of quantum simulation algorithms.

The structure of the Chapter is as follows. In Sec. 3.1, we define our setting and introduce the main result: the optimal state-transfer time in power-law interacting systems [Eq. (3.3)]. In Sec. 3.2, we describe the corresponding optimal protocol for generating entanglement and subsequently transferring quantum information. At the end of

[^0]Sec. 3.2, we discuss the key ingredients that make the protocol outperform previously known protocols. Readers who are interested in the conceptual implications of the protocol may also skip ahead to Sec. 3.3, where we establish the tightness of existing LiebRobinson bounds and discuss implications for other types of speed limits associated with quantum information propagation.

### 3.1 Optimal State Transfer and Entanglement Generation

We first describe the setting of the problem and the main result in this section. For simplicity, we consider a $d$-dimensional hypercubic lattice $\Lambda$ and a two-level system located at every site of the lattice. Our protocol generalizes straightforwardly to all regular lattices. Without loss of generality, we assume that the lattice spacing is one. We consider a power-law interacting Hamiltonian $H(t)=\sum_{i, j \in \Lambda} h_{i j}(t)$, where $h_{i j}(t)$ is a Hamiltonian supported on sites $i, j$ such that, at all times $t$ and for all $i \neq j$, we have $\left\|h_{i j}\right\| \leq 1 / \operatorname{dist}(i, j)^{\alpha}$, where $\operatorname{dist}(i, j)$ is the distance between $i, j,\|\cdot\|$ is the operator norm, and $\alpha \geq 0$ is a constant. We use $|\operatorname{GHZ}(a, b)\rangle_{S}$ to denote the GHZ-like state over sites in $S \subseteq \Lambda$ :

$$
\begin{equation*}
|\operatorname{GHZ}(a, b)\rangle_{S} \equiv a|\overline{0}\rangle_{S}+b|\overline{1}\rangle_{S}, \tag{3.1}
\end{equation*}
$$

where $|\bar{x}\rangle_{S} \equiv \bigotimes_{j \in S}|x\rangle_{j}(x=0,1)$ are product states over all sites in $S$ and $a, b$ are complex numbers such that $|a|^{2}+|b|^{2}=1$. In particular, we use $|\mathrm{GHZ}\rangle$ to denote the symmetric state $a=b=1 / \sqrt{2}$.

Given a $d$-dimensional hypercube $C \subseteq \Lambda$ of length $r \geq 1$, we consider the task of
encoding a possibly unknown state $a|0\rangle+b|1\rangle$ of a site $c \in C$ into the GHZ-like state $|\operatorname{GHZ}(a, b)\rangle_{C}$ over $C$, assuming that all sites in $C$, except for $c$, are initially in the state $|0\rangle$. Specifically, we construct a time-dependent, power-law interacting Hamiltonian $H(t)$ that generates $U(t)=\mathcal{T} \exp \left(-i \int_{0}^{t} d s H(s)\right)$ satisfying

$$
\begin{equation*}
U(t)(a|0\rangle+b|1\rangle)_{c}|\overline{0}\rangle_{C \backslash c}=a|\overline{0}\rangle_{C}+b|\overline{1}\rangle_{C} \tag{3.2}
\end{equation*}
$$

at time

$$
t(r) \leq K_{\alpha} \times \begin{cases}\log ^{\kappa_{\alpha}} r & \text { if } d<\alpha<2 d,  \tag{3.3}\\ e^{\gamma \sqrt{\log r}} & \text { if } \alpha=2 d, \text { and } \\ r^{\alpha-2 d} & \text { if } 2 d<\alpha \leq 2 d+1\end{cases}
$$

Here, $\gamma=3 \sqrt{d}, \kappa_{\alpha}$, and $K_{\alpha}$ are constants independent of $t$ and $r$. Additionally, by reversing the unitary in Eq. (3.2) to "concentrate" the information in $|\operatorname{GHZ}(a, b)\rangle$ onto a different site in $C$, we can transfer a quantum state from $c \in C$ to any other site $c^{\prime} \in C$ in time $2 t$.

### 3.2 Detailed Steps of the Protocol

The key idea of our protocol (Fig. 3.1) is to recursively build the GHZ-like state in a large hypercube from the GHZ-like states of smaller hypercubes. For the base case, we note that hypercubes of finite lengths, i.e. $r \leq r_{0}$ for some fixed $r_{0}$, can always be generated in times that satisfy Eq. (3.3) for some suitably large (but constant) prefactor
$K_{\alpha}$. Assuming that we can encode information into a GHZ-like state in hypercubes of length $r_{1}$ in time $t_{1}$ satisfying Eq. (3.3), the following subroutine encodes information into a GHZ-like state in an arbitrary hypercube $C$ of length $r=m r_{1}$ containing $c$-the site initially holding the phase information $a, b$. Here $m$ is an $\alpha$-dependent number to be chosen later.

Step 1: We divide the hypercube $C$ into $m^{d}$ smaller hypercubes $C_{1}, \ldots, C_{m^{d}}$, each of length $r_{1}$. Without loss of generality, let $C_{1}$ be the hypercube that contains $c$. Let $V=r_{1}^{d}$ be the number of sites in each $C_{j}$. In this step, we simultaneously encode $a, b$ into $|\mathrm{GHZ}(a, b)\rangle_{C_{1}}$ and prepare $|\mathrm{GHZ}\rangle_{C_{j}}$ for all $j=2, \ldots, m^{d}$, which, by our assumption, takes time

$$
t_{1} \leq K_{\alpha} \times \begin{cases}\log ^{\kappa_{\alpha}} r_{1} & \text { if } d<\alpha<2 d  \tag{3.4}\\ e^{\gamma \sqrt{\log r_{1}}} & \text { if } \alpha=2 d, \text { and } \\ r_{1}^{\alpha-2 d} & \text { if } 2 d<\alpha \leq 2 d+1\end{cases}
$$

By the end of this step, the hypercube $C$ is in the state

$$
\begin{equation*}
(a|\overline{0}\rangle+b|\overline{1}\rangle)_{C_{1}} \bigotimes_{j=2}^{m^{d}} \frac{|\overline{0}\rangle_{C_{j}}+|\overline{1}\rangle_{C_{j}}}{\sqrt{2}} \tag{3.5}
\end{equation*}
$$

Step 2: Next, we apply the following Hamiltonian to the hypercube $C$ :

$$
\begin{equation*}
H_{2}=\frac{1}{\left(m r_{1} \sqrt{d}\right)^{\alpha}} \sum_{j=2}^{m^{d}} \sum_{\mu \in C_{1}} \sum_{\nu \in C_{j}}|1\rangle\left\langle\left. 1\right|_{\mu} \otimes \mid 1\right\rangle\left\langle\left. 1\right|_{\nu}\right. \tag{3.6}
\end{equation*}
$$

This Hamiltonian effectively generates the so-called controlled-PHASE gate between the
hypercubes, with $C_{1}$ being the control hypercube and $C_{2}, \ldots, C_{m^{d}}$ being the target hypercubes. We choose the interactions between qubits in Eq. (3.6) to be identical for simplicity. If the interactions were to vary between qubits, we would simply turn off the interaction between $C_{1}$ and $C_{j}$ once the total phase accumulated by $C_{j}$ reaches $\pi^{2}$. The prefactor $1 /\left(m r_{1} \sqrt{d}\right)^{\alpha}$ ensures that this Hamiltonian satisfies the condition of a powerlaw interacting Hamiltonian. It is straightforward to verify that, under this evolution, the state of the hypercube $C$ rotates to

$$
\begin{equation*}
a|\overline{0}\rangle_{C_{1}} \bigotimes_{j=2}^{m^{d}} \frac{|\overline{0}\rangle_{C_{j}}+|\overline{1}\rangle_{C_{j}}}{\sqrt{2}}+b|\overline{1}\rangle_{C_{1}} \bigotimes_{j=2}^{m^{d}} \frac{|\overline{0}\rangle_{C_{j}}-|\overline{1}\rangle_{C_{j}}}{\sqrt{2}} \tag{3.7}
\end{equation*}
$$

after time $t_{2}=\pi d^{\alpha / 2}\left(m r_{1}\right)^{\alpha} / V^{2}$.
The role of power-law interactions in our protocol can be inferred from the value of $t_{2}$. Intuitively, the speed of simultaneously entangling hypercube $C_{1}$ with hypercubes $C_{2}, \ldots, C_{m^{d}}$ is enhanced by the $V^{2}=r_{1}^{2 d}$ couplings between the hypercubes. However, the strength of each coupling, proportional to $1 /\left(m r_{1}\right)^{\alpha}$, is suppressed by the maximum distance between the sites in $C_{1}$ and those in $C_{2}, \ldots, C_{m^{d}}$. With a small enough $\alpha$, the enhancement due to $V^{2}$ overcomes the suppression of power-law interactions, resulting in a small entanglement time $t_{2}$. In particular, when $\alpha<2 d$, $t_{2}$ actually decreases with $r_{1}$, implying that Step 2 would be faster in later iterations if we were to keep $m$ constant.

[^1]To obtain the desired state $|\operatorname{GHZ}(a, b)\rangle_{C}$, it remains to apply a Hadamard gate on the effective qubit $\left\{|\overline{0}\rangle_{C_{j}},|\overline{1}\rangle_{C_{j}}\right\}$ for $j=2, \ldots, m^{d}$. We do this in the following three steps by first concentrating the information stored in hypercube $C_{j}$ onto a single site $c_{j} \in C_{j}$ (Step 3), then applying a Hadamard gate on $c_{j}$ (Step 4), and then unfolding the information back onto the full hypercube $C_{j}$ (Step 5).

Step 3: By our assumption, for each hypercube $C_{j}\left(j=2, \ldots, m^{d}\right)$ and given a designated site $c_{j} \in C_{j}$, there exists a (time-dependent) Hamiltonian $H_{j}$ that generates a unitary $U_{j}$ such that

$$
\begin{equation*}
\left(\psi_{0}|0\rangle+\psi_{1}|1\rangle\right)_{c_{j}}|\overline{0}\rangle_{C_{j} \backslash c_{j}} \xrightarrow{U_{j}} \psi_{0}|\overline{0}\rangle_{C_{j}}+\psi_{1}|\overline{1}\rangle_{C_{j}} \tag{3.8}
\end{equation*}
$$

for all complex coefficients $\psi_{0}$ and $\psi_{1}$, in time $t_{1}$ satisfying Eq. (3.4). By linearity, this property applies even if $C_{j}$ is entangled with other hypercubes. Consequently, backward time evolution under $H_{j}$ generates $U_{j}^{\dagger}$, which "undoes" the GHZ-like state of the $j$ th hypercube:

$$
\begin{equation*}
\psi_{0}|\overline{0}\rangle_{C_{j}}+\psi_{1}|\overline{1}\rangle_{C_{j}} \xrightarrow{U_{j}^{\dagger}}\left(\psi_{0}|0\rangle+\psi_{1}|1\rangle\right)_{c_{j}}|\overline{0}\rangle_{C_{j} \backslash c_{j}} \tag{3.9}
\end{equation*}
$$

for any $\psi_{0}, \psi_{1}$. In this step, we simultaneously apply $U_{j}^{\dagger}$ to $C_{j}$ for all $j=2, \ldots, m^{d}$. These unitaries rotate the state of $C$ to

$$
\begin{equation*}
a|\overline{0}\rangle_{C_{1}} \bigotimes_{j=2}^{m^{d}}|+\rangle_{c_{j}}|\overline{0}\rangle_{C_{j} \backslash c_{j}}+b|\overline{1}\rangle_{C_{1}} \bigotimes_{j=2}^{m^{d}}|-\rangle_{c_{j}}|\overline{0}\rangle_{C_{j} \backslash c_{j}}, \tag{3.10}
\end{equation*}
$$

where $| \pm\rangle=(|0\rangle \pm|1\rangle) / \sqrt{2}$.

Step 4: We then apply a Hadamard gate, i.e.

$$
\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1  \tag{3.11}\\
1 & -1
\end{array}\right)
$$

to the site $c_{j}$ of each hypercubes $C_{j}, j=2, \ldots, m^{d}$. These Hadamard gates can be implemented arbitrarily fast since we do not assume any constraints on the single-site terms of the Hamiltonian. The state of $C$ by the end of this step is

$$
\begin{equation*}
a|\overline{0}\rangle_{C_{1}} \bigotimes_{j=2}^{m^{d}}|0\rangle_{c_{j}}|\overline{0}\rangle_{C_{j} \backslash c_{j}}+b|\overline{1}\rangle_{C_{1}} \bigotimes_{j=2}^{m^{d}}|1\rangle_{c_{j}}|\overline{0}\rangle_{C_{j} \backslash c_{j}} . \tag{3.12}
\end{equation*}
$$

Step 5: Finally, we apply $U_{j}$ again to each hypercube $C_{j}\left(j=2, \ldots, m^{d}\right)$ to obtain the desired GHZ-like state:

$$
\begin{equation*}
a|\overline{0}\rangle_{C_{1}} \bigotimes_{j=2}^{m^{d}}|\overline{0}\rangle_{C_{j}}+b|\overline{1}\rangle_{C_{1}} \bigotimes_{j=2}^{m^{d}}|\overline{1}\rangle_{C_{j}}=|\operatorname{GHZ}(a, b)\rangle_{C} \tag{3.13}
\end{equation*}
$$

At the end of this routine, we have implemented the unitary satisfying Eq. (3.2) in time

$$
\begin{equation*}
t=3 t_{1}+t_{2}=3 t_{1}+\pi d^{\alpha / 2} m^{\alpha} r_{1}^{\alpha-2 d} \tag{3.14}
\end{equation*}
$$

We now consider three cases corresponding to different ranges of $\alpha$ and show that if $t_{1}\left(r_{1}\right)$ satisfies Eq. (3.3), then $t(r)$ also satisfies Eq. (3.3).

For $\alpha \in(2 d, 2 d+1]$, we have $t_{1} \leq K_{\alpha} r_{1}^{\alpha-2 d}$. Choosing $m>1$ to be a constant
integer, we have

$$
\begin{equation*}
t \leq\left(\frac{3 K_{\alpha}}{m^{\alpha-2 d}}+\pi d^{\alpha / 2} m^{2 d}\right)\left(m r_{1}\right)^{\alpha-2 d} \leq K_{\alpha} r^{\alpha-2 d} \tag{3.15}
\end{equation*}
$$

where we require $m>3^{1 /(\alpha-2 d)}$ and choose

$$
\begin{equation*}
K_{\alpha} \geq \frac{\pi d^{\alpha / 2} m^{2 d}}{1-\frac{3}{m^{\alpha-2 d}}}=\frac{\pi d^{\alpha / 2} m^{\alpha}}{m^{\alpha-2 d}-3} \tag{3.16}
\end{equation*}
$$

For $\alpha \in(d, 2 d)$, we choose $m$ to scale with $r_{1}$ such that $r_{1}^{\lambda-1}<m \leq 2 r_{1}^{\lambda-1}$ where $\lambda=2 d / \alpha$. The length of the larger cube $C$ is then $r=m r_{1}>r_{1}^{\lambda}$ and, therefore, the total time is

$$
\begin{align*}
t & \leq 3 K_{\alpha} \log ^{\kappa_{\alpha}} r_{1}+\pi(2 \sqrt{d})^{\alpha} r_{1}^{(\lambda-1) \alpha+\alpha-2 d}  \tag{3.17}\\
& \leq \frac{4 K_{\alpha}}{\lambda^{\kappa_{\alpha}}} \log ^{\kappa_{\alpha}}\left(r_{1}^{\lambda}\right) \leq K_{\alpha} \log ^{\kappa_{\alpha}} r \tag{3.18}
\end{align*}
$$

where we choose $\kappa_{\alpha}=\log 4 / \log (2 d / \alpha)$ and assume $K_{\alpha} \log ^{\kappa_{\alpha}} r_{1} \geq \pi(2 \sqrt{d})^{\alpha}$ to simplify the expression. We note that the factor $\log 4$ in the definition of $\kappa_{\alpha}$ can be made arbitrarily close to $\log 3$ by increasing $K_{\alpha}$.

Finally, for $\alpha=2 d$, we choose $m$ such that $\exp \left(\frac{\gamma}{2 d} \sqrt{\log r_{1}}\right) \leq m \leq 2 \exp \left(\frac{\gamma}{2 d} \sqrt{\log r_{1}}\right)$, where $\gamma=3 \sqrt{d}$. Substituting $t_{1} \leq K_{\alpha} \exp \left(\gamma \sqrt{\log r_{1}}\right)$ into Eq. (3.14), we have

$$
\begin{equation*}
t \leq\left(3 K_{\alpha}+2^{\alpha} \pi d^{\alpha / 2}\right) e^{\gamma \sqrt{\log r_{1}}} \tag{3.19}
\end{equation*}
$$

Assuming $r_{1} \geq \exp (8 / d)$, it is straightforward to prove that $\gamma \sqrt{\log r_{1}} \leq \gamma \sqrt{\log \left(m r_{1}\right)}-2$.

Applying this condition on the above inequality, we have

$$
\begin{equation*}
t \leq \frac{1}{e^{2}}\left(3 K_{\alpha}+2^{\alpha} \pi d^{\alpha / 2}\right) e^{\gamma \sqrt{\log r}} \leq K_{\alpha} e^{\gamma \sqrt{\log r}} \tag{3.20}
\end{equation*}
$$

where $r=m r_{1}$ is the length of the resulting GHZ-like state and we chose $K_{\alpha} \geq$ $2^{\alpha} \pi d^{\alpha / 2} /\left(e^{2}-3\right)$. Equations (3.15), (3.18) and (3.20) prove that $t$ satisfies Eq. (3.3). Repeatedly applying this routine yields larger and larger GHZ-like states.

Before discussing the implications of our protocol, we would like to explain intuitively the main sources of its improvement relative to existing protocols. In our protocol, we simultaneously encode the information into the GHZ-like state over $C_{1}$ and create the symmetric GHZ states over other multiqubit subsystems $C_{2}, \ldots, C_{m^{d}}$. As a result, the implementation of the controlled operations in step 2 (Fig. 3.1) is enhanced quadratically by the volume of each subsystems. In contrast, the protocol in Ref. [24] applies controlled operations between a large subsystem and individual remaining sites of the system, resulting in the implementation time scaling only linearly with the volume of the subsystem.

On the other hand, while the state transfer protocol in Refs. [23, 25] also applies controlled operations between large subsystems and is, therefore, sped up quadratically by the subsystem volume, it only uses qubits in small neighborhoods around the source and the target of the transfer. In our protocol, we maximize the size of the resulting GHZlike state at the end of each iteration by allowing $m$ to depend on $\alpha$ and on the size of the existing GHZ-like states. When we use the protocol for state transfer, this strategy results in most of the qubits between the source and the target sites participating in the transfer,

| Tasks | Known light cones | Previous best protocols | Our protocol |  |
| :---: | :---: | :---: | :---: | :---: |
| Encoding into a GHZ-like state | $t \gtrsim \begin{cases}\log r & \alpha \in(d, 2 d]^{[18]} \\ r^{\alpha-2 d} & \alpha \in(2 d, 2 d+1)^{[22,61]}\end{cases}$ | $t \sim \begin{cases}r^{\alpha-d} & \alpha \in(d, d+1)^{[24]} \\ r & \alpha \in[d+1,2 d+1)\end{cases}$ | $t \sim\left\{\begin{array}{l} \text { polylog}(r) \\ e^{\gamma \sqrt{\log r}} \\ r^{\alpha-2 d} \end{array}\right.$ | $\begin{aligned} & \alpha \in(d, 2 d) \\ & \alpha=2 d \\ & \alpha \in(2 d, 2 d+1) \end{aligned}$ |
| Preparing a known GHZ-like state | $t \gtrsim \begin{cases}\log r & \alpha \in(d, 2 d]^{[18,36]} \\ r^{\alpha-2 d} & \alpha \in(2 d, 2 d+1)^{[36,61]}\end{cases}$ | Same as encoding into a GHZ-like state | Same as above |  |
| State transfer | Same as encoding into a GHZ-like state | $t \sim \begin{cases}r^{\frac{\alpha(\alpha-d)}{\alpha+d}} & \alpha \in(d, d+1)^{[25]} \\ r^{\frac{\alpha}{2 d+1}} & \alpha \in[d+1,2 d+1)^{[23,25]}\end{cases}$ | Same as above |  |
| State transfer (no initialization) | $t \gtrsim \begin{cases}r^{\frac{2 \alpha-2 d}{2 \alpha-d+1}} & \alpha \in(d, 2 d]^{[38]} \\ r^{\alpha-2 d} & \alpha \in(2 d, 2 d+1)^{[21]} \\ r^{\alpha-1} & \alpha \in(1,2], d=1^{[62]} \\ r & \alpha \in(2,3), d=1^{[62]}\end{cases}$ | $t \sim r \forall \alpha \in(d, 2 d+1)$ | Not applicable |  |

Table 3.1: A summary of known bounds and protocols in the regime $\alpha \in(d, 2 d+1)$ for several information-propagation tasks: encoding an unknown qubit state into a GHZlike state (row 1), preparing a known GHZ-like state (row 2), state transfer assuming we can initialize intermediate qubits (row 3), and state transfer given intermediate qubits in arbitrary states (i.e. so-called universal state transfer [25], row 4). The tasks of encoding information into GHZ-like states and quantum state transfer with initialization are constrained by the Lieb-Robinson bounds. Preparing a known GHZ-like state, being potentially easier than encoding unknown information into GHZ-like states, is-at least at present-sometimes bounded by a weaker light cone [21, 29]. On the other hand, state transfer given intermediate qubits in arbitrary states (i.e. universal state transfer) is more difficult than state transfer with initialized intermediate qubits and is bounded by the more stringent Frobenius light cone [25]. The bounds on encoding information into GHZ-like states (except Ref. [22]) also apply to general $k$-body interactions. All listed bounds also hold not just for qubits, but for all finite-level systems. For $d<\alpha \leq 2 d+1$, our protocol saturates (up to subpolynomial corrections) the known bounds, thus proving the optimality of both the protocol and the bounds.
significantly speeding up the protocol.

### 3.3 Discussion

We now discuss the performance and the implications of our protocol (summarized in Table 3.1). First, our protocol allows for encoding an unknown qubit into a multiqubit GHZ-like state and, subsequently, performing state transfer at unprecedented speeds. For $d<\alpha<2 d$, which applies, for example, to dipole-dipole interactions $(\alpha=3)$ in two dimensions and to the effective interactions between trapped ions $(\alpha \in[0,3])$ in one
and two dimensions, our protocol encodes information into GHZ-like states and transfers information in polylogarithmic time, exponentially faster than protocols available in the literature. Even for the seemingly weakly long-range interactions with $\alpha=2 d$, such as van der Waals interactions between Rydberg atoms $(\alpha=6)$ in three dimensions, our protocol still takes only subpolynomial time to entangle an entire system and to transfer a quantum state. When applied to the preparation of GHZ states, these speedups enable potential improvements to quantum sensors built from nitrogen-vacancy centers [63, 64], Rydberg atoms [65, 66], and polar molecules [67], as well as to atomic clocks based on trapped ions [68].

Optimal quantum information processing.-The optimality of our protocol for $\alpha \in$ $(d, 2 d+1)$ also lays the foundation for optimal quantum information processing in powerlaw interacting systems [49, 50]. Using quantum state transfer between auxiliary qubits and encoding qubits into large GHZ-like states as subroutines, our protocol leads to optimal implementations of quantum gates between distant qubits in large quantum computers. In particular, the faster encoding of information into a GHZ-like state of ancillary qubits speeds up [45] the implementation of the quantum fanout-a powerful multiqubit quantum gate [69]. At the same time, the faster state transfer speeds up [24] the constructions of multiscale entanglement renormalization ansatz (MERA) states, commonly used to represent highly entangled—including topologically ordered [70]—states [71, 72, 73]. Specifically, we can implement a fanout gate [45] on qubits in a hypercube of volume $n$ and prepare a MERA state [24] on these qubits in time $t \sim \operatorname{polylog}(n)$ for $\alpha \in(d, 2 d)$, $t \sim e^{\frac{\gamma}{\sqrt{d}} \sqrt{\log n}}$ for $\alpha=2 d$-which are both exponential speedups compared to the previous best-and $t \sim n^{(\alpha-2 d) / d}$ for $\alpha \in(2 d, 2 d+1)$. The optimality of these operations is again
guaranteed (up to subpolynomial corrections) by the matching lower limits imposed by the Lieb-Robinson bounds [24, 45].

In practice, using single-site Hamiltonians to implement the echoing technique of Ref. [24], the controlled-PHASE gate in step 2 of our protocol can be realized starting from time-independent power-law interactions between all sites of the system. The protocol therefore does not require explicit time-dependent control of individual two-qubit Hamiltonians, making it appealing for implementation on available experimental platforms. However, because the diameter of the GHZ-like state increases by more than twofold in every iteration of the protocol, the scaling in Eq. (3.3) may only be observed in large systems.

Information-propagation speed limits.- Conceptually, since our protocol saturates (up to subpolynomial corrections) the Lieb-Robinson bounds for $d<\alpha \leq 2 d+1$ for all $d$, we demonstrate, for the first time, the tightness of these fundamental bounds in these regimes. In particular, the subpolynomial entanglement time for $\alpha \leq 2 d$ disproves the conjecture in Refs. [74, 75], where a gap in the understanding of the heating times and the effective generators of dynamics in periodically driven, power-law interacting systems had suggested the existence of a tighter Lieb-Robinson bound with an algebraic light cone in this regime of $\alpha$. We discuss in more detail below what could have resulted in this gap in our understanding.

Since the best known generalizations of these bounds to $k$-body, power-law interacting Hamiltonians-those described by $H=\sum_{X} h_{X}$, where the sum is over all subsets $X \subset \Lambda$ of at most $k$ sites and $\sum_{X \ni i, j}\left\|h_{X}\right\| \leq 1 / \operatorname{dist}(i, j)^{\alpha}$ for all $i \neq j$ - have the same scaling as the best known 2-body bounds when $d<\alpha \leq 2 d$ [18] (see also Table 3.1),
the scaling of our 2-body protocol is also optimal even if one allows for $k$-body interactions. In other words, in this regime of $\alpha$, allowing for $k$-body interactions cannot enable a qualitative speedup relative to 2-body interactions.

Our protocol also generalizes straightforwardly from two-level to arbitrary finitelevel systems. Given a $q$-level system at each site of the lattice, we can unitarily encode an arbitrary state $|\psi\rangle_{c}=\sum_{\ell=0}^{q-1} a_{\ell}|\ell\rangle$ of site $c \in C$, where $a_{\ell}$ are complex coefficients and $C$ is a hypercube of linear size $r$, into a multi-qudit state

$$
\begin{equation*}
|\psi\rangle_{c}|\overline{0}\rangle_{C \backslash c} \rightarrow \sum_{\ell=0}^{q-1} a_{\ell}|\bar{\ell}\rangle_{C} \tag{3.21}
\end{equation*}
$$

in time $t(r)$ satisfying Eq. (3.3). This can be done by replacing the Hamiltonian in Eq. (3.6) with

$$
\begin{equation*}
\frac{1}{\left(m r_{1} \sqrt{d}\right)^{\alpha}} \sum_{j=2}^{m^{d}} \sum_{\mu \in C_{1}} \sum_{\nu \in C_{j}} \sum_{\ell, \ell^{\prime}=0}^{q-1} \ell \ell^{\prime}|\ell\rangle\left\langle\left.\ell\right|_{\mu} \otimes \mid \ell^{\prime}\right\rangle\left\langle\left.\ell^{\prime}\right|_{\nu}\right. \tag{3.22}
\end{equation*}
$$

and replacing the single-qubit Hadamard gate in step 4 by a $q$-by- $q$ discrete Fourier transform matrix. Since the Lieb-Robinson bounds have the same light cones for any finitelevel systems, our protocol also saturates these bounds for $\alpha \in(d, 2 d]$ in $d$ dimensions.

In our protocol, we assume that $a|0\rangle+b|1\rangle$ is a possibly unknown state. Encoding such a state into the GHZ-like state is at least as hard as generating a GHZ-like state with known coefficients $a, b$. In fact, the latter task is not known to be sufficient for state transfer and, therefore, is not directly constrained by the Lieb-Robinson bounds. Instead, one often indirectly obtains a speed limit for this task by applying the Lieb-Robinson
bounds on the growth of two-point connected correlators [18, 25, 36]. Our protocol for encoding into a GHZ-like state saturates (up to subpolynomial corrections) the bound $t \gtrsim \log r[18,36]$ on the growth of connected correlators when $d<\alpha \leq 2 d$, implying that knowing the coefficients $a, b$ does not speed up the preparation of the GHZ-like state in this regime.

We also note that our protocol violates the so-called Frobenius light cone, initially derived in Ref. [25] for $\alpha>3 / 2$ in one dimension as part of a hierarchy of speed limits for different types of information propagation in long-range interacting systems and later extended to regimes of smaller $\alpha$ in Ref. [38]. The Frobenius bound, which considers information propagation from the operator-spreading perspective, constrains information-propagation tasks that are more demanding than the tasks that saturate the Lieb-Robinson bound, and therefore has a more stringent light cone. For example, quantum state transfer given intermediate qubits in arbitrary initial states (i.e. universal state transfer) is constrained by the Frobenius light cone, whereas state transfer assuming initialized intermediate qubits is constrained by the Lieb-Robinson bound and can actually violate the Frobenius light cone [25] (see also Table 3.1). Determining which of the bounds tightly constrains a given task is still an active area of research. The protocol in this manuscript proves for the first time that the task of encoding information into GHZlike state—which is at least as hard as state transfer with initialization-is not constrained by the Frobenius light cone, but is instead tightly constrained (up to subpolynomial corrections) by the Lieb-Robinson bound. In particular, when $d<\alpha<2 d$, our protocol proves that state transfer with initialization can be implemented exponentially faster than state transfer without initialization, which is constrained by polynomial light cones in this
regime [25, 38]. Furthermore, since our protocol for encoding into a GHZ-like state can also be used to prepare a known GHZ-like state, our protocol also proves for the first time that preparing a known GHZ-like state is not constrained by the Frobenius light cone.

Resource lower bound for quantum simulation.-Our protocol also gives the first known example of a lower bound on the gate count for simulating power-law systems on a quantum computer: it takes $\Omega(n)$ elementary quantum gates to simulate an $n$-qubit power-law system evolving for time $t \geq t_{*}$, where

$$
t_{*}= \begin{cases}\Theta\left(\log ^{\kappa_{\alpha}} n\right) & \text { if } d<\alpha<2 d  \tag{3.23}\\ \Theta\left(e^{\gamma \sqrt{(\log n) / d}}\right) & \text { if } \alpha=2 d, \text { and } \\ \Theta\left(n^{\alpha / d-2}\right) & \text { if } 2 d<\alpha \leq 2 d+1\end{cases}
$$

to constant error. Indeed, if an algorithm could use fewer than $\Omega(n)$ quantum gates to perform the simulation for times within $t=t_{*}$ satisfying Eq. (3.23), we could use the algorithm to simulate our protocol and prepare an $n$-qubit GHZ state. However, since an $n$-qubit GHZ state must take $\Omega(n)$ quantum gates to prepare, we would arrive at a contradiction.

Lower bounds on the simulation gate count are valuable benchmarks for the performance of quantum algorithms. Ref. [76] gives an algorithm for simulating the time evolution of finite-range interacting Hamiltonians, the gate count of which was shown to be optimal via a matching lower bound. To date, despite progressively more efficient quantum simulation algorithms [21,77] in recent literature, no saturable lower bounds are known for power-law systems. For example, the analysis of the Suzuki-Trotter product
formulas in Ref. [77] results in upper bounds

$$
g_{\alpha}= \begin{cases}\mathcal{O}\left(n^{2+o(1)} t^{1+o(1)}\right) & \text { if } d<\alpha \leq 2 d  \tag{3.24}\\ \mathcal{O}\left((n t)^{1+d /(\alpha-d)+o(1)}\right) & \text { if } \alpha>2 d\end{cases}
$$

for simulating an $n$-qubit power-law system for time $t$. At $t=t_{*}$ given in Eq. (3.23), the corresponding upper bounds reduce to

$$
g_{\alpha}= \begin{cases}\mathcal{O}\left(n^{2+o(1)}\right) & \text { if } d<\alpha \leq 2 d  \tag{3.25}\\ \mathcal{O}\left(n^{\alpha / d+o(1)}\right) & \text { if } 2 d<\alpha \leq 2 d+1\end{cases}
$$

The gap between this state-of-the-art upper bound and our lower bound $\Omega(n)$ hints at the possibility of a more efficient algorithm for simulating power-law systems.

# Chapter 4: A Hierarchy of Speed Limits for the Propagation of Quantum Information 

Until recently, it was unknown whether or not there existed a critical value of the power-law exponent $\alpha$ above which a linear light cone is present. Hastings and Koma [18] first demonstrated a light cone whose velocity diverges exponentially in distance for $\alpha$ greater than the lattice dimension, $d$. Progressive improvements yielded a series of algebraic light cones for $\alpha>2 d$, which tend to a linear light cone in the limit as $\alpha \rightarrow \infty$ [19, 21]. After numerical simulations suggested the existence of a sharp linear light cone [22, 78, 79], a proof of generic linear light cones was found for systems with interaction exponent $\alpha>2 d+1[22,23]$.

Complementary to the Lieb-Robinson bounds are protocols that achieve the (asymptotically) fastest allowable rates of quantum information processing. One such dynamical task is quantum state transfer, which has been used experimentally to demonstrate the transmission of entanglement in quantum systems [80]. These protocols can be directly connected to the Lieb-Robinson bound $[24,81]$ and have been a standard way to benchmark the sharpness of these bounds.

The goal of this Chapter is to answer an important questions: do the tightest lightcone bounds imply correspondingly tight bounds on interesting measures of informa-
tion spreading, such as quantum state transfer or scrambling? In other words, are LiebRobinson bounds optimal in practice for constraining quantum information dynamics?

Surprisingly, the answer to this question is "no." In this Chapter, we show that quantum information can spread at arbitrarily large "velocities" once the power law exponent $\alpha<2 d+1$, thus proving the tightness of the recent bounds [22,23]. We also show that a Frobenius bound can give tighter constraints on quantum state transfer tasks-as well as many-body quantum chaos-than Lieb-Robinson bounds. We prove that the light cone given by the Frobenius bound is linear for $\alpha>\frac{5}{2}$ in $d=1$, and conjecture the generalization $\alpha>\frac{3}{2} d+1$ for higher dimensions. Additionally, in systems that are described by non-interacting bosons or fermions, we prove a linear free-particle light cone for $\alpha>d+1$. All of these cutoffs in this hierarchy of linear light cones are tight: see Figure 4.1.

These results immediately demonstrate that the long-observed mismatch between Lieb-Robinson bounds and state-transfer protocols that aim to saturate the bounds, such as that of Ref. [24], is not entirely a limitation of our creativity or mathematical prowess, but is rather linked to a fundamental property of nature. There are, simply put, multiple notions of locality in systems with long-range interactions. Furthermore, the tensions among these localities manifest themselves within a range of $\alpha$ that is easily accessible in experiment. This unexpected result is the key finding of this chapter [25].

The hierarchy of linear light cones we demonstrate is not only a profound property of nature, but also has important applications for quantum technologies. For example, systems with long-range interactions can be hard problems to simulate, both on classical and quantum computers. Proving the tightness of the linear Lieb-Robinson light cone at


Figure 4.1: The hierarchy of linear light cones in one dimension; we say that a light cone has exponent $\gamma$ if $\left\|\left[A_{0}(t), B_{r}\right]\right\|$ is large only when $t \gtrsim r^{\gamma}$. The plot depicts the exponents of the Lieb-Robinson light cone (solid line) [22], the Frobenius light cone from Theorem 4 (dot-dashed line), and the free light cone from Theorem 5 (dashed line) as functions of $\alpha$ in one dimension. The free light cone is known to be a tight bound for all $\alpha$. We also show that the Lieb-Robinson and Frobenius light cones are not linear below $\alpha=3$ and $\alpha=\frac{5}{2}$ respectively.
$\alpha>2 d+1$ proves that a two-dimensional gas of atoms with dipole-dipole interactions can never be simulated as easily as one with local interactions with a provably small error. At the same time, the hierarchy of light cones reveals that some problems are much easier to simulate than had previously been realized. As a specific example, the Bose-Hubbard model (with long-range hopping) has been argued to be so difficult that its efficient simulation would serve as a demonstration of quantum supremacy [82]. Our light cones show that it is not difficult to simulate the low-density Bose-Hubbard model for $\alpha>d$, whereas previously this was only known for $\alpha>2 d$ [83]; as a result, we have substantially constrained the parameter space in which quantum supremacy can be demonstrated. This result constrains how and when atoms with dipole-dipole interactions
trapped in a two-dimensional optical lattice can perform hard quantum computation or simulation.

High fidelity quantum state transfer can be used to build fast remote quantum gates, which can significantly speed up a large-scale quantum computer. There is a growing interest in designing fully-connected quantum computers that take advantage of long-range interactions among physical qubits [15], and finding the optimal quantum state-transfer protocols using long-range interactions is a crucial part of the design. The hierarchy of light cones we find reveals the fundamental inadequacy of Lieb-Robinson bounds for constraining universal state transfer algorithms, which transfer the state of a single qubit independently of the states of other qubits. We develop a quantum walk formalism for constraining universal state-transfer protocols, and obtain parametrically better bounds than the Lieb-Robinson bound. Furthermore, the framework that has been initiated in this work also reveals novel state-transfer protocols with desirable properties. Specifically, we present a new method for using long-range interactions for state transfer that has two experimentally desirable features. Firstly, our new protocol takes place in a constrained subspace of a many-body Hilbert space that is naturally realized in atomic platforms with a conserved magnetization. Secondly, the protocol is extraordinarily robust to perturbations in the Hamiltonian, a desirable feature on account of the low-precision tunable couplers present in near-term quantum information processors.

Platforms with long-range interactions have been proposed as natural quantum simulators which approximately realize $\alpha=0$ (i.e. all-to-all) interactions. Systems with such a complete breakdown of locality can be highly desirable. For example, they may simulate quantum gravity via the holographic correspondence [84] and may enable the
production of metrologically useful entanglement via spin-squeezing [13, 14, 85, 86, 87]. An important open question is how small $\alpha$ needs to be for locality to break down to a degree sufficient for realizing a particular application or particular physics. For example, are dipolar $1 / r^{3}$ interactions in a given $1 \mathrm{D}, 2 \mathrm{D}$, or 3 D system sufficiently non-local? Our results indicate that the answer to these questions may depend on whether there are additional constraints in the system. Indeed, in a highly constrained subspace at high total spin in an $S U(2)$-symmetric model, we expect that the constraints arising from locality are stronger than the Lieb-Robinson light cone suggests, similar to the stronger light cone that arises for non-interacting particles. Therefore, in such constrained models, reaching non-locality may require a lower value of $\alpha$ compared to unconstrained models.

Lastly, we emphasize that given that there is a hierarchy of different notions of locality, exquisite care must be taken to analyze and interpret experimental results in long-range interacting quantum systems.

### 4.1 An Introduction to the Hierarchy

We now provide a heuristic overview of why the hierarchy of light cones arises, along with a myriad of additional applications of these results in near-term quantum simulation experiments. The remainder of the chapter then contains the rigorous proof of all results, along with a brief conclusion.

For illustrative purposes, let us first consider a one-dimensional spin- $\frac{1}{2}$ chain with two-body long-range interactions. Such models naturally arise in experiments, for example, using the nuclear spin- $\frac{1}{2}$ of an appropriate atom. Letting $X_{i}^{\beta}:=\left(X_{i}, Y_{i}, Z_{i}\right)$ denote
the three Pauli matrices acting on the spin on the $i^{\text {th }}$ site, we can consider a very broad family of time-dependent Hamiltonians of the form

$$
\begin{equation*}
H(t)=\sum_{i, \beta} h_{i}^{\beta}(t) X_{i}^{\beta}+\sum_{i, j, \beta, \gamma} \frac{J_{i j}^{\beta \gamma}(t)}{|i-j|^{\alpha}} X_{i}^{\beta} X_{j}^{\gamma} \tag{4.1}
\end{equation*}
$$

Roughly speaking, if the coefficients $J_{i j}^{\beta \gamma}$ are all of the same order, we call this Hamiltonian a model with long-range interactions of power law exponent $\alpha$. Remarkably, even though every spin is coupled with every other spin, this model is, for many practical purposes, local for $\alpha$ sufficiently large [22, 23] (indeed, this Hamiltonian even becomes finite-range in the limit $\alpha \rightarrow \infty$ ). But, what do we mean by locality? And how small can $\alpha$ get before locality breaks down? We will see that, in fact, there are multiple notions of locality, depending on the specific quantities of interest: different information processing tasks are sped up by long range interactions at different values of $\alpha$.

The Lieb-Robinson light cone.- A sensible notion of locality is to demand that any local perturbation, acting at site $x$ will only influence physics at sites within distance $v t$ of the original site $x$, after an amount of time $t$ [29]. This notion of locality is imposed by the original Lieb-Robinson bound [12], which implies a "linear light cone": the quantity $\left\|\left[X_{0}(t), X_{r}\right]\right\|$ is small for $r>v t$, where $X_{0}$ and $X_{r}$ are local operators on lattice sites 0 and $r$ respectively and $\|\cdot\|$ denotes the operator norm (the largest magnitude of the operator's eigenvalues). More precisely, a linear light cone here means that for any small (but finite) value of $\varepsilon$, we can find a finite velocity $v$ such that $\left\|\left[X_{0}(t), X_{r}\right]\right\|<\varepsilon$ for $|t|<r / v$.

As noted previously, recent works have established linear Lieb-Robinson light cones
for $\alpha>2 d+1[22,23]$. The first main result of this work is to prove that linear LiebRobinson light cones are only guaranteed for any $\alpha>2 d+1$. We prove this by explicitly constructing a Hamiltonian $H(t)$ —of the form (4.1), generalized to any $d$ —such that

$$
\begin{equation*}
\left\|\left[X_{0}(t), X_{r}\right]\right\| \gtrsim \frac{t^{2 d+1}}{r^{\alpha}} \tag{4.2}
\end{equation*}
$$

for two sites separated by a distance $r$ (Theorem 3).

The construction of $H(t)$ that achieves Eq. (4.2) can be broken down into three steps. In the first step, we use time $\mathcal{O}(1)$ to expand the operator $X_{0}$ to an operator $A_{1}$ supported on $O\left(t^{d}\right)$ sites located in a ball $\mathcal{B}_{1}$ of radius $t$ (Fig. 4.2). We then push this operator into another ball $\mathcal{B}_{2}$ of radius $\mathcal{O}(t)$, which is centered around site $X_{r}$, using the Hamiltonian

$$
\begin{equation*}
H_{2}(t)=\sum_{i \in \mathcal{B}_{1}} \sum_{j \in \mathcal{B}_{2}} \frac{Z_{i} Z_{j}}{|i-j|^{\alpha}} \tag{4.3}
\end{equation*}
$$

Finally, we contract the operator onto site $X_{r}$ in time $O(t)$. By a direct calculation, we show that, at the end of this process and to the lowest order in $t,\left\|\left[\left[X_{0}(t), X_{r}\right]\right]\right\|$ is proportional to the nested commutator $t\left\|\left[A_{2},\left[H_{2}(t), A_{1}\right]\right]\right\|$, where

$$
\begin{equation*}
A_{1,2}=\prod_{i \in \mathcal{B}_{1,2}} X_{i} . \tag{4.4}
\end{equation*}
$$

The nested commutator can be bounded:

$$
\begin{equation*}
\left\|\left[A_{2},\left[H(t), A_{1}\right]\right]\right\| \sim t^{d}\left\|\left[A_{2}, \sum_{j \in \mathcal{B}_{2}} \frac{Z_{j}}{r^{\alpha}}\right]\right\| \sim \sum_{j \in \mathcal{B}_{2}} \frac{t^{2 d}}{r^{\alpha}}, \tag{4.5}
\end{equation*}
$$

and hence we obtain Eq. (4.2). We conclude that in a time $t$, it is faster to use long-range interactions than it is to use finite-range ones to grow $\left\|\left[X_{0}(t), X_{r}\right]\right\|$ when $\alpha<2 d+1$.

In Sec. 6.1, we show that connected correlation functions of the form

$$
\begin{equation*}
C(t)=\langle\psi(t)| X_{0} X_{r}|\psi(t)\rangle-\langle\psi(t)| X_{0}|\psi(t)\rangle\langle\psi(t)| X_{r}|\psi(t)\rangle \gtrsim \frac{t^{2 d+1}}{r^{\alpha}} \tag{4.6}
\end{equation*}
$$

can be achieved, even when the initial state $|\psi(0)\rangle$ does not have any entanglement between sites 0 and $r$. Because such correlation functions are routinely measured in quantum simulation experiments, this result resolves a long-standing issue of when the nonlinear light cones for correlations can occur with long-range interactions. For example, the experiment in Ref. [88] suggests that $\alpha \approx 1$ marked the transition between linear and nonlinear light cones for spin correlations in a 11-site long-range Ising model. Our result implies that other quantum systems with long-range interactions can transmit information much faster than this Ising model.

Another important application of Lieb-Robinson bounds is to design efficient approximation algorithms for simulating quantum many-body dynamics, with either a classical computer [89] or a quantum computer [76]. Given an initial state $|\psi\rangle$ and Hamiltonian $H$ of the form (4.1), we consider the task of estimating the expectation value of the time-evolved observable $\langle A(t)\rangle:=\langle\psi| U(t)^{\dagger} A U(t)|\psi\rangle$ on a quantum computer, where $U(t)=\mathrm{e}^{-\mathrm{i} H t}$ is the time translation operator generated by $H$ (assuming it does not depend on time). When $A$ is a local operator, Lieb-Robinson bounds suggest that $\langle A(t)\rangle$ should depend only on the "local" information stored in the wave function: one may as well trace out and ignore the sites sufficiently far away. If a Lieb-Robinson bound implies
we can trace out all sites a distance $>v t$ away from the support of $A$, computation of $\langle A(t)\rangle$ requires a small fraction of the resources needed to construct the full $U(t)$ acting on the entire many-body Hilbert space. Proposition 3 makes this intuition precise and constrains the computational resources needed for faithful quantum simulation.

In Sec. 6.7, we use Lieb-Robinson bounds to constrain the minimum time $\tau^{*}$ it takes to create topologically ordered states from topologically trivial ones. This result is of great practical value for experiments either studying topological matter or building topological quantum memories and topological quantum computers. In finite-range interacting systems, $\tau^{*}$ scales linearly with the system size [36]. We extend this result in Proposition 4 to power-law interacting systems with $\alpha>3 d+1$.

In Sec. 6.8, we bound the spatial decay of correlation functions in a ground state of a gapped quantum phase with long-range interactions. In Ref. [18], the authors show that in a time-independent power-law Hamiltonian with an exponent $\alpha$ and a spectral gap between the ground state and the first excited state, the correlations between distant sites in the ground state of the system also decay with the distance as a power law, with an exponent lower bounded by $\alpha^{\prime}<\alpha$. Yet no experiment and no numerical calculation has found a gapped system demonstrating correlation decay with exponent strictly less than $\alpha$. We prove that it is indeed impossible to saturate this bound; we show that the correlation exponent is lower bounded by $\alpha^{\prime}=\alpha$ whenever $\alpha>2 d$.

The Frobenius light cone.- In Sec. 4.4, we turn to a stronger notion of light cone, inspired by recent developments in the theory of many-body quantum chaos [90, 91].


Figure 4.2: The norm of the interaction between two balls $\mathcal{B}_{1,2}$ of size $t$, separated by a distance $r$, determine the shape of the light cone. The critical values of $\alpha$ after which this norm becomes large differs depending on whether we use the operator or Frobenius norm, and whether the system is interacting or free.

Instead of the operator norm, we consider the Frobenius norm

$$
\begin{equation*}
\left\|\left[X_{0}(t), X_{r}\right]\right\|_{\mathrm{F}}:=\sqrt{\frac{\operatorname{tr}\left(\left[X_{0}(t), X_{r}\right]^{\dagger}\left[X_{0}(t), X_{r}\right]\right)}{\operatorname{tr}(\mathbb{I})}} \tag{4.7}
\end{equation*}
$$

This Frobenius norm, normalized by dimension, can be interpreted as the out-of-timeordered correlation (OTOC) function used to probe early time chaos in many-body systems $[90,91]$ or, equivalently, as the "fraction" of the operator $X_{0}(t)$ that has support on the site $r$. More intuitively, this OTOC can be understood by the following thought experiment: consider an initial quantum state $|\psi\rangle$, and perturb this quantum state by two operators: first, the local operator $X_{r}$ (which flips spin $r$ in the conventional $Z$-basis), and then the Heisenberg-evolved operator $X_{0}$, which amounts to flipping spin 0 at a later time $t$. Does the order of these operations matter? Clearly not if $t=0: X_{0} X_{r}=X_{r} X_{0}$. However, if the operations occur at different times $t$, the effect could be significant: $X_{0}(t) X_{r}|\psi\rangle$ might be a very different quantum state than $X_{r} X_{0}(t)|\psi\rangle$. We can quantify how far apart these two states are in Hilbert space by asking for the typical length of $\left[X_{0}(t), X_{r}\right]|\psi\rangle$,
or the value of $C=\langle\psi|\left[X_{0}(t), X_{r}\right]^{\dagger}\left[X_{0}(t), X_{r}\right]|\psi\rangle$. A suitable notion of "typical" is to choose a random initial state in the Hilbert space. Averaging over all initial conditions amounts to replacing $\operatorname{tr}(|\psi\rangle\langle\psi| \cdots) \rightarrow \operatorname{tr}\left(\frac{1}{\operatorname{dim}(\mathcal{H})} \cdots\right)$. Hence the average value of $C$ is given by (4.7). Mathematically, the Frobenius norm gives the average of the squared eigenvalues, while the operator norm used in Lieb-Robinson bounds is the maximal eigenvalue. Certainly, the Frobenius norm is always smaller: $\left\|\left[X_{0}(t), X_{r}\right]\right\|_{\mathrm{F}} \leq\left\|\left[X_{0}(t), X_{r}\right]\right\|$.

Remarkably, in long-range interacting systems, we can show that the Frobenius norm is not only smaller by a constant prefactor, but is rather constrained by parametrically stronger bounds. Indeed, we prove in Section 4.4 that $\left\|\left[X_{0}(t), X_{r}\right]\right\|_{\mathrm{F}}$ is bounded inside of an even stricter light cone, which is linear in one-dimensional models with twobody interactions so long as $\alpha>\frac{5}{2}$. When $X_{0}$ is replaced by an operator on infinitely many sites $0,-1,-2, \ldots$, we also demonstrate the optimality of this bound, up to subalgebraic corrections.

To understand how the Frobenius light cone is deduced, let us revisit the argument for the Lieb-Robinson light cone. Modifying Eq. (4.5) to use the Frobenius norm, we observe that

$$
\begin{equation*}
t\left\|\left[A_{2},\left[H_{2}(t), A_{1}\right]\right]\right\|_{\mathrm{F}} \sim t\left\|\left[A_{2}, \sum_{j \in \mathcal{B}_{2}} \frac{t^{d} Z_{j}}{r^{\alpha}}\right]\right\|_{\mathrm{F}} \sim t \sqrt{\sum_{j \in \mathcal{B}_{2}}\left(\frac{t^{d}}{r^{\alpha}}\right)^{2}} \sim \frac{t^{\frac{3}{2} d+1}}{r^{\alpha}} \tag{4.8}
\end{equation*}
$$

Hence, in $d$ dimensions, the Frobenius norm of the operator grows faster than in local models using long-range interactions once $\alpha<\frac{3}{2} d+1$. For $d=1$, Theorem 4 proves that this intuition is correct: the Frobenius light cone is linear when $\alpha>\frac{5}{2}$. In between $\frac{3}{2}<\alpha<\frac{5}{2}$, in $d=1$, this theorem also guarantees that the Frobenius light cone expands
no faster than $t \sim r^{\alpha-\frac{3}{2}}$ (up to logarithmic corrections).
The mathematical method used to prove the Frobenius light cone is based on an interpretation of the time evolution equation for operators as a many-body quantum walk governing the time evolution of a probability distribution. By bounding the growth of expectation values in this probability distribution using techniques from classical probability theory, we constrain the growth of Eq. (4.7). This represents a radical shift in perspective compared with the conventional Lieb-Robinson theorem, which is based on applying the triangle inequality in an appropriate interaction picture (see e.g. Refs. [19, 23]).

Since the Frobenius norm (squared) gives infinite temperature OTOCs, the LiebRobinson light cone is not relevant for infinite temperature many-body quantum chaos and the growth of operators. A careful determination of bounds on quantum chaos and operator spreading is essential for building on recent experimental progress in measuring OTOCs [92, 93] and quantum information scrambling [17] to design optimal information scramblers. Such work will be crucial in developing quantum simulators of holographic quantum gravity [84].

As emphasized before, many quantum state transfer tasks, including a "backgroundindependent" state transfer where $X_{i}(t)=X_{j}, Y_{i}(t)=Y_{j}$ and $Z_{i}(t)=Z_{j}$ (hence state $i$ is transferred to $j$ independently of all other qubits), are constrained by the Frobenius light cone, which is tighter than the Lieb-Robinson light cone: see Theorem 4.

The Free light cone.- Finally, we consider the light cone in systems of non-interacting particles. While these systems are rich enough such that they sometimes lie beyond the regime of computability for classical computers, their dynamics can be essentially reduced to the motion of a single particle. Returning to the same setup of Figure 4.2, we
may again estimate when the linear light cone fails by computing the weight of a single particle hopping the distance $\sim r$ from the ball $\mathcal{B}_{1}$ to $\mathcal{B}_{2}$ after time $t$ :

$$
\begin{equation*}
t\left\|\sum_{i \in \mathcal{B}_{1}, j \in \mathcal{B}_{2}} \frac{c_{j}^{\dagger} c_{i}}{r^{\alpha}}\right\| \lesssim \frac{t^{d+1}}{r^{\alpha}} . \tag{4.9}
\end{equation*}
$$

Here $c_{i}^{\dagger}$ and $c_{i}$ are the creation and the annihilation operators for the non-interacting particles. Following our previous logic, the free particle is constrained within a linear light cone when $\alpha>d+1$. We rigorously prove that the free light cone is linear for $\alpha>d+1$ in Theorem 5, and prove that no linear light cones exist for $\alpha<d+1$ in Theorem 6. When combined, these two theorems also prove that for $d<\alpha<d+1$, the form of the light cone is no worse than $t \sim r^{\alpha-d}$, and that no further improvement on the exponent $\alpha-d$ can be found.

Specifically, in Theorem 6 (Section 4.5.3), we show that this estimated growth rate is achieved by a novel quantum state-transfer protocol involving a single particle. The protocol works by successively spreading a particle to larger and larger regions of the lattice, each time doubling the number of sites sharing the particle (Fig. 4.3). Specifically, after the $k$ th step of the protocol at time $t_{k}$, an operator $c_{0}^{\dagger}$ originally supported at the origin would become

$$
\begin{equation*}
c_{0}^{\dagger}\left(t_{k}\right) \propto \sum_{\text {sites } x \text { in a cube of length } O\left(2^{k}\right)} c_{x}^{\dagger}, \tag{4.10}
\end{equation*}
$$

where the precise set of sites $x$ is depicted in Fig. 4.3. After spreading the particle to a square large enough to cover both the origin and the target site, we simply reverse the protocol to concentrate the particle on the target site. In each step of the protocol,


Figure 4.3: An illustration of our single-particle state-transfer protocol in $d=2$ dimensions. Through 4 steps, we redistribute a particle initially at 0 to the square $B_{1}^{(0)}$, then to $B_{2}^{(0)}, B_{3}^{(0)}$, and finally to $B_{4}^{(0)}$, each time doubling the size of the region sharing the particle. We use different colors to mark the additional sites that the particle spreads to in different steps. We then reverse the process to concentrate the particle on the target site $x$ and thereby achieve a perfect state transfer. The protocol is enhanced by the volume $r^{d}$ of the squares, with $r$ being a typical size of the squares. This enhancement offsets the penalty $1 / r^{\alpha}$ due to the power-law constraint, resulting in a superlinear state-transfer protocol when $\alpha<d+1$.
the weaker interactions due to the power-law constraint are well compensated by the volume of the squares, making the protocol superlinear for all $\alpha<d+1$. As emphasized in the introduction, this state-transfer protocol has (at least) two appealing features for experimental implementation, and could enhance the performance of quantum computing architectures assisted by long-range interactions [15].

The free light cone is also relevant for early time dynamics in low density models of interacting fermions or bosons, which are readily realized in experiment. The observed slowdown of dynamics between the Lieb-Robinson and free light cones makes the Hubbard model exponentially easier to simulate in experimentally relevant regimes (e.g. polar molecules) at early times, with implications for demonstrating quantum supremacy (Section 6.6).

### 4.2 Formal Preliminaries

We now more carefully introduce the problem that we address in this chapter. First, we will give a precise definition of a many-body quantum system with long-range interactions. We need to first define the distance between two points. Formally, we do so as follows. Let $\Lambda$ be the vertex set of a $d$-dimensional lattice graph with edge set $E_{\Lambda}$. A lattice graph $\left(\Lambda, E_{\Lambda}\right)$ is a graph which is invariant under $d$-dimensional discrete translations: mathematically speaking, $\mathbb{Z}^{d} \subseteq \operatorname{Aut}\left(\Lambda, E_{\Lambda}\right)$, where Aut denotes the group of graph isomorphisms from $\left(\Lambda, E_{\Lambda}\right)$ to itself. We assume that all vertices have finite degree in $E_{\Lambda}$, and that $\left|\Lambda / \mathbb{Z}^{d}\right|<\infty$, i.e. the unit cell has a finite number of vertices, and every vertex has a finite number of (nearest) neighbors. This graph imbues a natural notion of distance, which we will use for the rest of the chapter. Let $\mathcal{D}: \Lambda \times \Lambda \rightarrow \mathbb{Z}^{+}$denote the shortest path length between two vertices, also known as the Manhattan metric.

A many-body quantum system is then defined by placing a finite-dimensional quantum system (e.g. a qubit) on every vertex in $\Lambda$. Formally we define a many-body Hilbert space

$$
\begin{equation*}
\mathcal{H}:=\bigotimes_{i \in \Lambda} \mathcal{H}_{i} \tag{4.11}
\end{equation*}
$$

where we assume that $\operatorname{dim}\left(\mathcal{H}_{i}\right)<\infty$. In this chapter, we will be especially interested in the dynamics of the operators acting on $\mathcal{H}$. Let $\mathcal{B}$ denote the set of all Hermitian operators acting on $\mathcal{H}$. $\mathcal{B}$ is a real vector space, and we denote operators $\mathcal{O} \in \mathcal{B}$ with $\mid \mathcal{O})$ whenever we wish to emphasize that they should be thought of as vectors. A basis for $\mathcal{B}$ can be found as follows: let $T_{i}^{a}$ denote the generators of $\mathrm{U}\left(\operatorname{dim}\left(\mathcal{H}_{i}\right)\right)$ where $a=0$ denotes
the identity operator, which gives a complete basis for Hermitian operators on the local Hilbert space $\mathcal{H}_{i}$. $\mathcal{B}$ is simply the tensor product of all these local bases of Hermitian operators:

$$
\begin{equation*}
\mathcal{B}=\operatorname{span}\left\{\bigotimes_{i \in \Lambda} T_{i}^{a_{i}}, \text { for all }\left\{a_{i}\right\}\right\} . \tag{4.12}
\end{equation*}
$$

For subset $X \subset \Lambda$, we define $\mathcal{B}_{X}$ to be the set of all basis vectors which act non-trivially only on the sites of $X$ :

$$
\begin{equation*}
\mathcal{B}_{X}:=\operatorname{span}\left\{\bigotimes_{i \in X} T_{i}^{a_{i}}, \text { for all }\left\{a_{i} \neq 0\right\}\right\} . \tag{4.13}
\end{equation*}
$$

We define the projectors [34]

$$
\left.\mathbb{P}_{i} \mid \otimes T_{k}^{a_{k}}\right):= \begin{cases}\left.\mid \otimes T_{k}^{a_{k}}\right) & a_{i} \neq 0  \tag{4.14}\\ 0 & a_{i}=0\end{cases}
$$

which return the part of the operator that acts non-trivially on site $i$ :

$$
\begin{equation*}
\mathbb{P}_{i} \mathcal{O}=\mathcal{O}-\frac{1}{\operatorname{dim}\left(\mathcal{H}_{i}\right)} \operatorname{tr} \mathcal{O} . \tag{4.15}
\end{equation*}
$$

For a general subset $X \subset \Lambda$, the projectors

$$
\begin{equation*}
\mathbb{P}_{X}:=\sum_{Y \in \mathbb{Z}_{2}^{X}:|Y|>0}(-1)^{|Y|+1} \prod_{j \in Y} \mathbb{P}_{j} \tag{4.16}
\end{equation*}
$$

act similarly, and return the part of the operator which acts non-trivially on the subset $X$.

It was proven in Ref. [22] that when $|X|<\infty$,

$$
\begin{equation*}
\left\|\mathbb{P}_{X} \mathcal{O}\right\|_{\infty} \leq 2\|\mathcal{O}\|_{\infty} \tag{4.17}
\end{equation*}
$$

where $\|\cdot\|_{\infty}$ is again the operator norm. We will often drop the $\infty$ subscript for convenience. In addition, we can relate the commutator in the Lieb-Robinson bound to the projection of an operator using the identity

$$
\begin{equation*}
\left\|\left[\mathcal{O}_{X}, \mathcal{O}_{Y}\right]\right\| \leq 2\left\|O_{X}\right\|\left\|\mathbb{P}_{X} \mathcal{O}_{Y}\right\| \tag{4.18}
\end{equation*}
$$

which holds for all operators $\mathcal{O}_{X} \in \mathcal{B}_{X}, \mathcal{O}_{Y} \in \mathcal{B}_{Y}$.
We define the Hamiltonian $H: \mathbb{R} \rightarrow \mathcal{B}$ as

$$
\begin{equation*}
H(t):=\sum_{X \subset \Lambda} H_{X}(t), \tag{4.19}
\end{equation*}
$$

where $H_{X}(t): \mathbb{R} \rightarrow \mathcal{B}_{X} . H(t)$ is said to be $q$-local if $H_{X}(t)=0$ for all $|X|>q$ : physically speaking, the Hamiltonian operator contains at most $q$-body interactions. The Hamiltonian generates time evolution on $\mathcal{B}$ according to the Heisenberg equation of motion for operators: we define the Liouvillian $\mathcal{L}(t)$ as the generator of time evolution,

$$
\begin{equation*}
\mathcal{L}(t) \mid \mathcal{O}):=\mid \mathrm{i}[H(t), \mathcal{O}]) \tag{4.20}
\end{equation*}
$$

We define the time evolved operator $\mathcal{O}(t): \mathbb{R} \rightarrow \mathcal{B}$ as the solution to the differential
equation

$$
\begin{equation*}
\frac{\mathrm{d} \mathcal{O}(t)}{\mathrm{d} t}:=\mathcal{L}(t) \mathcal{O}(t), \quad \mathcal{O}(0):=\mathcal{O} \tag{4.21}
\end{equation*}
$$

We say that the Hamiltonian $H$ has long-range interactions with exponent $\alpha$ if

$$
\begin{align*}
& \alpha=\sup \left\{\alpha_{0} \in(0, \infty): \text { there exists } 0<h<\infty\right. \text { such that } \\
& \left.\qquad \sum_{X:\{i, j\} \subseteq X}\left\|H_{X}(t)\right\| \leq \frac{h}{\mathcal{D}(i, j)^{\alpha_{0}}}, \text { for all } t \in \mathbb{R}\right\}, \tag{4.22}
\end{align*}
$$

where $\mathcal{D}(i, j)$ denotes the distance between $i, j$. In physics we often say that the interaction has exponent $\alpha$ when, assuming only two-body interactions, $H_{\{i, j\}} \lesssim h \mathcal{D}(i, j)^{-\alpha}$; strictly speaking though, any Hamiltonian with exponent $\alpha_{2}$, according to this loose definition, also has exponent $\alpha_{1}<\alpha_{2}$. The formal definition Eq. (4.22) avoids this unwanted feature and assigns a unique exponent $\alpha$ to every problem.

The following identities, which we state without proof, will be useful in the discussion that follows:

Proposition 1 (Sums over power laws [18, 21]). If $\alpha>d$, for any $\Lambda$ and $\mathcal{D}$, there exist $0<C_{1}, C_{2}<\infty$ such that:

$$
\begin{gather*}
\sum_{j \in \Lambda: \mathcal{D}(i, j)>r} \frac{1}{\mathcal{D}(i, j)^{\alpha}}<\frac{C_{1}}{r^{\alpha-d}},  \tag{4.23}\\
\sum_{k \in \Lambda \backslash\{i, j\}} \frac{1}{\mathcal{D}(i, k)^{\alpha} \mathcal{D}(j, k)^{\alpha}}<\frac{C_{2}}{\mathcal{D}(i, j)^{\alpha}} . \tag{4.24}
\end{gather*}
$$

### 4.3 The Lieb-Robinson Light Cone

We begin by discussing the strictest light cone on the commutators of local operators, representing the generalization of the Lieb-Robinson theorem [12] to systems with long-range interactions.

### 4.3.1 The Linear Light Cone

The following proposition controls the growth of commutator norms in a Hamiltonian system with long-range interactions.

Proposition 2. Let $X, Y \subset \Lambda$ be disjoint with $\mathcal{D}(X, Y):=r ; \mathcal{O}_{X}$ be an operator supported on $X$ obeying $\left\|\mathcal{O}_{X}\right\|=1 ; \mathcal{O}_{X}(t)$ be the time-evolved version of $\mathcal{O}_{X}$ under a power-law Hamiltonian with an exponent $\alpha>2 d+1$. There exist constants $0<\bar{v}, c<\infty$ such that, for time evolutions generated by Eq. (4.20) obeying Eq. (4.22),

$$
\begin{equation*}
\left.\| \mathbb{P}_{Y} \mid \mathcal{O}_{X}(t)\right) \| \leq c|X| \frac{t^{d+1} \log ^{2 d} r}{(r-\bar{v} t)^{\alpha-d}} \tag{4.25}
\end{equation*}
$$

Proof. We begin by recalling the following theorem (recast in the language of projectors):

Theorem 2 (Linear light cone [23]). Eq. (4.25) holds for a single-site operator, i.e. when $|X|=1$.

While the proof presented in Ref. [23] applied only to time-independent Hamiltonians, the generalization to time-dependent models is immediate from their results. Next, we show the following general result.

Lemma 1. If for all $\left.x \in X, \| \mathbb{P}_{Y} \mid \mathcal{O}_{x}(t)\right) \| \leq f(t, \mathcal{D}(x, Y))$, then there exist $0<K<\infty$ such that

$$
\begin{equation*}
\left.\| \mathbb{P}_{Y} \mid \mathcal{O}_{X}(t)\right) \| \leq K \sum_{x \in X} f(t, \mathcal{D}(x, Y)) \tag{4.26}
\end{equation*}
$$

Proof. For pedagogical reasons, we demonstrate the proof on a system of spin- $1 / 2$ particles with $K=9 / 2$. However, the proof applies to any system with finite local Hilbert space dimensions [22]. Let $\left\{S_{j}: j=1, \ldots, d_{Y}-1\right\}$ denote the $d_{Y}-1=4^{|Y|}-1$ nontrivial Pauli strings supported on $Y$. Then [22]

$$
\begin{align*}
\left.\| \mathbb{P}_{Y} \mid \mathcal{O}_{X}(t)\right) \| & =\left\|\frac{1}{2 d_{Y}} \sum_{j=1}^{d_{Y}-1}\left[S_{j},\left[S_{j}, \mathcal{O}_{X}(t)\right]\right]\right\| \leq \frac{1}{2 d_{Y}} \sum_{j=1}^{d_{Y}-1} 2 \underbrace{\left\|S_{j}\right\| \|}_{=1}\left\|\left[S_{j}, \mathcal{O}_{X}(t)\right]\right\| \\
& \left.\left.\leq \frac{1}{d_{Y}} \sum_{j=1}^{d_{Y}-1}\left\|\left[\mathcal{O}_{X}, S_{j}(-t)\right]\right\| \leq \frac{2}{d_{Y}} \sum_{j=1}^{d_{Y}-1} \| \mathbb{P}_{X} \right\rvert\, S_{j}(-t)\right) \| \tag{4.27}
\end{align*}
$$

Next, we shall prove that

$$
\begin{equation*}
\left.\left.\| \mathbb{P}_{X} \mid S_{j}(-t)\right)\left\|\leq 3 \sum_{x}\right\| \mathbb{P}_{x} \mid S_{j}(-t)\right) \| \tag{4.28}
\end{equation*}
$$

To do so, we assign an (arbitrary) ordering of the sites in $X$ : i.e. if $X=\left\{x_{1}, \ldots, x_{n}\right\}$, we choose $x_{1}<x_{2}<\cdots<x_{n}$. Let $\tilde{X}_{x}=\left\{x^{\prime} \in X: x^{\prime}>x\right\}$ be a subset of $X$ consisting of sites in $X$ that are greater than $x$. We rewrite

$$
\begin{equation*}
\mathbb{P}_{X}=\sum_{x}\left(1-\mathbb{P}_{\tilde{X}_{x}}\right) \mathbb{P}_{x}, \tag{4.29}
\end{equation*}
$$

and therefore we have

$$
\begin{equation*}
\left.\left.\left.\| \mathbb{P}_{X} \mid S_{j}(-t)\right)\left\|\leq \sum_{x}\right\|\left(1-\mathbb{P}_{\tilde{X}_{x}}\right) \mathbb{P}_{x} \mid S_{j}(-t)\right)\left\|\leq \sum_{x} 3\right\| \mathbb{P}_{x} \mid S_{j}(-t)\right) \| \tag{4.30}
\end{equation*}
$$

In the last line, we have used that $\left\|\mathbb{P}_{X} \mathcal{O}\right\| \leq 2\|\mathcal{O}\|$ whenever $|X|<\infty$ [22], along with the triangle inequality. Plugging this back into the earlier equation, we have

$$
\begin{align*}
\left.\| \mathbb{P}_{Y} \mid \mathcal{O}_{X}(t)\right) \| & \left.\left.\leq \frac{6}{d_{Y}} \sum_{j=1}^{d_{Y}-1} \sum_{x} \| \mathbb{P}_{x} \right\rvert\, S_{j}(-t)\right)\left\|\leq \frac{6}{d_{Y}} \sum_{j=1}^{d_{Y}-1} \sum_{x} \frac{1}{8} \sum_{P_{x}}\right\|\left[P_{x},\left[P_{x}, S_{j}(-t)\right]\right] \| \\
& \leq \frac{3}{2} \underbrace{\frac{1}{d_{Y}} \sum_{j=1}^{d_{Y}-1}}_{\leq 1} \sum_{x} \sum_{P_{x}}\left\|\mathbb{P}_{S_{j}} P_{x}(t)\right\| \leq \frac{9}{2} \sum_{x} f(t, \operatorname{dist}(() x, Y)), \tag{4.31}
\end{align*}
$$

where $P_{x} \in\left\{X_{x}, Y_{x}, Z_{x}\right\}$ denotes one of the three Pauli matrices on site $x$. In the second from the last line, we have used the assumption $\left\|\mathbb{P}_{S_{j}} P_{x}(t)\right\| \leq f(t, \operatorname{dist}(() x, Y))$.

Combining Theorem 2 with Lemma 1 proves Eq. (4.25), which is tighter than a result of Ref. [23] when applied to general operators that are supported on many sites.

### 4.3.2 A Fast Operator-Spreading Protocol

Proposition 2 proves that the support of an operator $\mathcal{O}_{i}(t)$ is only large inside of a linear light cone when $\alpha>2 d+1$. Our first main result is the following theorem, which proves the optimality (up to subalgebraic corrections) of that result.

Theorem 3. Let $\operatorname{dim}\left(\mathcal{H}_{i}\right)=2$ for all $i \in \Lambda$, and let $X_{0}$ and $X_{r}$ be two Pauli- $X$ operators supported on two sites $i$ and $j$ respectively, obeying $\mathcal{D}(i, j)=r$. For all $\alpha>d$, there exists a time-dependent Hamiltonian $H(t)$ obeying Eq. (4.22) and constants $0<K, K^{\prime}<$
$\infty$ such that for $3<t<K^{\prime} r^{\alpha /(1+2 d)}$,

$$
\begin{equation*}
\left\|\left[X_{0}(t), X_{r}\right]\right\| \geq K \frac{t^{1+2 d}}{r^{\alpha}} \tag{4.32}
\end{equation*}
$$

Proof. We prove the theorem by constructing a fast operator-spreading protocol, which follows three steps, as depicted in Figure 4.4. In each step, we evolve the operator using a power-law Hamiltonian for time $t / 3$. For simplicity, we assume $t / 3:=\ell \in \mathbb{Z}^{+}$, and assume that $\ell<\frac{1}{2} r$.

Step 1 -. In time $t / 3$, we use a unitary $\mathcal{U}_{1}$ to spread the operator $X_{0}$ to $\prod_{i \in \mathcal{B}_{\ell}} X_{i}$, where $\mathcal{B}_{\ell}$ is a ball of radius $\ell$ centered at site 0 . We denote the volume of this ball by $\mathcal{V}:=\left|\mathcal{B}_{\ell}\right|$. The unitary $\mathcal{U}_{1}$ can be implemented using a series of controlled-NOT operators (CNOT) among nearest neighbors in the lattice. Note that a CNOT gate $U_{\mathrm{CNOT}, i, j}$ for neighbors $i$ and $j$ acts as follows:

$$
\begin{equation*}
U_{\mathrm{CNOT}, i, j}^{\dagger} X_{i} U_{\mathrm{CNOT}, i, j}:=X_{i} X_{j} . \tag{4.33}
\end{equation*}
$$

Under the conditions of Eq. (4.22), this CNOT gate can be implemented in a time step of $O(1)$.

Step 2-. In the next $t / 3$ interval, we apply $\mathcal{U}_{2}=\prod_{j \in \mathcal{B}_{\ell}} U_{j}(\tau)$ on the operator, where

$$
\begin{align*}
U_{j}(\tau) & :=\cos (\tau \Theta)+\mathrm{i} \sin (\tau \Theta) Z_{j}  \tag{4.34a}\\
\Theta & :=\sum_{k \in \tilde{\mathcal{B}}_{\ell}} Z_{k}, \tag{4.34b}
\end{align*}
$$



Figure 4.4: A protocol for rapid growth of the commutator norm using two-body longrange interactions. Step 1: we use CNOT gates between nearest neighbor sites to spread a single Pauli $X_{0}$ to a Pauli string $X X \cdots X$ supported on every site inside a ball of radius $O(t)$ centered at $X_{0}$. Step 2: we use pairwise $Z Z$ interactions between all sites in the two balls, located distance $O(r)$ apart, which adds an operator of norm $\sim O\left(t^{2 d+1} / r^{\alpha}\right)$ into the second ball a distance $r$ away. Step 3: we invert Step 1 in the outer ball, pushing all of the operator weight in the outer ball onto a single site.
$\tilde{\mathcal{B}}_{\ell}$ is another ball of radius $d$ centered around the site at distance $r$, and

$$
\begin{equation*}
\tau=\frac{t}{3(2 r)^{\alpha}} \tag{4.35}
\end{equation*}
$$

It is straightforward to verify that $U_{j}(\tau)$ is a unitary, since

$$
\begin{equation*}
U_{j}(\tau)=\exp \left[-\mathrm{i} \tau \sum_{y \in \tilde{\mathcal{B}}_{\ell}} Z_{j} Z_{y}\right] \tag{4.36}
\end{equation*}
$$

Since $Z_{j} Z_{y}$ commutes with $Z_{j^{\prime}} Z_{y^{\prime}}$ for all $j, j^{\prime} \in \mathcal{B}_{\ell}$ and $y, y^{\prime} \in \tilde{\mathcal{B}}_{\ell}, U_{j}(\tau)$ and $U_{j^{\prime}}(\tau)$ can be implemented simultaneously. In other words, the unitary $\mathcal{U}_{2}$ can be generated by a power-law Hamiltonian within time $t / 3$ : the factor of $2 r$ in Eq. (4.35) is present because the maximal distance between two sites in $\mathcal{B}_{\ell}$ and $\tilde{\mathcal{B}}_{\ell}$ is $r+2 \ell<2 r$. The evolved version
of the operator under this unitary is

$$
\begin{equation*}
\mathcal{U}_{2}^{\dagger}\left(\prod_{j \in \mathcal{B}_{\ell}} X_{j}\right) \mathcal{U}_{2}=\prod_{j \in \mathcal{B}_{\ell}}\left[\cos (2 \tau \Theta) X_{j}+\sin (2 \tau \Theta) Y_{j}\right] \tag{4.37}
\end{equation*}
$$

Step 3-. In the final $t / 3$, we apply a unitary $\mathcal{U}_{3}$ which is the inverse of $\mathcal{U}_{1}$, up to its action on $\tilde{\mathcal{B}}_{\ell}$ instead of $\mathcal{B}_{\ell}$. It is easier to instead think of evolving the final operator $X_{r}$ under $\mathcal{U}_{3}^{-1}$, which does not change the commutator norm $\left\|\left[X_{0}(t), X_{r}\right]\right\|$. Therefore, after time $t$, we get the commutator norm:

$$
\begin{align*}
\left\|\left[X_{1}(t), X_{r}\right]\right\| & =\left\|\left[\mathcal{U}_{2}^{\dagger} \mathcal{U}_{1}^{\dagger} X_{0} \mathcal{U}_{1} \mathcal{U}_{2}, \mathcal{U}_{3} X_{r} \mathcal{U}_{3}^{\dagger}\right]\right\|  \tag{4.38}\\
& =\|\underbrace{\left[\prod_{j \in \mathcal{B}_{\ell}}\left[\cos (2 \tau \Theta) X_{j}+\sin (2 \tau \Theta) Y_{j}\right], \prod_{k \in \tilde{\mathcal{B}}_{\ell}} X_{k}\right]}_{\equiv C}\| \tag{4.39}
\end{align*}
$$

To lower bound the norm of $C$, we consider the matrix elements of $C$ in the eigenbasis of Pauli $Z$ operators. We observe that $\langle e| C|00 \ldots 0\rangle=0$ for all computational basis states $|e\rangle$ of the two balls except for $|e\rangle=|11 \ldots 1\rangle$. Hence,

$$
\begin{align*}
\langle 11 \ldots 1| C|00 \ldots 0\rangle & =[\cos (2 \tau \mathcal{V})-i \sin (2 \tau \mathcal{V})]^{\mathcal{V}}-[\cos (2 \tau \mathcal{V})+i \sin (2 \tau \mathcal{V})]^{\mathcal{V}} \\
& =-2 \sum_{k \text { odd }}^{\mathcal{V}}\binom{\mathcal{V}}{k} i^{k} \sin (2 \tau \mathcal{V})^{k} \cos (2 \tau \mathcal{V})^{\mathcal{V}-k}:=a \tag{4.40}
\end{align*}
$$

Therefore, $C$ is block diagonal and has eigenvalues $\pm|a|$ in the sector $\{|00 \ldots 0\rangle\},\{|11 \ldots 1\rangle\}$. We note that to the lowest-order, $|a| \approx \mathcal{V}^{2} \tau \propto t^{2 d+1} / r^{\alpha}$. Therefore, this operatorspreading protocol saturates the Lieb-Robinson bound in Proposition 2.

To make the statement rigorous, we lower bound the norm of $C$ :

$$
\begin{align*}
& \|C\| \geq|a| \geq 2 \mathcal{V} \sin (2 \tau \mathcal{V}) \cos (2 \tau \mathcal{V})^{\mathcal{V}-1}-\sum_{k \text { odd, } k \geq 3}^{\mathcal{V}}\binom{\mathcal{V}}{k} \sin (2 \tau \mathcal{V})^{k} \cos (2 \tau \mathcal{V})^{\mathcal{V}-k} \\
& \geq 2 \mathcal{V} \sin (2 \tau \mathcal{V}) \cos (2 \tau \mathcal{V})^{\mathcal{V}-1}-\frac{\mathcal{V}^{3}}{6} \sin (2 \tau \mathcal{V})^{3} \sum_{k \text { even }}^{\mathcal{V}-3}\binom{\mathcal{V}-3}{k} \sin (2 \tau \mathcal{V})^{k} \cos (2 \tau \mathcal{V})^{\mathcal{V}-3-k} \\
& \geq 2 \mathcal{V} \sin (2 \tau \mathcal{V}) \cos (2 \tau \mathcal{V})^{\mathcal{V}-1}-\frac{\mathcal{V}^{3}}{6} \sin (2 \tau \mathcal{V})^{3}[\sin (2 \tau \mathcal{V})+\cos (2 \tau \mathcal{V})]^{\mathcal{V}-3} \tag{4.41}
\end{align*}
$$

Now we require that $\mathcal{V}^{2} \tau=\varepsilon<1 / 2$, which is equivalent to $t^{2 d+1} \lesssim r^{\alpha}$. Under this condition,

$$
\begin{align*}
& \cos (2 \tau \mathcal{V})^{\mathcal{V}-1} \geq\left(1-\tau^{2} \mathcal{V}^{2}\right)^{\mathcal{V}}=\left(1-\frac{\varepsilon^{2}}{\mathcal{V}^{2}}\right)^{\mathcal{V}} \geq \frac{1}{2},  \tag{4.42a}\\
& {[\sin (2 \tau \mathcal{V})+\cos (2 \tau \mathcal{V})]^{\mathcal{V}-3} \leq(1+2 \tau \mathcal{V})^{\mathcal{V}} \leq\left(1+\frac{2 \varepsilon}{\mathcal{V}}\right)^{\mathcal{V}} \leq \mathrm{e}^{2 \varepsilon}}  \tag{4.42b}\\
& \tau \mathcal{V} \leq \sin (2 \tau \mathcal{V}) \leq 2 \tau \mathcal{V} \tag{4.42c}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\|C\| & \geq 2 \mathcal{V}(\tau \mathcal{V})\left[\frac{1}{2}-\frac{\mathcal{V}^{2}}{12}(2 \tau \mathcal{V})^{2} \mathrm{e}^{2 \varepsilon}\right] \geq \mathcal{V}^{2} \tau\left(1-\frac{2}{3} \varepsilon^{2} \mathrm{e}^{2 \varepsilon}\right) \geq \frac{1}{2} \mathcal{V}^{2} \tau \\
& \geq \frac{1}{2}\left(\frac{t^{d}}{3^{d}}\right)^{2} \frac{t}{3(2 r)^{\alpha}} \geq \frac{1}{3^{1+2 d} 2^{1+\alpha}} \frac{t^{2 d+1}}{r^{\alpha}} . \tag{4.43}
\end{align*}
$$

This protocol shows that if the light cone of a Lieb-Robinson bound is $t \gtrsim r^{\kappa}$, then $\kappa \leq \alpha /(1+2 d)$.

Lastly, we note that it is trivial to remove the restriction $\operatorname{dim}\left(\mathcal{H}_{i}\right)=2$ from the
assumptions of Theorem 3 by simply making $H(t)$ act trivially on all but 2 of the basis states in each $\mathcal{H}_{i}$.

### 4.4 The Frobenius Light Cone

We now turn to the Frobenius light cone. To motivate the development, let us consider the early time expansion of a time evolving operator $\mathcal{O}_{i}$, initially supported on lattice site $i$ :

$$
\begin{equation*}
\mathcal{O}_{i}(t)=\sum_{n=0}^{\infty} \frac{(\mathcal{L} t)^{n}}{n!} \mathcal{O}_{i}=\mathcal{O}_{i}+\mathrm{i} t\left[H, \mathcal{O}_{i}\right]-\frac{t^{2}}{2}\left[H,\left[H, \mathcal{O}_{i}\right]\right]+\cdots \tag{4.44}
\end{equation*}
$$

For illustrative purposes, we have temporarily assumed $H$ is time-independent. Suppose further that $H$ only contains nearest neighbor interactions. Then $\left[H, \mathcal{O}_{i}\right]$ can only contain operators of the form $\mathcal{O}_{i-1} \mathcal{O} \mathcal{O}_{i+1}$, and $\left[H,\left[H, \mathcal{O}_{i}\right]\right]$ can contain terms no more complicated than $\mathcal{O}_{i-2} \mathcal{O}_{i-1} \mathcal{O} \mathcal{O}_{i+1} \mathcal{O}_{i+2}$, and so on. It is natural to ask "how much" of the operator can be written as a sum of products of single-site operators restricted to some given subset of the lattice $\Lambda$. This question is naturally interpreted as follows: upon expanding $\left.\mid \mathcal{O}_{i}(t)\right)$ in terms of the basis vectors of Eq. (4.12):

$$
\begin{equation*}
\left.\left.\mid \mathcal{O}_{i}(t)\right):=\sum_{\left\{a_{k}\right\}} c_{\left\{a_{k}\right\}}(t) \mid \bigotimes_{k} T_{k}^{a_{k}}\right) \tag{4.45}
\end{equation*}
$$

the coefficients $c_{\left\{a_{k}\right\}}(t)$ are analogous to the probability amplitudes of an ordinary quantum mechanical wave function. As we will see, the coefficients $c_{\left\{a_{k}\right\}}(t)$ must be sufficiently small if any $a_{k}$ are non-identity, when the sites $i$ and $k$ are sufficiently far apart, at
any fixed time $t$ : this is, intuitively, what we will call the Frobenius light cone.

For mathematical convenience in the discussion that follows, we restrict our analysis to finite lattices. It appears straightforward, if slightly tedious, to generalize to infinite lattices through an appropriate limiting procedure. More significantly, we will focus our discussion to one-dimensional lattices, as only in one dimension have we developed the machinery powerful enough to qualitatively improve upon the results of Section 4.3.

### 4.4.1 A Vector Space of Operators

We define a one dimensional lattice

$$
\begin{equation*}
\Lambda:=\{i \in \mathbb{Z}: 0 \leq i \leq L\} . \tag{4.46}
\end{equation*}
$$

For every site $i \in \Lambda$, we assume a finite dimensional local Hilbert space $\mathcal{H}_{i}$, obeying $\operatorname{dim}\left(\mathcal{H}_{i}\right)<\infty$. The global Hilbert space is

$$
\begin{equation*}
\mathcal{H}:=\bigotimes_{i \in \Lambda} \mathcal{H}_{i} . \tag{4.47}
\end{equation*}
$$

Let $\mathcal{B}$ denote the set of Hermitian operators acting on $\mathcal{H}$. We equip this space with the Frobenius inner product

$$
\begin{equation*}
(A \mid B):=\frac{\operatorname{tr}(A B)}{\operatorname{dim}(\mathcal{H})}, \tag{4.48}
\end{equation*}
$$

upon which $\mathcal{B}$ becomes a real inner product space; we denote elements of this vector space $\mathcal{O} \in \mathcal{B}$ as $\mid \mathcal{O})$. When $A=B$, the inner product reduces to the squared Frobenius norm of $A:(A \mid A)=\|A\|_{\mathrm{F}}^{2}$. Note that for traceless operators $A$ and $B$, this inner product
corresponds to the value of the thermal two-point connected correlation function at infinite temperature. Let $\left\{T_{i}^{a}\right\}$ denote the generators of $\mathrm{U}\left(\operatorname{dim}\left(\mathcal{H}_{i}\right)\right)$, with $a=0$ denoting the identity matrix. These generators form a complete basis for $\mathcal{B}$ :

$$
\begin{equation*}
\left.\mathcal{B}:=\operatorname{span}\left\{\bigotimes_{i \in \Lambda} T_{i}^{a_{i}}\right\}:=\operatorname{span}\left\{\mid a_{0} \cdots a_{L}\right)\right\} \tag{4.49}
\end{equation*}
$$

We define the projectors

$$
\left.\mathbb{Q}_{x} \mid a_{0} \cdots a_{L}\right):= \begin{cases}\left.\mid a_{0} \cdots a_{L}\right) & a_{x} \neq 0 \text { and } a_{y}=0 \text { if } y>x  \tag{4.50}\\ 0 & \text { otherwise }\end{cases}
$$

Hence $\mathbb{Q}_{x}$ selects the parts of an operator which all act on $x$, but on no site to the right of $x$. Observe that we have orthogonality and completeness:

$$
\begin{equation*}
\mathbb{Q}_{i} \mathbb{Q}_{j}=\delta_{i j} \mathbb{Q}_{j}, \quad \sum_{i \in \Lambda} \mathbb{Q}_{i}=1 \tag{4.51}
\end{equation*}
$$

Time evolution is generated by a (generally time-dependent) Hamiltonian $H(t)$ : $\mathbb{R} \rightarrow \mathcal{B}$. We assume that $H$ is 2-local:

$$
\begin{equation*}
H(t)=\sum_{\{i, j\} \subset \Lambda} H_{i j}(t) \tag{4.52}
\end{equation*}
$$

with power-law interactions of exponent $\alpha$. By unitarity,

$$
\begin{equation*}
(\mathcal{O}|\mathcal{L}(t)| \mathcal{O})=0 \tag{4.53}
\end{equation*}
$$

where $\mathcal{L}(t)$ was defined in Eq. (4.20); hence $\mathcal{L}(t)$ generates orthogonal transformations on $\mathcal{B}$ and leaves the length of all operators invariant.

### 4.4.2 The Operator Quantum Walk

Our goal is to understand the following scenario (Fig. 4.5): given an operator $\mid \mathcal{O}$ ) starting at the left-most site, i.e. obeying $\left.\left.\mathbb{Q}_{0} \mid \mathcal{O}\right)=\mid \mathcal{O}\right)$, how long does it take before most of the operator $\mid \mathcal{O}(t))$ consists of operator strings that act on sites $\geq x$ ? More precisely, define

$$
\begin{equation*}
\left.\left.t_{2}^{\delta}(x):=\inf \left\{t>0: \text { for any } \mathbb{Q}_{0} \mid \mathcal{O}_{0}\right)=\mid \mathcal{O}_{0}\right), \quad \delta<\frac{\sum_{y: x \leq y \leq L}\left(\mathcal{O}_{0}(t)\left|\mathbb{Q}_{y}\right| \mathcal{O}_{0}(t)\right)}{\left(\mathcal{O}_{0} \mid \mathcal{O}_{0}\right)}\right\} \tag{4.54}
\end{equation*}
$$

to be the shortest time for which a fraction $\delta$ of the operator $\mid \mathcal{O}(t))$ can be supported on sites $\geq x$. The assumption that the operator starts only on the left-most site is not restrictive-for an initial site $k \in \Lambda$, we can identify the lattice sites $k+m \sim k-m$ in order to "fold" the one dimensional lattice to put the initial point $k$ at one boundary; such a change cannot modify Eq. (4.22), except to adjust the value of $h$ by a factor $<4$.

We note that

$$
\begin{align*}
\sup _{\mathcal{O}_{x} \in \mathcal{B}_{x}} \frac{\operatorname{tr}\left(\left[\mathcal{O}_{0}(t), \mathcal{O}_{x}\right]^{\dagger}\left[\mathcal{O}_{0}(t), \mathcal{O}_{x}\right]\right)}{\operatorname{dim}(\mathcal{H})\left(\mathcal{O}_{0} \mid \mathcal{O}_{0}\right)} & \leq 4 \frac{\left(\mathcal{O}_{0}(t)\left|\mathbb{P}_{x}\right| \mathcal{O}_{0}(t)\right)}{\left(\mathcal{O}_{0} \mid \mathcal{O}_{0}\right)} \\
& \leq 4 \sum_{y: x \leq y \leq L} \frac{\left(\mathcal{O}_{0}(t)\left|\mathbb{Q}_{y}\right| \mathcal{O}_{0}(t)\right)}{\left(\mathcal{O}_{0} \mid \mathcal{O}_{0}\right)} \tag{4.55}
\end{align*}
$$

where the left-most side corresponds to the out-of-time-order correlation function (OTOC) of an infinite-temperature state-a quantity known to herald the onset of many-body quan-


Figure 4.5: The $4^{L}$ dimensional space of operators can be decomposed into direct sum of $L$ subspaces $\left\{\mathbb{Q}_{i}\right\}$ by the position of the right-most occupied site. By keeping track of only the "average value" of the right-most site (depicted above), keeping in mind that an exponential number of orthogonal operators (depicted below) are contained on most of the sites, we reduce the quantum walk of many-body operators from an exponentially large space to a one dimensional line.
tum chaos $[90,91]$. From Eq. (4.55), it follows that a lower bound on $t_{2}^{\delta}(x)$ also bounds the evolution time of the OTOC and the growth of chaos.

The second main result of this chapter is the following theorem:

Theorem 4. Given Hamiltonian evolution on $\mathcal{H}$ obeying Eq. (4.52) and Eq. (4.22), for any $x \in \Lambda, 0<\delta \in \mathbb{R}$ and $\frac{3}{2}<\alpha \in \mathbb{R}$, there exist constants $0<K, K^{\prime}<\infty$ such that

$$
t_{2}^{\delta}(x) \geq K \times \begin{cases}x & \alpha>\frac{5}{2}  \tag{4.56}\\ x^{\alpha-3 / 2}\left(1+K^{\prime} \log x\right)^{-1} & \frac{3}{2}<\alpha \leq \frac{5}{2}\end{cases}
$$

Proof. We prove this theorem using the "operator quantum walk" formalism introduced in Ref. [94]. For simplicity, we will first prove the theorem when $\alpha>\frac{5}{2}$, and then
generalize to $\alpha \leq \frac{5}{2}$ afterwards. Consider the operator $\mathcal{F}$ acting on $\mathcal{B}$ defined by

$$
\begin{equation*}
\mathcal{F}:=\sum_{j \in \Lambda} j \mathbb{Q}_{j} . \tag{4.57}
\end{equation*}
$$

Our goal is to show that

$$
\begin{equation*}
\lim _{L \rightarrow \infty}\|[\mathcal{F}, \mathcal{L}(t)]\|_{\infty} \leq C<\infty \tag{4.58}
\end{equation*}
$$

The reason Eq. (4.58) is desirable is the following. Without loss of generality, we normalize $(\mathcal{O} \mid \mathcal{O})=1$. We then define a time-dependent probability distribution $\mathbb{P}_{t}$ on $\Lambda$ as

$$
\begin{equation*}
\mathbb{P}_{t}(i \in \Lambda):=\left(\mathcal{O}(t)\left|\mathbb{Q}_{i}\right| \mathcal{O}(t)\right) \tag{4.59}
\end{equation*}
$$

since by Eq. (4.51) the probability distribution is properly normalized: $\mathbb{P}_{t}(\Lambda)=1$. We may then reinterpret $t_{2}^{\delta}(x)$ as the first time where the probability that $i \geq x$ on the measure $\mathbb{P}_{t}$ is sufficiently large:

$$
\begin{equation*}
t_{2}^{\delta}(x)=\inf \left\{t>0: \delta<\mathbb{P}_{t}(i \geq x)\right\} \tag{4.60}
\end{equation*}
$$

We may then interpret $\mathcal{F}$ for $\alpha>\frac{5}{2}$ as a classical random variable that gives $i$ with probability $\mathbb{P}_{t}(i)$. By Markov's inequality,

$$
\begin{equation*}
\mathbb{P}_{t}(i \geq x) \leq \frac{\mathbb{E}_{t}[\mathcal{F}]}{x} \tag{4.61}
\end{equation*}
$$

where $\mathbb{E}_{t}[\cdot]$ denotes expectation value on the measure $\mathbb{P}_{t}$. If Eq. (4.58) holds, then for any
operator $\mathcal{O}_{0}$ in the domain of $\mathbb{Q}_{0}$,

$$
\begin{align*}
\mathbb{E}_{t}[\mathcal{F}] & =\int_{0}^{t} \mathrm{~d} s \frac{\mathrm{~d}}{\mathrm{~d} s}\left(\mathcal{O}_{0}(s)|\mathcal{F}| \mathcal{O}_{0}(s)\right)=\int_{0}^{t} \mathrm{~d} s\left(\mathcal{O}_{0}(s)|[\mathcal{F}, \mathcal{L}(s)]| \mathcal{O}_{0}(s)\right) \\
& \leq \int_{0}^{t} \mathrm{~d} s\left|\left(\mathcal{O}_{0}(s)|[\mathcal{F}, \mathcal{L}(s)]| \mathcal{O}_{0}(s)\right)\right| \leq C t \tag{4.62}
\end{align*}
$$

Combining Eq. (4.61) and Eq. (4.62), we see that Eq. (4.56) holds with

$$
\begin{equation*}
K=\frac{\delta}{C} \tag{4.63}
\end{equation*}
$$

Hence, it remains to prove Eq. (4.58). To do so, it will be useful to define

$$
\begin{equation*}
\widetilde{\Lambda}:=\Lambda-\{0\} \tag{4.64}
\end{equation*}
$$

and a more refined set of complete, orthogonal projectors: for $S \subseteq \widetilde{\Lambda}$,

$$
\left.\mathbb{R}_{S} \mid a_{0} \cdots a_{L}\right):= \begin{cases}\left.\mid a_{0} \cdots a_{L}\right) & i>0 \text { and } a_{i} \neq 0 \text { if and only if } i \in S  \tag{4.65}\\ 0 & \text { otherwise }\end{cases}
$$

which projects onto the operators whose support is exactly the subset $S$. We also define

$$
\begin{equation*}
\mathcal{F}_{S}:=\max _{i \in S} i \tag{4.66}
\end{equation*}
$$

to be the right-most occupied site. Observe that $\mathcal{F}_{S} \mathbb{R}_{S}=\mathbb{R}_{S} \mathcal{F} \mathbb{R}_{S}$. Since

$$
\begin{equation*}
\sum_{S \in \mathbb{Z}_{2}^{\tilde{\Lambda}}} \mathbb{R}_{S}=\mathbb{I}, \tag{4.67}
\end{equation*}
$$

we may write, for any $\mathcal{O} \in \mathcal{B}$,

$$
\begin{align*}
& (\mathcal{O}|[\mathcal{F}, \mathcal{L}]| \mathcal{O})=\sum_{S, Q \in \mathbb{Z}_{2}^{\tilde{\Lambda}}}\left(\mathcal{O}\left|\mathbb{R}_{S}[\mathcal{F}, \mathcal{L}] \mathbb{R}_{Q}\right| \mathcal{O}\right) \\
& \leq \sum_{S, Q \in \mathbb{Z}_{2}^{\tilde{N}}} \sqrt{\left(\mathcal{O}\left|\mathbb{R}_{S}\right| \mathcal{O}\right)\left(\mathcal{O}\left|\mathbb{R}_{Q}\right| \mathcal{O}\right)} \sup _{\mathcal{O}, \mathcal{O}^{\prime} \in \mathcal{B}}\left|\frac{\left(\mathcal{F}_{S}-\mathcal{F}_{Q}\right)\left(\mathcal{O}\left|\mathbb{R}_{S} \mathcal{L} \mathbb{R}_{Q}\right| \mathcal{O}^{\prime}\right)}{\sqrt{(\mathcal{O} \mid \mathcal{O})\left(\mathcal{O}^{\prime} \mid \mathcal{O}^{\prime}\right)}}\right| \tag{4.68}
\end{align*}
$$

Next, we observe that the 2-locality of the Hamiltonian implies that $\mathbb{R}_{S} \mathcal{L} \mathbb{R}_{Q} \neq 0$ if and only if there exists a site $i \in \Lambda$ such that $S \cup\{i\}=Q$ or $Q \cup\{i\}=S$.

Suppose that $Q \cup\{i\}=S$, that $\mathcal{F}_{Q}=j$ and that $i>0$. Then if $i<j, \mathcal{F}_{S}=\mathcal{F}_{Q}=$ $j$; the right-most occupied site in $S$ and $Q$ has not changed, and hence the supremum in Eq. (4.68) vanishes. Therefore, the supremum is only non-trivial when $i>j$. By submultiplicativity of the operator norm, there exists $0<A<\infty$ such that

$$
\begin{align*}
\sup _{\mathcal{O}, \mathcal{O}^{\prime} \in \mathcal{B}}\left|\frac{\left(\mathcal{F}_{S}-\mathcal{F}_{Q}\right)\left(\mathcal{O}\left|\mathbb{R}_{S} \mathcal{L} \mathbb{R}_{Q}\right| \mathcal{O}^{\prime}\right)}{\sqrt{(\mathcal{O} \mid \mathcal{O})\left(\mathcal{O}^{\prime} \mid \mathcal{O}^{\prime}\right)}}\right| & \leq 2|i-j|\left\|\sum_{k \in Q} H_{k i}\right\|_{\infty} \\
& \leq 2|i-j| \sum_{k \in Q} \frac{h}{|i-k|^{\alpha}} \leq \frac{A}{\left|i-\mathcal{F}_{Q}\right|^{\alpha-2}} \tag{4.69}
\end{align*}
$$

where $A$ is a constant and, in the last step, we overestimated the sum by assuming all sites $\leq j$ are included in the set $Q$. A similar argument holds when $S \cup\{i\}=Q$.

It is now useful to interpret Eq. (4.68) as an auxiliary linear algebra problem. Let
us define $\varphi \in \mathbb{R}^{\mathbb{Z}_{2}^{\tilde{A}}}$ as

$$
\begin{equation*}
\varphi_{S}:=\sqrt{\left(\mathcal{O}\left|\mathbb{R}_{S}\right| \mathcal{O}\right)} \tag{4.70}
\end{equation*}
$$

and $M \in \mathbb{R}^{\mathbb{Z}_{2}^{\tilde{A}}} \times \mathbb{R}^{\mathbb{Z}_{2}^{\tilde{A}}}$ as
$M_{S Q}=M_{Q S}:=\left\{\begin{array}{ll}A\left|\mathcal{F}_{S}-\mathcal{F}_{Q}\right|^{2-\alpha} & \mathcal{F}_{S} \neq \mathcal{F}_{Q} \text { and } S=Q \cup\{m\} \text { or } Q=S \cup\{m\} \\ 0 & \text { otherwise }\end{array}\right.$.

Since

$$
\begin{equation*}
(\mathcal{O}|[\mathcal{F}, \mathcal{L}]| \mathcal{O}) \leq \sup _{\varphi:\|\varphi\|_{\mathrm{F}}=1} \sum_{S, Q} \varphi_{S} M_{S Q} \varphi_{Q}=\|M\|_{\infty} \tag{4.72}
\end{equation*}
$$

it suffices to show that $\|M\|_{\infty}<\infty$.
To bound the maximal eigenvalue of $M$, we use the min-max Collatz-Weiland Theorem [95]. To do that, we must first establish that $M$ is an irreducible matrix (nonnegativity of the entries is guaranteed by Eq. (4.71). To show irreducibility, we observe that

$$
\begin{equation*}
\left(M^{|S|}\right)_{\emptyset S} \neq 0 ; \tag{4.73}
\end{equation*}
$$

the sequence of subsets which satisfies this identity corresponds to sequentially adding the elements of $S$ from smallest to largest. We conclude that (by non-negativity of all $M^{n}$ ) there exists an $n \in \mathbb{Z}^{+}$such that $\left(M^{n}\right)_{S Q}>0$ for all sets $S$ and $Q$.

We are now ready to apply the min-max Collatz-Weiland Theorem:

$$
\begin{equation*}
\|M\|_{\infty}=\inf _{\varphi \in \mathbb{R}_{2}^{\widetilde{N}}: \varphi_{S}>0} \max _{S} \frac{1}{\varphi_{S}} \sum_{Q \in \mathbb{Z}_{2}^{\widetilde{\Lambda}}} M_{S Q} \varphi_{Q} \tag{4.74}
\end{equation*}
$$

Clearly an upper bound to the maximal eigenvalue comes from choosing any trial vector $\varphi$ that we desire. We make the following choice: writing

$$
\begin{equation*}
S=\left\{n_{1}, \ldots, n_{\ell}\right\}, \text { with } n_{i}<n_{i+1}, \tag{4.75}
\end{equation*}
$$

we take $\varphi_{\emptyset}=1$, and then define $n_{0}=0$ and

$$
\begin{equation*}
\varphi_{S}:=\prod_{i=1}^{|S|}\left(n_{i}-n_{i-1}\right)^{-\beta} \tag{4.76}
\end{equation*}
$$

where $\beta$ is a tunable parameter we will shortly fix. Now we evaluate the right hand side of Eq. (4.74), defining $j=\mathcal{F}_{S}$ :

$$
\begin{equation*}
\frac{1}{\varphi_{S}} \sum_{Q \in \widetilde{\mathbb{Z}}} M_{S Q} \varphi_{Q}=M_{S, S-\{j\}} \frac{\varphi_{S-\{j\}}}{\varphi_{S}}+\sum_{k \in \Lambda: k>j} M_{S, S \cup\{k\}} \frac{\varphi_{S \cup\{k\}}}{\varphi_{S}} \tag{4.77}
\end{equation*}
$$

Using Eq. (4.71), and assuming that $j_{*}=\mathcal{F}_{S-\{j\}}$,

$$
\begin{equation*}
M_{S, S-\{j\}} \frac{\varphi_{S-\{j\}}}{\varphi_{S}} \leq A\left(j-j_{*}\right)^{\beta+2-\alpha} . \tag{4.78}
\end{equation*}
$$

We hence take

$$
\begin{equation*}
\beta=\alpha-2 \tag{4.79}
\end{equation*}
$$

to ensure that this first term is finite. Evaluating the second term of Eq. (4.77),

$$
\begin{equation*}
\sum_{k \in \Lambda: k>j} M_{S, S \cup\{k\}} \frac{\varphi_{S \cup\{k\}}}{\varphi_{S}} \leq A \sum_{k=j+1}^{\infty}(k-j)^{2-\alpha-\beta} \leq A_{*} \tag{4.80}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{*}:=A \frac{2^{\alpha+\beta-3}}{\alpha+\beta-3}<\infty \tag{4.81}
\end{equation*}
$$

so long as $\alpha>\frac{5}{2}$. We conclude that $C \leq A+A_{*}<\infty$, proving the theorem when $\alpha>\frac{5}{2}$.
We now return to the case $\frac{3}{2}<\alpha \leq \frac{5}{2}$. The proof is essentially identical with a few minor changes. Firstly, we set $\mathcal{F}_{\{0\}}=0$, and for non-empty sets we define

$$
\begin{equation*}
\mathcal{F}_{S}:=\max _{j \in S} \frac{j^{\gamma}}{1+K^{\prime} \log j}, \tag{4.82}
\end{equation*}
$$

for a parameter $\gamma \in(0,1)$ that we will fix shortly. We choose the parameter $K^{\prime}$ such that $\mathcal{F}_{i}$ is a convex function on $\mathbb{Z}^{+}:\left|\mathcal{F}_{i}-\mathcal{F}_{j}\right| \leq \mathcal{F}_{|i-j|}$. Such a $K^{\prime}$ can be shown to exist by extending $\mathcal{F}$ to act on $[1, \infty)$, after which we use elementary calculus to demand that

$$
\begin{equation*}
0<\frac{\mathrm{d} \mathcal{F}(x)}{\mathrm{d} x}=\frac{1}{x^{1-\gamma}\left(1+K^{\prime} \log x\right)}\left(\gamma-\frac{K^{\prime}}{1+K^{\prime} \log x}\right) \tag{4.83}
\end{equation*}
$$

along with

$$
\begin{align*}
0>\frac{\mathrm{d}^{2} \mathcal{F}(x)}{\mathrm{d} x^{2}}=- & \frac{1}{x^{2-\gamma}\left(1+K^{\prime} \log x\right)}\left[\left(1-\gamma+\frac{K^{\prime}}{1+K^{\prime} \log x}\right)\right. \\
& \left.\times\left(\gamma-\frac{K^{\prime}}{1+K^{\prime} \log x}\right)-\left(\frac{K^{\prime}}{1+K^{\prime} \log x}\right)^{2}\right] \tag{4.84}
\end{align*}
$$

Eq. (4.83) and Eq. (4.84) are both satisfied by the choice

$$
\begin{equation*}
K^{\prime}=\frac{\gamma}{4} \tag{4.85}
\end{equation*}
$$

We then find that convexity of $\mathcal{F}_{i}$ leads to the replacement of Eq. (4.71) with

$$
M_{S Q}=M_{Q S}:= \begin{cases}A\left|\mathcal{F}_{S}-\mathcal{F}_{Q}\right|^{\gamma+1-\alpha}\left(1+K^{\prime} \log \left|\mathcal{F}_{S}-\mathcal{F}_{Q}\right|\right)^{-1} & \mathcal{F}_{S} \neq \mathcal{F}_{Q}  \tag{4.86}\\ 0 & \text { otherwise }\end{cases}
$$

Lastly, we replace Eq. (4.76) with

$$
\begin{equation*}
\varphi_{S}:=\prod_{i=1}^{|S|} \frac{\left(n_{i}-n_{i-1}\right)^{\gamma+1-\alpha}}{1+K^{\prime} \log \left(n_{i}-n_{i-1}\right)} \tag{4.87}
\end{equation*}
$$

These choices guarantee that

$$
\begin{equation*}
M_{S, S-\{j\}} \frac{\varphi_{S-\{j\}}}{\varphi_{S}}=A \tag{4.88}
\end{equation*}
$$

as in the prior setting. Then we find that

$$
\begin{equation*}
\sum_{k \in \Lambda: k>j} M_{S, S \cup\{k\}} \frac{\varphi_{S \cup\{k\}}}{\varphi_{S}} \leq A \sum_{k=j+1}^{\infty} \frac{1}{(k-j)^{2(\alpha-1-\gamma)}\left(1+K^{\prime} \log (k-j)\right)^{2}} \tag{4.89}
\end{equation*}
$$

Upon choosing $\gamma=\alpha-\frac{3}{2}$, we obtain that the sum above is finite. Note that the logarithmic factors were required to obtain finiteness of Eq. (4.89). Hence we obtain $\|M\|_{\infty}<\infty$. Lastly, we mimic the arguments of Eq. (4.62) to complete the proof.

We conjecture that in $d>1$, the Frobenius light cone is always linear if and only if

$$
\begin{equation*}
\alpha>\frac{3 d}{2}+1 \tag{4.90}
\end{equation*}
$$

We expect that for $q$-local Hamiltonians with $q>2$, Eq. (4.90) holds only when a slightly
stricter requirement than Eq. (4.22) is obeyed: for example, if $\left\|H_{\left\{n_{1}, \ldots, n_{q}\right\}}\right\| \lesssim \prod_{i} \mid n_{i}-$ $\left.n_{i+1}\right|^{-\alpha}$ in one dimension.

The Frobenius light cone of Theorem 4 is tight up to subalgebraic corrections, when applied to arbitrarily large operators. This can be seen by considering a large operator of the form

$$
\begin{equation*}
\mathcal{O}_{0}=\prod_{i=0}^{L / 3} X_{i}^{+}+\text {h.c. } \tag{4.91}
\end{equation*}
$$

supported on the left-most $L / 3$ sites of the lattice, where $X_{i}^{+}=X_{i}+\mathrm{i} Y_{i}$. We would like to spread this operator to the right-most $L / 3$ sites of the lattice, which are at least a distance $L / 3$ away from the initial support. If the Hamiltonian is

$$
\begin{equation*}
H=\sum_{0 \leq j \leq \frac{L}{3}} \sum_{\frac{2 L}{3}<k \leq L} \frac{Z_{j} Z_{k}}{L^{\alpha}}, \tag{4.92}
\end{equation*}
$$

it is straightforward to show that the fraction of $\mathcal{O}_{0}(t)$ supported beyond $2 L / 3$ is (up to the first order in $t$ )

$$
\begin{equation*}
\sum_{k>L / 2} \mathbb{Q}_{k} \mathcal{O}_{0}(t)=\frac{t}{3 L^{\alpha-1}} \mathcal{O}_{0} \sum_{\frac{2 L}{3}<k \leq L} Z_{k} . \tag{4.93}
\end{equation*}
$$

The Frobenius norm of this fraction is

$$
\begin{equation*}
\sqrt{\frac{L}{3}\left(\frac{t}{3 L^{\alpha-1}}\right)^{2}} \propto \frac{t}{L^{\alpha-3 / 2}} \tag{4.94}
\end{equation*}
$$

Therefore, our bound in Theorem 4 is tight up to $O(1)$ factors.

### 4.5 The Free Light Cone

In this section, we discuss bounds on the quantum dynamics of non-interacting many-body systems.

### 4.5.1 Non-Interacting Hamiltonians

Consider a many-body quantum system defined on a $d$-dimensional lattice graph $\Lambda$; we assume the same properties of $\Lambda$ as in Section 4.2. Suppose that the many-body Hamiltonian takes the form

$$
\begin{equation*}
H(t)=\sum_{i, j \in \Lambda} h_{i j}(t) c_{i}^{\dagger} c_{j} \tag{4.95}
\end{equation*}
$$

where $h(t): \mathbb{R} \rightarrow \mathbb{C}^{\Lambda \times \Lambda}$ is a Hermitian matrix, and $c_{i}^{\dagger}$ and $c_{i}$ represent either fermionic creation and annihilation operators:

$$
\begin{equation*}
\left\{c_{j}, c_{i}^{\dagger}\right\}:=\delta_{i j} \tag{4.96}
\end{equation*}
$$

or bosonic creation and annihilation operators:

$$
\begin{equation*}
\left[c_{j}, c_{i}^{\dagger}\right]:=\delta_{i j} . \tag{4.97}
\end{equation*}
$$

The on site Hilbert space $\mathcal{H}_{i}$ obeys $\operatorname{dim}\left(\mathcal{H}_{i}\right)=2$ in the fermionic case, and $\operatorname{dim}\left(\mathcal{H}_{i}\right)=\infty$ in the bosonic case. We note, however, that in isolated bosonic systems, $\mathcal{H}_{i}$ can often be truncated so that $\operatorname{dim}\left(\mathcal{H}_{i}\right)$ is at most the number of excitations on the lattice and is therefore finite.

As is well known, the evolution of all operators in such a non-interacting theory is controlled by the Green's function of the single particle problem on the Hilbert space $\mathbb{C}^{\Lambda}$. Time evolution on this space is generated by the Hamiltonian

$$
\begin{equation*}
H_{\mathrm{sp}}(t):=\sum_{i, j \in \Lambda} h_{i j}(t)|i\rangle\langle j|, \tag{4.98}
\end{equation*}
$$

where $|i\rangle$ denotes the state that has exactly one excitation at site $i \in \Lambda$. The single particle time evolution matrix obeys the differential equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} U_{\mathrm{sp}}(t):=-\mathrm{i} H_{\mathrm{sp}}(t) U_{\mathrm{sp}}(t) \tag{4.99}
\end{equation*}
$$

together with the initial condition $U_{\mathrm{sp}}(0)=1$. For example, in the fermionic model,

$$
\begin{equation*}
c_{i}(t)=\sum_{j \in \Lambda} U_{\mathrm{sp}, i j}(t) c_{j}, \tag{4.100}
\end{equation*}
$$

which follows from observing that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} c_{i}:=\mathrm{i}\left[H(t), c_{i}\right]=\sum_{j \in \Lambda} \mathrm{i} h_{i j}(t)\left[c_{i}^{\dagger} c_{j}, c_{i}\right]=-\mathrm{i} \sum_{j \in \Lambda} h_{i j}(t) c_{j} . \tag{4.101}
\end{equation*}
$$

For simplicity in the discussion that follows, we drop the "sp" subscript on $H$ and $U$.

### 4.5.2 Quantum Walks of A Free Particle

Consider a normalized wave function $|\psi(t)\rangle:=U(t)|\psi\rangle \in \mathbb{C}^{\Lambda}$, along with its canonical probability distribution $\mathbb{P}_{t}$ on $\Lambda$ :

$$
\begin{equation*}
\mathbb{P}_{t}(A):=\sum_{i \in A} \frac{|\langle i \mid \psi(t)\rangle|^{2}}{\langle\psi \mid \psi\rangle} \tag{4.102}
\end{equation*}
$$

Let us label an origin $0 \in \Lambda$, and assume that $|\psi(0)\rangle=|0\rangle$. We now use the quantum walk framework to prove our third main result, on the concentration of $\mathbb{P}_{t}$ on lattice sites close to the origin.

Theorem 5. If $\alpha>d+1, \varepsilon>0$, and $r \in \mathbb{Z}^{+}$, there exist constants $0<K, u<\infty$ such that

$$
\begin{equation*}
\sum_{y \in \Lambda: \mathcal{D}(y, x) \geq r} \mathbb{P}_{t}(y) \leq \frac{K t}{(r-u t)^{\alpha-d-\varepsilon}} \tag{4.103}
\end{equation*}
$$

When $d<\alpha \leq d+1$, Eq. (4.103) holds with $u=0$.

Proof. We first prove Eq. (4.103) when $\alpha>d+1$. Define the Hermitian operator

$$
\begin{align*}
\langle x| \mathcal{F}(t)|y\rangle & :=\delta_{x y} \mathcal{F}(x, t),  \tag{4.104a}\\
\mathcal{F}(x, t) & :=\min (0, \mathcal{D}(x, 0)-u t) . \tag{4.104b}
\end{align*}
$$

Our goal is to follow the proof of Theorem 4; first bounding the rate of change of an expectation value, and then employing Markov's inequality. The operator whose expectation value we will bound in the time evolved wave function is $\mathcal{F}^{\beta}$; ultimately we will see that $\beta=\alpha-d-\varepsilon$.

First, let us bound

$$
\begin{align*}
\left|\mathcal{F}(x)^{\beta}-\mathcal{F}(y)^{\beta}\right| & \leq \beta \max (\mathcal{F}(x), \mathcal{F}(y))^{\beta-1}|\mathcal{F}(y)-\mathcal{F}(x)| \\
& \leq \beta \mathcal{D}(x, y)\left(\mathcal{F}(x)^{\beta-1}+\mathcal{F}(y)^{\beta-1}\right) \tag{4.105}
\end{align*}
$$

Then,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\langle\psi(t)| \mathcal{F}^{\beta}|\psi(t)\rangle=-\mathrm{i}\langle\psi(t)|\left[\mathcal{F}^{\beta}, H(t)\right]|\psi(t)\rangle-u \beta\langle\psi(t)| \mathcal{F}^{\beta-1}|\psi(t)\rangle \tag{4.106}
\end{equation*}
$$

Let us first bound the first term, using Eq. (4.105) and Eq. (4.106):

$$
\begin{align*}
|\psi(t)|\left[\mathcal{F}^{\beta}, H(t)\right]|\psi(t)\rangle \mid & \left.\leq 2 \sum_{\{x, y\} \subset \Lambda}\left|\langle x|\left[\mathcal{F}^{\beta}, H(t)\right]\right| y\right\rangle||\langle x \mid \psi\rangle\langle y \mid \psi\rangle| \\
& \left.\leq \sum_{x \in \Lambda} \sum_{y \in \Lambda-\{x\}}\left(\mathbb{P}_{t}(x)+\mathbb{P}_{t}(y)\right)\left|\langle x|\left[\mathcal{F}^{\beta}, H(t)\right]\right| y\right\rangle \mid \\
& \leq \beta \sum_{x \in \Lambda} \sum_{y \in \Lambda-\{x\}} \mathbb{P}_{t}(x) \frac{2 h}{\mathcal{D}(x, y)^{\alpha-1}}\left(\mathcal{F}(x)^{\beta-1}+\mathcal{F}(y)^{\beta-1}\right) . \tag{4.107}
\end{align*}
$$

In the last line, we have used the symmetry of the sum under exchanging $x$ and $y$ to remove $\mathbb{P}_{t}(y)$. Then we observe that

$$
\begin{equation*}
\mathcal{F}(y)^{\beta-1} \leq(\mathcal{F}(x)+\mathcal{D}(x, y))^{\beta-1} \leq 2^{\beta-1}\left(\mathcal{F}(x)^{\beta-1}+\mathcal{D}(x, y)^{\beta-1}\right) \tag{4.108}
\end{equation*}
$$

Hence, so long as we choose

$$
\begin{equation*}
\beta=\alpha-d-\varepsilon, \tag{4.109}
\end{equation*}
$$

we conclude that there exist constants $0<K, A<\infty$ such that

$$
\begin{align*}
& |\psi(t)|\left[\mathcal{F}^{\beta}, H(t)\right]|\psi(t)\rangle \mid \\
& \leq\left(2+2^{\beta}\right) \sum_{x \in \Lambda} \mathbb{P}_{t}(x) \sum_{y \in \Lambda-\{x\}}\left(\frac{h}{\mathcal{D}(x, y)^{\alpha-\beta}}+\frac{h}{\mathcal{D}(x, y)^{\alpha-1}} \mathcal{F}(x)^{\beta-1}\right) \\
& \leq \sum_{x \in \Lambda} \mathbb{P}_{t}(x)\left(K+A \mathcal{F}(x)^{\beta-1}\right)=K+A\langle\psi(t)| \mathcal{F}^{\beta-1}|\psi(t)\rangle \tag{4.110}
\end{align*}
$$

where $K, A$ are constants. Upon choosing

$$
\begin{equation*}
u=\frac{A}{\beta} \tag{4.111}
\end{equation*}
$$

Eq. (4.106) implies that

$$
\begin{equation*}
\langle\psi(t)| \mathcal{F}^{\beta}|\psi(t)\rangle \leq K t \tag{4.112}
\end{equation*}
$$

Using Markov's inequality, and assuming $r>u t$,

$$
\begin{equation*}
\sum_{y \in \Lambda: \mathcal{D}(y, x) \geq r} \mathbb{P}_{t}(y) \leq \frac{\mathbb{E}_{t}\left[\mathcal{F}^{\beta}\right]}{(r-u t)^{\beta}} \leq \frac{K t}{(r-u t)^{\beta}} \tag{4.113}
\end{equation*}
$$

Combining Eq. (4.109) and Eq. (4.113) we obtain Eq. (4.103).
Secondly, we study the case $\alpha \leq d+1$. Now we define

$$
\begin{equation*}
\langle x| \mathcal{F}|y\rangle:=\delta_{x y} \mathcal{D}(x, 0)^{\beta}, \tag{4.114}
\end{equation*}
$$

with $\beta$ given by Eq. (4.109). Observe that $\beta<1$. In this limit,

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}_{t}[\mathcal{F}] & \leq \sum_{x \in \Lambda} \mathbb{P}_{t}(x) \sum_{y \in \Lambda-\{x\}} \frac{h}{\mathcal{D}(x, y)^{\alpha}}\left|\mathcal{D}(x, 0)^{\beta}-\mathcal{D}(y, 0)^{\beta}\right|  \tag{4.115}\\
& \leq \sum_{x \in \Lambda} \mathbb{P}_{t}(x) \sum_{y \in \Lambda-\{x\}} \frac{h}{\mathcal{D}(x, y)^{\alpha-\beta}} \tag{4.116}
\end{align*}
$$

where in the last inequality we have used the convexity of $\mathcal{F}$ as a function of distance. For any $\varepsilon>0$, the sum over $y$ converges; hence there exists a $K<\infty$ such that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \mathbb{E}_{t}[\mathcal{F}] \leq \sum_{x \in \Lambda} \mathbb{P}_{t}(x) \times K=K \tag{4.117}
\end{equation*}
$$

Another application of Markov's inequality implies Eq. (4.103).

### 4.5.3 Free-Particle State Transfer

Our next goal is to prove the tightness of Theorem 5, up to subalgebraic corrections. This is achieved by the following theorem, which provides a rapid state-transfer protocol for a single particle.

Theorem 6. For every $x \in \Lambda-\{0\}$ with $\mathcal{D}(x, 0)>2$, there exists a constant $0<K<\infty$ and a Hermitian matrix $h(t): \mathbb{R} \rightarrow \mathbb{C}^{\Lambda \times \Lambda}$ obeying Eq. (4.22), such that $\langle x| U(\tau)|0\rangle=1$ at

$$
\tau:=K \times \begin{cases}\mathcal{D}(x, 0) & \alpha \geq d+1  \tag{4.118}\\ \mathcal{D}(x, 0)^{\alpha-d} & d<\alpha<d+1 \\ \log \mathcal{D}(x, 0) & \alpha=d \\ 1 & \alpha<d\end{cases}
$$

Proof. For $\alpha \geq d+1$, in order to transfer an excitation from 0 to $x$, we simply use a sequence of nearest-neighbor hoppings, which would take time proportional to the distance $\operatorname{dist}(() 0, x)$. Specifically, let $\left(y_{0}:=0, y_{1}, \ldots, y_{\ell-1}, y_{\ell}:=x\right)$ be a sequence of length $1+\mathcal{D}(x, 0)$ such that the edge $\left(y_{i}, y_{i+1}\right)$ is an edge of nearest neighbors in $\Lambda$; here $\ell:=\mathcal{D}(x, 0)$. We then apply

$$
H(t):= \begin{cases}\mathrm{i} h\left|y_{j}\right\rangle\left\langle y_{j-1}\right|-\mathrm{i} h\left|y_{j-1}\right\rangle\left\langle y_{j}\right| & t \in\left[(j-1) \frac{\pi}{2 h}, j \frac{\pi}{2 h}\right)  \tag{4.119}\\ 0 & \text { elsewhere }\end{cases}
$$

where $h$ is defined in Eq. (4.22). It is straightforward to verify that the Hamiltonian takes $\left|y_{j-1}\right\rangle$ to $\left|y_{j}\right\rangle$ at the end of the interval $\left[(j-1) \frac{\pi}{2 h}, j \frac{\pi}{2 h}\right]$, for all $j=1, \ldots, \ell$. As a result, we achieve perfect state transfer from site 0 to site $x$ at $t=\frac{\pi}{2 h} \operatorname{dist}(() 0, x)$. Therefore, Theorem 6 holds for $\alpha>d+1$ with

$$
\begin{equation*}
K=\frac{\pi}{2 h} \tag{4.120}
\end{equation*}
$$

For $\alpha<d+1$, we use a state-transfer scheme depicted in Fig. 4.3. The scheme, as depicted, assumes that the lattice is a simple cubic lattice; however, this protocol is easily applied to an arbitrary lattice graph, since we may always arrange the unit cells of the graph in the structure shown above. As the generalization to other lattices is obvious, we describe only the case of a simple cubic lattice below. We further assume the sites 0 and $x$ are on the same axis of the lattice; more precisely, we assume that the path of shortest length connecting 0 and $x$ is unique. If 0 and $x=\left(x_{1}, \ldots, x_{d}\right)$ do not satisfy this property, we use the protocol described below to to transfer the excitation from 0 to $\left(x_{1}, 0, \ldots, 0\right)$,
all the way to $\left(x_{1}, \ldots, x_{d}\right)$ in $d$ separate steps, increasing the total transfer time by at most a factor of $d$ compared to the protocol we describe below.

We define $q \in \mathbb{Z}^{+}$as

$$
\begin{equation*}
q:=\left\lfloor\log _{2} \mathcal{D}(x, 0)\right\rfloor+1 . \tag{4.121}
\end{equation*}
$$

Let $B_{q} \subset \mathbb{R}^{d}$ denote a cube of size $\mathcal{D}(x, 0)$ such that the sites 0 and $x$ are at two different corners of $B_{q}$. We then recursively define a sequence of $q-1$ cubes, namely $B_{q-1}^{(0)}, \ldots, B_{1}^{(0)}$, satisfying

$$
\begin{equation*}
\{0\} \subset B_{1}^{(0)} \subset B_{2}^{(0)} \subset \cdots \subset B_{q-1}^{(0)} \subset B_{q}^{(0)}:=B_{q} \tag{4.122}
\end{equation*}
$$

and the size of $B_{s}^{(0)}$ is $2^{s} \frac{\text { dist }(() x, 0)}{2^{q}}$ for all $s=1, \ldots, q$. Note that our definition ensures the size of $B_{1}$ is in $[1,2)$. Similarly, we define the cubes $B_{1}^{(x)}, \ldots, B_{q}^{(x)}$ that contains $x$ :

$$
\begin{equation*}
\{x\} \subset B_{1}^{(x)} \subset B_{2}^{(x)} \subset \cdots \subset B_{q-1}^{(x)} \subset B_{q}^{(x)}:=B_{q} \tag{4.123}
\end{equation*}
$$

Our strategy is to first expand the state $|\psi(0)\rangle=|0\rangle$ to a coherent uniform superposition on $B_{1}^{(0)}$, which is subsequently expanded to coherent uniform superpositions on larger and larger cubes $B_{2}^{(0)}, \ldots, B_{q}^{(0)}$. After that, we reverse the process and contract the uniform superposition on $B_{q}^{(0)}=B_{q}^{(x)}$ onto the cubes $B_{q-1}^{(x)}, \ldots, B_{1}^{(x)}$, and finally onto site $\{x\}$. We will argue that each expansion or contraction involving cubes of size $\ell$ takes time $\ell^{\alpha-d}$, where $\ell^{\alpha}$ is the penalty due to the power-law constraint and $\ell^{d}$ is the enhancement coming from the volumes of the cubes. Summing over the values of $\ell$ results in a transfer time that scales as dist $(() 0, x)^{\alpha-d}$ for $d<\alpha<d+1$.

To calculate the time it takes for each expansion or contraction, we invoke the following Lemma:

Lemma 2. Let $A$ and $B$ be two disjoint subsets of $\Lambda$, and $0<C<\infty$. Then if

$$
\begin{equation*}
|\psi(0)\rangle=\frac{1}{\sqrt{|A|}} \sum_{i \in A}|i\rangle, \tag{4.124}
\end{equation*}
$$

there exists a free-particle Hamiltonian $H(t)$ defined in Eq. (4.95) with $\left|h_{i j}\right| \leq C$ for all $i, j \in \Lambda$ such that for any $\theta \in \mathbb{R}$,

$$
\begin{equation*}
|\psi(T)\rangle \propto \frac{\cos \theta}{\sqrt{|A|}} \sum_{i \in A}|i\rangle+\frac{\sin \theta}{\sqrt{|B|}} \sum_{i \in B}|i\rangle, \tag{4.125}
\end{equation*}
$$

at time

$$
\begin{equation*}
T \leq \frac{\pi}{2 C \sqrt{|B||A|}} \tag{4.126}
\end{equation*}
$$

Proof. We prove the lemma by construction. Consider the Hamiltonian

$$
\begin{equation*}
H(t):=\operatorname{sgn}(\tan \theta) \sum_{k \in A} \sum_{j \in B} \mathrm{i} C(|j\rangle\langle k|-|k\rangle\langle j|) . \tag{4.127}
\end{equation*}
$$

Without loss of generality, we take $\theta \in\left[0, \frac{\pi}{2}\right]$; the generalization to other $\theta$ is straightforward. By permutation symmetry, the wave function takes the form Eq. (4.125) with $\theta(t)$ a function of time. Pick any $j \in B$. We can explicitly evaluate

$$
\begin{equation*}
\frac{\mathrm{d} \theta}{\mathrm{~d} t}=\frac{\sqrt{|B|}}{\cos \theta} \frac{\mathrm{d}\langle j \mid \psi(t)\rangle}{\mathrm{d} t}=-\mathrm{i} \frac{\sqrt{|B|}}{\cos \theta}\langle j| H|\psi(t)\rangle=C \sqrt{|B||A|} . \tag{4.128}
\end{equation*}
$$

Since the value of $\theta$ at which $|\psi(t)\rangle$ is given by Eq. (4.125) is in $\left[0, \frac{\pi}{2}\right]$, we conclude that Eq. (4.128) implies Eq. (4.126).

By construction, the time $\tau$ of our perfect state transfer algorithm is given by

$$
\begin{equation*}
\tau=2 \sum_{s=1}^{q} T_{B, s} \tag{4.129}
\end{equation*}
$$

where $T_{B, s}$ is the time it takes to expand from $B_{s-1}^{(0)}$ to $B_{s}^{(0)}$, which is also the time it takes to contract $B_{s}^{(x)}$ into $B_{s-1}^{(x)}$. To evaluate these times, we use Lemma 2 with $C=1 / 2^{s \alpha}$ to get

$$
\begin{equation*}
T_{B, s} \leq \pi \frac{2^{s \alpha}}{\sqrt{2^{(s-1) d}\left(2^{s d}-2^{(s-1) d}\right)}}=\frac{2^{d} \pi}{\sqrt{2^{d}-1}} 2^{s(\alpha-d)} \tag{4.130}
\end{equation*}
$$

for all $s=1, \ldots, q$. Here we have lower bounded the number of sites in $B_{s}^{(0)}$ by $2^{s d} / 2$.
For $\alpha \neq d$, summing over $s$ gives

$$
\tau \leq \frac{2^{d+1} \pi}{\sqrt{2^{d}-1}} \frac{2^{(q+1)(\alpha-d)}-1}{2^{\alpha-d}-1} \leq \begin{cases}\frac{2^{d+3} \pi}{\sqrt{2^{d}-1}} \frac{1}{2^{\alpha-d}-1} \operatorname{dist}(() x, 0)^{\alpha-d} & (\alpha>d)  \tag{4.131}\\ \frac{2^{d+1} \pi}{\sqrt{2^{d}-1}} \frac{1}{1-2^{\alpha-d}} & (\alpha<d)\end{cases}
$$

On the other hand, at $\alpha=d$, we have

$$
\begin{equation*}
\tau \leq q \times \frac{2^{d} \pi}{\sqrt{2^{d}-1}} \leq \frac{2^{d} \pi}{\sqrt{2^{d}-1}}(1+\log \operatorname{dist}(() x, 0)) \tag{4.132}
\end{equation*}
$$

Therefore, Theorem 6 follows.

There are two important consequences of Theorem 6. Firstly, even a single quan-
tum mechanical degree of freedom can perform state transfer as asymptotically well as the previously best known protocol in an interacting many-body system [24] for $\alpha \geq d$. Secondly, Theorem 6 proves that any possible improvement to Theorem 5 must be subalgebraic. Both the linear light cone and the superlinear polynomial light cones we have proved for free quantum systems with long-range interactions are now known to be optimal. Theorem 6 is also applicable to spin systems, since the spin degrees of freedom may be treated as hardcore bosons. Similarly, the protocol applies to Hamiltonians with on-site and particle number conserving interactions such as the Bose-Hubbard model: the interactions have no effect since at all times during the protocol there is at most a single particle in the system.

As noted in the introduction, this state-transfer protocol is naturally realized in experiments whenever there is a conserved quantity. For example, in a spin system with $z$-spin conservation, we can prepare the system in a highly polarized state with a single up-spin; the location of the up-spin represents the location of the single quantum degree of freedom, and our state-transfer protocol immediately applies. In trapped ion crystals, it is natural to use a large transverse magnetic field to help restrict to this subspace [96]. In addition, decoherence rates will be greatly reduced in the single-particle subspace, when compared to the GHZ states employed by Ref. [24].

A key feature of this state-transfer protocol is its remarkable robustness to error. Here we give a heuristic argument that this will be the case; a complete analysis will be provided elsewhere [97]. At step $n$ of the protocol above, there are $\mathcal{N}_{n}=2^{d n}$ sites in each domain which are all mutually coupled; the coherent state transfer process leads to an enhancement in the transfer rate by a factor of $\mathcal{N}_{n}$. Now suppose that there is uncorrelated
random error in the coefficients of $|j\rangle\langle k|$ in (4.127). Using random matrix theory [98], we estimate that these errors introduce lead to dephasing rates of order $\sqrt{\mathcal{N}_{n}}$. If $|x\rangle$ is the target site for the state-transfer protocol, we estimate the loss in fidelity $\mathcal{F}=|\langle\psi(\tau) \mid x\rangle|^{2}$ by summing up the error after each step:

$$
\begin{equation*}
1-\mathcal{F} \sim \sum_{n=1}^{m} \frac{\varepsilon}{\sqrt{\mathcal{N}_{n}}} \sim \varepsilon \sum_{n=1}^{m} 2^{-d n / 2}<\frac{\varepsilon}{2^{d / 2}-1} \tag{4.133}
\end{equation*}
$$

Here $\varepsilon$ is related to the error in a single coupling in the state transfer process. Therefore, the quantum coherent hopping of this state-transfer protocol renders it highly immune to imperfections in tunable coupling constants which are inevitable in any near term quantum simulator. As $\varepsilon \rightarrow 0$, the fidelity $\mathcal{F} \rightarrow 1$.

### 4.6 Discussion

We have demonstrated a hierarchy of linear light cones-a sequence of metrics and protocols under which the emergent locality that arises in local quantum many-body systems breaks down at different exponents $\alpha$ of long-range interactions. The most general such light cone-the Lieb-Robinson light cone that bounds commutator norms-can become superlinear for any $\alpha<2 d+1$. We conjecture that the Frobenius light cone that controls many-body chaos and state transfer can only be superlinear when $\alpha<1+\frac{3}{2} d$, and proved this result in $d=1$ using the operator quantum walk formalism. Finally, in noninteracting systems, we proved both linear $(\alpha>d+1)$ and superlinear $(d<\alpha \leq d+1)$ light cones along with the optimality of these bounds. As such, we close a number of long-standing questions in the literature on the limits and capabilities of quantum dynam-
ics with long-range interactions.

Besides state transfer and many-body chaos, we have also demonstrated a wide range of applications of these (nearly) tight light cones. We proved that the growth of connected correlations obey the same light cone as that of the Lieb-Robinson bound. In the context of digital quantum simulation, we used the Lieb-Robinson bound to construct an approximation for the time-evolved version of a local observable, and thereby reduced cost of simulating the observable on quantum computers for all $\alpha>2 d+1$. Similarly, using the free light cone, we constructed an efficient early-time classical boson sampler for all $\alpha>d$, exponentially improving the previous best estimate in some regime of $\alpha$. Additionally, we bounded the time it takes to generate topologically ordered states using power-law interactions. Finally, we tightened the minimum correlation-decay rate in the ground state of a gapped power-law Hamiltonian.

The hierarchy of linear light cones revealed in this chapter has important implications both on the capabilities of quantum technologies exploiting long-range interactions, as well as on the nature of quantum information dynamics and thermalization in these systems. A complete understanding of quantum chaos and state transfer, at the very least, requires the construction of a new mathematical framework beyond the Lieb-Robinson bounds, perhaps along the lines of our operator quantum walk. It is an interesting open question whether and how the hierarchy of different notions of locality revealed in this manuscript reveals itself in aspects of quantum chaos besides OTOCs, perhaps including entanglement dynamics or eigenvalue statistics. Lastly, it also remains an important future challenge to obtain the Frobenius light cone in two or more dimensions, as well as to rigorously study the light cone that controls the decoherence of a quantum system subject
to long-range random noise, which was conjectured to be linear for $\alpha>d+\frac{1}{2}$ [99].

## Chapter 5: Locality and Digital Quantum Simulation of Power-Law Interactions

Lieb-Robinson bounds limit the rate at which information can propagate in systems that obey the laws of non-relativistic quantum mechanics $[12,18,18,19,27,28,29$, $30,31,32,33]$. These bounds have found a plethora of applications [36, 100, 100, 101, 102, 103, 104, 105, 106, 107, 108, 109, 110], including recent results on entanglement area laws [111, 112, 113], the classical complexity of sampling bosons [16], and even a quantum algorithm for digital quantum simulation [76].

Lieb and Robinson's original proof applies only to short-range interactions, i.e., those that act over a finite range or decay at least exponentially in space. However, interactions in many physical systems, such as trapped ions [49, 50], Rydberg atoms [55], ultracold atoms and molecules [53, 59], nitrogen-vacancy centers [58], and superconducting circuits [114], can decay with distance $r$ as a power law $\left(1 / r^{\alpha}\right)$ and, hence, lie outside the scope of the original Lieb-Robinson bound. Thus, understanding the fundamental limit on the speed of information propagation in these systems holds serious physical implications, including for the applications mentioned above. Despite many efforts in recent years [18, 19, 29, 30], a tight Lieb-Robinson bound for such long-range interactions remains elusive.

In this chapter, we derive a new Lieb-Robinson bound for systems with power-law decaying interactions in $D$ dimensions. While our bound is not known to be tight, it has four main benefits compared to the best previous bound for such systems [19]: (i) It is tighter, resulting in the best effective light cone to date [Eq. (5.17)]. (ii) The bound applies at all times, and not just asymptotically in the large-time limit. (iii) The framework behind the proof is conceptually simpler, with an easy-to-understand interpretation based on physical intuition. (iv) Our approach is potentially applicable to studying a wider variety of quantities, including connected correlators [36, 115] and higher-order correlators (for instance, the out-of-time-ordered correlator $[116,117]$ and the full measurement statistics of boson sampling [16, 82]) as we discuss in Sec. 5.5.

In contrast to the previous long-range Lieb-Robinson bounds [18, 19, 29, 30], which all relied on the so-called Hastings-Koma series [18], our approach is based on a generalization of the framework Haah et al. [76] (HHKL) introduced as a building block for their quantum simulation algorithm. The essence of their framework is a technique for decomposing the time evolution of a system into evolutions of subsystems, with an error bounded by the Lieb-Robinson bound for short-range interactions [12]. We extend the HHKL framework to long-range interactions and to a more general choice of subsystems. Remarkably, these modifications enable us to derive a tighter Lieb-Robinson bound for long-range interactions than the one we use in the analysis of the decomposition [29].

Additionally, we return to the original motivation of Haah et al.'s framework: the digital simulation of lattice-based quantum systems. We generalize the HHKL algorithm to simulate systems with power-law decaying interactions. The algorithm scales better as a function of system size than previous algorithms when $\alpha>3 D$, and the speed-up
becomes more dramatic as $\alpha$ is increased.
The structure of the chapter is as follows. In Sec. 5.1, we state our main results and summarize the proof of the new Lieb-Robinson bound. In Sec. 5.2, we lay out the precise mathematical framework for the proof and generalize the technique for decomposing time-evolution unitaries [76] to power-law decaying interactions and to more general choices of subsystems. After that, we present two applications of the unitary decomposition in Sec. 5.3 and Sec. 5.4, which can be read independently of each other. Specifically, in Sec. 5.3, we use the unitary decomposition to derive the improved Lieb-Robinson bound for long-range interactions. In Sec. 5.4, we analyze the performance of the HHKL algorithm from Ref. [76] when applied to simulating long-range interacting systems. We conclude in Sec. 5.5 with an outlook for the future.

### 5.1 Overview of Results

In this section, we summarize our main results for the case of a one-dimensional lattice. Without loss of generality, we assume that the distance between neighboring sites is one. The unitary decomposition technique in Sec. 5.2 is generalized from a similar result for short-range interactions in Ref. [76]. We use it to approximate the evolution of a long-range interacting system $A B C$ by three sequential evolutions of its subsystems $A B, B$, and $B C$ (see Fig. 5.1). We assume that the interaction strength between any two sites in the system is bounded by $1 / r^{\alpha}$, with $r$ being the distance between the sites and $\alpha$ a nonnegative constant. This restriction on the Hamiltonian norm also sets the time unit for the evolution of the system.


Figure 5.1: A demonstration of the unitary decomposition in Lemma 3. Panel (a): the three disjoint regions $A, B, C$ in $D=1$ and $D=2$ dimensions with $A$ convex and compact. Panel (b): Lemma 3 allows the evolution of the whole system to be approximated by a series of three evolutions of subsystems. The horizontal axis lists the sites in each of the three sets $A, B, C$ (not necessarily according to their geometrical arrangement, particularly in higher dimensions). Each box is an evolution for time $t$ of a Hamiltonian supported on the sites the box covers. These evolutions can be forward (white fill) or backward (orange fill, with dagger) in time.

There are two sources of error in the approximation: one due to the truncation of the Hamiltonian of the system $A B C$ (we ignore the interactions that connect $A$ and $C$ ), and the other due to the Hamiltonians of the subsystems $A B, B$, and $B C$ not commuting with each other. For a fixed value of $\alpha$, if the distance $\ell$ between the two regions $A$ and $C$ (see Fig. 5.1a) is large enough, namely $\ell \gg \alpha$, the two error sources have the same scaling with $\ell$. To estimate the error, for example from the truncation, we sum over interactions connecting sites in $A$ and $C$, and obtain a total error of $\mathcal{O}\left(1 / \ell^{\alpha-2}\right)$ (in one dimension) for the approximation in the unitary decomposition (as shown in Appendix B.1.1).


Figure 5.2: A step-by-step construction of the unitary $\tilde{U}$ such that $\tilde{U}^{\dagger} O_{X} \tilde{U} \approx U_{T}^{\dagger} O_{X} U_{T}$. Each box represents an evolution of the subsystem covered by the width of the box for a fixed time. The colors of the boxes follow the same convention as in Fig. 5.1. In panel (a), the unitary $U_{T}$ is written as a product of evolutions of the same system in $M=5$ consecutive time slices. (b) The evolution in the last (bottom) time slice is decomposed using the method in Fig. 5.1, with the choice of subsystems $A, B, C$ such that $X$ is contained in $A$. The evolutions of the subsystems $B$ and $B C$ (hatched boxes) therefore commute with $O_{X}$ and cancel out with their counterparts from $U_{T}^{\dagger}$, resulting in $(c)$. In panel $(d)$, we repeat the procedure for the second-from-bottom time slice, but note the different choice of $A, B, C$ from panel $(b)$. This difference is necessary to ensure that the evolutions of $B$ and $B C$ commute with the evolution(s) from the previously decomposed time slice(s). We then commute them through $O_{X}$ again and remove them from the construction of $\tilde{U}$ in panel (e). Repeatedly applying the unitary decomposition for the other time slices, we obtain the unitary $\tilde{U}$ in panel $(f)$, which is supported on a smaller region than the original unitary $U_{T}$. With a proper choice of the size $\ell$ of $B$, we can make sure that $Y$ lies outside this region, and, therefore, $\tilde{U}$ commutes with $O_{Y}$.

In Sec. 5.3, we use the unitary decomposition to prove a Lieb-Robinson bound for long-range interactions that is stronger than previous bounds, including the one we use in the proof of the unitary decomposition. The subject of such a bound is usually the norm of the commutator $\left\|\left[O_{X}(T), O_{Y}\right]\right\|$ between an operator $O_{X}(T)=U_{T}^{\dagger} O_{X} U_{T}$ evolved under a long-range Hamiltonian for time $T$ and another operator $O_{Y}$ supported on a set $Y$ that is at least a distance $R$ away from the support $X$ of $O_{X}$. Here, we briefly explain the essence of the proof using a one-dimensional system with fixed $\alpha$ and large enough $R, T \gg \alpha$ as an example. The strategy is to use the aforementioned unitary decomposition to construct another unitary $\tilde{U}$ such that (i) $\tilde{U}^{\dagger} O_{X} \tilde{U}$ approximates $U_{T}^{\dagger} O_{X} U_{T}$ and (ii) $\tilde{U}^{\dagger} O_{X} \tilde{U}$ commutes with $O_{Y}$, so the commutator norm $\left\|\left[O_{X}(T), O_{Y}\right]\right\|$ will be approximately zero, up to the error of our approximation. For fixed $\alpha$, we consider $M \propto T$ equal time slices and use the unitary decomposition to extract the relevant parts from the evolution $U_{T}$ in each time slice. Each time we decompose a unitary, we choose the subsystems $A, B, C$ so that only $A$ overlaps with the supports of the unitaries from the previous time slices (see Fig. 5.2), and therefore the evolutions of $B$ and $B C$ can be commuted through $O_{X}$ to cancel their counterparts from $U_{T}^{\dagger}$ (Fig. 5.2b and Fig. 5.2d):

$$
\begin{align*}
& \left(U^{A B C}\right)^{\dagger} O_{X} U^{A B C} \\
& \approx\left(U^{A B}\right)^{\dagger} U^{B}\left(U^{B C}\right)^{\dagger} O_{X} U^{B C}\left(U^{B}\right)^{\dagger} U^{A B} \\
& =\left(U^{A B}\right)^{\dagger} O_{X} U^{A B} \tag{5.1}
\end{align*}
$$

The remaining evolutions that contribute to the construction of $\tilde{U}$ are supported entirely on a ball of radius $\sim M \ell$ around $X$, where $\ell$ is the size of $B$ and is chosen to be the
same in all time slices. By choosing $\ell \sim R / M$ and $M \ell<R$ so that $Y$ lies outside this ball, the commutator norm $\left\|\left[O_{X}(T), O_{Y}\right]\right\|$ is at most the number of time slices multiplied by $\mathcal{O}\left(1 / \ell^{\alpha-2}\right)$, which is the decomposition error per time slice. Therefore, we obtain a Lieb-Robinson bound for long-range interactions in one dimension:

$$
\begin{equation*}
\left\|\left[O_{X}(T), O_{Y}\right]\right\| \leq c_{\mathrm{lr}, \alpha} \frac{T}{\ell^{\alpha-2}}=c_{\mathbf{l r}, \alpha} \frac{T^{\alpha-1}}{R^{\alpha-2}} \tag{5.2}
\end{equation*}
$$

where $c_{\mathrm{lr}, \alpha}$ is a constant that may depend on $\alpha$, but not on $T, R$. Setting the commutator norm to a small constant yields the causal region inside the effective light cone: $T \gtrsim$ $R^{\frac{\alpha-2}{\alpha-1}}$. For comparison, the previous best Lieb-Robinson bound produces a light cone $T \gtrsim R^{\frac{\alpha-2}{\alpha}}$ [19]. Our bound is therefore tighter in the asymptotic limit of large $R$ and large $T$, while its proof is substantially more intuitive than in Ref. [19]. A more careful analysis (Sec. 5.3) shows that our light cone also becomes linear in the limit $\alpha \rightarrow \infty$, where the power-law decaying interactions are effectively short-range. Moreover, our bound works for arbitrary time $T$, while the bound in Ref. [19] applies only in the longtime limit. We provide a more rigorous treatment as well as a bound for $D$-dimensional systems in Sec. 5.3.

Section 5.4 then then discusses the original motivation for the unitary decomposi-tion-digital quantum simulation-in the case of long-range interactions that decay as a power law. For $\alpha>2 D$, our analysis shows that the HHKL algorithm [76] requires only $\mathcal{O}\left(\operatorname{Tn}(T n / \varepsilon)^{\frac{2 D}{\alpha-D}} \log \frac{T n}{\varepsilon}\right)$ two-qubit gates to simulate the evolution of a system of $n$ sites arranged in a $D$-dimensional lattice for time $T$ with an error at most $\varepsilon$. For large $\alpha$, the gate count of the algorithm scales with $n$ significantly better than other algorithms.

### 5.2 Mathematical Framework

In this section, we present the technique for approximating the time evolution of a system by evolutions of subsystems. We later use this technique to derive a stronger LiebRobinson bound (Sec. 5.3) and an improved quantum simulation algorithm (Sec. 5.4) for systems with long-range interactions.

We consider $n$ sites arranged in a $D$-dimensional lattice $\Lambda \subset \mathbb{N}^{D}$ of size $L=$ $\mathcal{O}\left(n^{1 / D}\right)$ and $D \geq 1$. Recall that, without loss of generality, we assume the spacing between neighboring lattice sites is one. This assumption sets the unit for distances between sites in the lattice. We shall embed the lattice $\Lambda$ into the real space $\mathbb{R}^{D}$. The intersection $X \cap \Lambda$ therefore contains every lattice site in a subset $X \subset \mathbb{R}^{D}$. The system evolves under a (possibly) time-dependent Hamiltonian $H_{\Lambda}(t)=\sum_{\vec{\imath}, \vec{\jmath}} h_{\vec{\imath}, \vec{\jmath}}(t)$, with $h_{\vec{\imath}, \vec{j}}(t)$ being the interaction between two sites $\vec{\imath}, \vec{\jmath} \in \Lambda$. Without ambiguity, we may suppress the timedependence in the Hamiltonians. We say a system has power-law decaying interactions if $\left\|h_{\vec{\imath}, \vec{r}}\right\| \leq \frac{1}{\|\vec{\imath}-\vec{j}\|^{\alpha}}$, where $\|\cdot\|$ denotes both the matrix and the vector 2-norms, for some nonnegative constant $\alpha$ and for all $\vec{\imath} \neq \vec{\jmath}$. [Note that $h_{\vec{\imath}, \vec{\imath}}$ may have arbitrarily large norm.] For readability, we denote by $H_{X}=\sum_{\vec{\imath}, \vec{\jmath} \in X} h_{\vec{\imath}, \vec{\jmath}}$ the terms of $H_{\Lambda}$ that are supported entirely on a subset $X \cap \Lambda$, and by $U_{t_{1}, t_{2}}^{X} \equiv \mathcal{T} \exp \left(-i \int_{t_{1}}^{t_{2}} H_{X} d t\right)$ the evolution unitary under $H_{X}$ from time $t_{1}$ to $t_{2}$, where $\mathcal{T}$ is the time-ordering operator. We also denote by dist $(X, Y)$ the minimum distance between any two sites in $X$ and $Y$, by $X^{c}=\mathbb{R}^{D} \backslash X$ the complement of $X$ in real space, by $\partial X$ the boundary of a compact subset $X$, by $\Phi(X)$ the area of $\partial X$, and by $X Y$ the union $X \cup Y$. In the following, we keep track of how errors scale with time, distance, and $\alpha$, while treating the dimension $D$ as a constant.

We now describe how to approximate the evolution of the system to arbitrary precision by a series of evolutions of subsystems using a technique we generalize from Ref. [76].

Lemma 3. Let $A, B, C \subset \mathbb{R}^{D}$ be three distinct regions with non-empty interiors such that $A \cup B \cup C=\mathbb{R}^{D}$. Let $A$ be both compact (closed and bounded) and convex. We have

$$
\left\|U_{0, t}^{A B C}-U_{0, t}^{A B}\left(U_{0, t}^{B}\right)^{\dagger} U_{0, t}^{B C}\right\| \leq c_{0}\left(e^{v t}-1\right) \Phi(A) \xi_{\alpha}(\ell),
$$

with

$$
\begin{equation*}
\xi_{\alpha}(\ell)=\left(\frac{16}{1-\gamma}\right)^{\alpha} \frac{1}{\ell^{\alpha-D-1}}+e^{-\gamma \ell} \tag{5.3}
\end{equation*}
$$

for all $\alpha>D+1$. Here, $v, c_{0} \in \mathbb{R}^{+}$are positive constants, $\gamma$ is a constant that can be chosen arbitrarily in the range $(0,1)$, and $\ell=\operatorname{dist}(A, C)$ is the distance between sets $A$ and $C$.

We emphasize that this lemma applies to arbitrary sets $A$ that are both convex and compact. The sets we focus on include $D$-balls and hyperrectangles in $\mathbb{R}^{D}$. The former geometry is relevant in the proof of our new Lieb-Robinson bound, the latter in the analysis of the HHKL algorithm for long-range interactions.

Lemma 3 allows us to approximate the evolution of a long-range interacting system $A B C$ by that of subsystems $A B, B, B C$ (Fig. 5.1). The features of the function $\xi_{\alpha}(\ell)$ are better understood by considering two limiting cases of physical interest. First, when $\alpha$ is finite and $\ell$ (the distance between $A$ and $C$ ) is large compared to $\alpha$, the function $\xi_{\alpha}(\ell)$
behaves like

$$
\begin{equation*}
\mathcal{O}\left(\frac{1}{\ell^{\alpha-D-1}}\right) \tag{5.4}
\end{equation*}
$$

which decays only polynomially with $\ell$. In the second limit, as $\alpha \rightarrow \infty$ for a large but finite $\ell$, we recover from $\xi_{\alpha}(\ell)$ the exponentially decaying error bound $e^{-\gamma \ell}$-a trademark of finite-range interactions [12, 76].

The proof of Lemma 3, while more general, bears close resemblance to the corresponding analysis for short-range interactions in Ref. [76]. However, there are two key differences. First, in order to make the approximation in Lemma 3, some interactions between sites separated by a distance greater than $\ell$ are truncated from the Hamiltonian. While such terms vanish in a system with short-range interactions, here they contribute $\mathcal{O}\left(\Phi(A) / \ell^{\alpha-D-1}\right)$ to the error of the approximation. In addition, instead of the original Lieb-Robinson bound [12] which applies only to systems with short-range interactions, we use Gong et al.'s generalization of the bound for long-range interactions [29]. The result is an approximation error that decays with $\ell$ polynomially as $\mathcal{O}\left(\Phi(A) / \ell^{\alpha-D-1}\right)$, in addition to the exponentially decaying error that exists already for short-range interactions. Nevertheless, the error can always be made arbitrarily small by choosing $\ell$ to be large enough.

In Sec. 5.2.1 below, we present the proof of Lemma 3. After that, we demonstrate the significance of Lemma 3 with two applications: a stronger Lieb-Robinson bound for long-range interacting systems (Sec. 5.3) and an improved error bound for simulating these systems (Sec. 5.4). Both sections are self-contained, and readers may elect to focus
on either of them.

### 5.2.1 Error bound on the unitary decomposition

Here, we will outline the proof of Lemma 3. Similar to Ref. [76], we begin with an identity:

$$
\begin{equation*}
U_{0, t}^{A B C}=U_{0, t}^{A B} U_{0, t}^{C} \underbrace{\left(U_{0, t}^{C}\right)^{\dagger}\left(U_{0, t}^{A B}\right)^{\dagger} U_{0, t}^{A B C}}_{=W_{t}} \tag{5.5}
\end{equation*}
$$

Our aim is to approximate $W_{t}$ by $\left(U_{0, t}^{C}\right)^{\dagger}\left(U_{0, t}^{B}\right)^{\dagger} U_{0, t}^{B C}$, from which Lemma 3 will follow. For that, we look at the generator of $W_{t}$ [76], i.e., a Hamiltonian $\mathcal{G}_{t}$ such that

$$
\begin{equation*}
\frac{d W_{t}}{d t}=-i \mathcal{G}_{t} W_{t} \tag{5.6}
\end{equation*}
$$

for all time. Exact differentiation of $W_{t}$ yields [89, 118]

$$
\begin{align*}
\mathcal{G}_{t} & =\left(U_{0, t}^{C}\right)^{\dagger}\left(U_{0, t}^{A B}\right)^{\dagger}(\underbrace{H_{A B C}-H_{A B}-H_{C}}_{=H_{A: C}+H_{B: C}}) U_{0, t}^{A B} U_{0, t}^{C}  \tag{5.7}\\
& =\left(U_{0, t}^{C}\right)^{\dagger}\left(U_{0, t}^{A B}\right)^{\dagger} H_{B: C} U_{0, t}^{A B} U_{0, t}^{C}+\delta_{\text {trunc }}  \tag{5.8}\\
& =\left(U_{0, t}^{C}\right)^{\dagger}\left(U_{0, t}^{B}\right)^{\dagger} H_{B: C} U_{0, t}^{B} U_{0, t}^{C}+\delta_{\text {overlap }}+\delta_{\text {trunc }} \tag{5.9}
\end{align*}
$$

where $H_{X: Y}=\sum_{i \in X, j \in Y} h_{i j}(t)$ denotes the sum of terms supported across disjoint sets $X$ and $Y$, and $\delta_{\text {trunc }}, \delta_{\text {overlap }}$ are error terms we now define and evaluate. Note that the first term in Eq. (5.9) is the generator of $\left(U_{0, t}^{C}\right)^{\dagger}\left(U_{0, t}^{B}\right)^{\dagger} U_{0, t}^{B C}$-the unitary with which we aim to approximate $W_{t}$.

In contrast to the approximation for short-range interacting systems in Ref. [76], there are two sources of error in Eq. (5.9). The first error term $\delta_{\text {trunc }}$ arises after we discard $H_{A: C}$ from Eq. (5.7). For the short-range interactions in Ref. [76], this error vanishes when the distance $\ell$ between $A$ and $C$ is larger than the interaction range. However, in our case, there is a nontrivial truncation error associated with ignoring long-range interactions between $A$ and $C$ :

$$
\begin{equation*}
\left\|\delta_{\text {trunc }}\right\|=\left\|H_{A: C}\right\|=c_{\mathrm{tr}} 2^{\alpha} \frac{\Phi(A)}{\ell^{\alpha-D-1}} \tag{5.10}
\end{equation*}
$$

for $\alpha>D+1$, where $c_{\mathrm{tr}}$ is a constant [Eq. (B.5)], $\ell=\operatorname{dist}(A, C)$ is the distance between $A$ and $C$. The factor of $1 / l^{\alpha}$ in the bound comes from the requirement that the two-body interactions decay as a power law $1 / r^{\alpha}$, while the term $\ell^{D}$ is due to the sum over all sites in the $D$-dimensional set $C$. Another factor of $\ell \Phi(A)$ arises after summing over the volume of $A$, which we assume to be a compact and convex set. The detailed evaluation of the norm is presented in Appendix B.1.1.

The other error, which we define to be $\delta_{\text {overlap }}$, is the result of the approximation used between Eqs. (5.8) and (5.9). In the former equation, the operator evolves under $H_{A B}+H_{C}$, whereas in the latter, it evolves under the reduced Hamiltonian $H_{B}+H_{C}$, thus incurring the error:

$$
\begin{equation*}
\left\|\delta_{\text {overlap }}\right\|=\left\|\left(U_{0, t}^{A B}\right)^{\dagger} H_{B: C} U_{0, t}^{A B}-\left(U_{0, t}^{B}\right)^{\dagger} H_{B: C} U_{0, t}^{B}\right\| . \tag{5.11}
\end{equation*}
$$

To understand why $\left\|\delta_{\text {overlap }}\right\|$ is small, recall that $H_{B: C}$ is the sum of terms $h_{\vec{b}, \vec{c}}$ that are
supported on two sites $\vec{b} \in B$ and $\vec{c} \in C$. Since the strengths of such terms decay as $1 / r^{\alpha}$ (with $r$ the distance between the sites $\vec{b}$ and $\vec{c}$ ), the main contribution to $H_{B: C}$ —and thus to $\delta_{\text {overlap }}$-comes from the terms where $\vec{b}$ and $\vec{c}$ are spatially close to each other. But since the sets $A, C$ are separated by a large distance $\ell$, if the site $\vec{b}$ is close to $C$, then it must be far from $A$. Thus, the evolution of $h_{\vec{b}, \vec{c}}$ for a short time under $H_{A B}$ can be wellapproximated by evolution under $H_{B}$ alone. In Appendix B.1.2, we make this intuition rigorous using Gong et al. [29]'s generalization of the Lieb-Robinson bound to systems with long-range interactions.

In the end, we obtain the following bound on $\delta_{\text {overlap }}$ :

$$
\begin{equation*}
\left\|\delta_{\text {overlap }}\right\| \leq c_{\mathrm{ov}}\left(e^{v t}-1\right) \Phi(A)\left[\frac{\left(\frac{16}{1-\gamma}\right)^{\alpha}}{\ell^{\alpha-D-1}}+\frac{1}{e^{\gamma \ell}}\right] \tag{5.12}
\end{equation*}
$$

where $c_{\mathrm{ov}}$ is a constant [Eq. (B.24)] and $\gamma \in(0,1)$ is a free parameter. The bound has contributions from two competing terms: one that decays polynomially with $\ell$ and another that decays exponentially. The polynomially decaying term is dominant for fixed $\alpha$ and large $\ell$, whereas the exponentially decaying term prevails as $\alpha \rightarrow \infty$ for fixed $\ell$. The errors $\delta_{\text {trunc }}$ and $\delta_{\text {overlap }}$ in approximating the generator $\mathcal{G}_{W}$ combine to give an overall error in approximating $W_{t}$ with $\left(U_{0, t}^{C}\right)^{\dagger}\left(U_{0, t}^{B}\right)^{\dagger} U_{0, t}^{B C}$ (see Appendix B.2). From this, we obtain the error bound in Lemma 3, with $c_{0}=\max \left\{c_{\mathrm{tr}}, c_{\mathrm{ov}}\right\} / v$.

Before discussing applications of Lemma 3, we pause here to note that the LiebRobinson bound in Gong et al. [29] used in the above analysis is not the tightest-known bound for long-range interactions [19]. Our use of this bound, however, does not lead to a suboptimal error bound in Lemma 3. For finite $\alpha$, the error bound is dominated by the
polynomially decaying term $1 / \ell^{\alpha-D-1}$, which arises from the truncation error $\delta_{\text {trunc }}$ rather than $\delta_{\text {overlap }}$. Therefore, this error term would not benefit from a tighter Lieb-Robinson bound. In the limit $\alpha \rightarrow \infty$, on the other hand, we shall see later that the lemma already reproduces the short-range Lieb-Robinson bound, which is optimal up to a constant factor. Thus, we expect that using stronger Lieb-Robinson bounds would produce no significant improvement for the error bound in Lemma 3.

### 5.3 A Stronger Lieb-Robinson Bound from Quantum Simulation Algorithms

In this section, we will use Lemma 3 to derive a stronger Lieb-Robinson bound for long-range interactions. The first generalization of the Lieb-Robinson bound to powerlaw decaying interactions was given by Hastings and Koma [18]. However, their bound diverges in the limit $\alpha \rightarrow \infty$, where the power-law decaying interactions are effectively short-range. Later, Gong et al. [29] derived a different bound that, in this limit, does indeed converge to the Lieb-Robinson bound for short-range interactions. While we used this bound in Sec. 5.2 to prove Lemma 3, we will also show that by using this lemma, we can in turn derive a Lieb-Robinson bound for long-range interactions that is stronger than the one in Gong et al. In fact, our bound produces a tighter effective light cone than even the strongest Lieb-Robinson bound for long-range interactions known previously [19].

Recall that the subject of a Lieb-Robinson bound is the commutator norm

$$
\begin{equation*}
\mathcal{C}(T, R) \equiv\left\|\left[\left(U_{0, T}^{\Lambda}\right)^{\dagger} O_{X} U_{0, T}^{\Lambda}, O_{Y}\right]\right\| \tag{5.13}
\end{equation*}
$$

where $O_{X}, O_{Y}$ are two operators supported respectively on two sets $X, Y$ geometrically separated by a distance $R$, and $U_{0, T}^{\Lambda}$ is the time-evolution unitary of the full lattice $\Lambda$ under a power-law decaying Hamiltonian, as defined above.

To compare different bounds, we analyze their effective light cones, which, up to constant prefactors, predict the minimum time it takes for the correlator $\mathcal{C}(T, R)$ to reach a certain value. For example, the original Lieb-Robinson bound [12] produces a linear light cone $T \gtrsim R$ for short-range interactions. For long-range interactions, Hastings and Koma [18] first showed that $\mathcal{C}(T, R) \leq c e^{v T} / R^{\alpha}$ for some ( $\alpha$-dependent) constants $c, v$. By setting $\mathcal{C}(T, R)$ equal to a constant, the bound gives an effective light cone $T \gtrsim \log R$ in the limit of large $T$ and $R$. Gong et al. [29] later achieved a tighter light cone that is linear for short distances and becomes logarithmic only for large $R$. Shortly after, Foss-Feig et al. [19] derived a bound with a polynomial light cone:

$$
\begin{equation*}
T \gtrsim R^{\frac{\alpha-2 D}{\alpha-D+1}} \tag{5.14}
\end{equation*}
$$

Equation (5.14) was the tightest light cone known previously.
In the remainder of this section, we use Lemma 3 to derive a Lieb-Robinson bound for long-range interactions that produces an effective light cone tighter than the one in Ref. [19], while also using a much more intuitive approach. In addition, our bound works for all times, unlike the bound in Ref. [19], which applies only in the long-time limit.

Theorem 7 (Lieb-Robinson bound for long-range interactions). Suppose $O_{X}$ is supported
on a fixed subset $X$. For $\alpha>2 D$, we have

$$
\mathcal{C}(T, R) \leq \begin{cases}c_{\mathrm{lr}} e^{\alpha} T R^{D-1} \xi_{\alpha}\left(\frac{R \alpha}{v T}\right), & \text { if } v T \geq \alpha  \tag{5.15}\\ \tilde{c}_{\mathrm{lr}}\left(e^{v T}-1\right) \xi_{\alpha}(R), & \text { if } v T<\alpha\end{cases}
$$

Here $R=\operatorname{dist}(X, Y)$ is the distance between the supports of $O_{X}$ and $O_{Y}, c_{\mathrm{lr}}, \tilde{c}_{\mathrm{lr}}, v$ are constants that may depend only on $D$ [defined in Appendix B.3], and $\xi_{\alpha}$ is given by Eq. (5.3).

Before we prove Theorem 7, let us analyze the features of the bound. Although the general bound in Eq. (5.15) looks complicated, it can be greatly simplified in some limits of interest. For example, for finite $\alpha$, in the limit of large $v T>\alpha$ and large $R$ such that $R /(v T) \gg \alpha$, the term algebraically decaying with $R /(v T)$ in $\xi_{\alpha}(R \alpha /(v T))$ dominates the exponentially decaying one [see also Eq. (5.3) and Eq. (B.47)]. Therefore, the Lieb-Robinson bound in this limit takes the form:

$$
\begin{equation*}
\mathcal{C}(T, R) \leq c_{\mathrm{r}, \alpha} \frac{T^{\alpha-D}}{R^{\alpha-2 D}} \tag{5.16}
\end{equation*}
$$

where $c_{\mathrm{lr}, \alpha}$ is finite and may depend on $\alpha$ [Eq. (B.49)]. We can immediately deduce the effective light cone given by our bound for a finite $\alpha$ :

$$
\begin{equation*}
T \gtrsim R^{\frac{\alpha-2 D}{\alpha-D}} \tag{5.17}
\end{equation*}
$$

which is tighter than Eq. (5.14) (as given by Ref. [19]). In particular, for $\alpha$ close to $2 D$, the exponent in Eq. (5.17) can be almost twice that of Ref. [19] (the larger the exponent,
the tighter the light cone).
On the other hand, in the limit $\alpha \rightarrow \infty, v T$ is finite and therefore always less than $\alpha$. Hence our bound converges to the short-range bound $\mathcal{C}(T, R) \leq 2 \tilde{c}_{l r} e^{v T-\gamma R}$. We note that in this limit, the exponent of the light cone in Eq. (5.17) also converges to one, which corresponds to a linear light cone, at a linear convergence rate [see Eq. (B.51) for details]. These behaviors are naturally expected since a power-law decaying interaction with very large $\alpha$ is essentially a short-range interaction.

As mentioned earlier, we derive Theorem 7 by constructing a unitary $\tilde{U}$ such that (i) $\tilde{U}^{\dagger} O_{X} \tilde{U}$ approximates $\left(U_{0, T}^{\Lambda}\right)^{\dagger} O_{X} U_{0, T}^{\Lambda}$ and (ii) $\tilde{U}$ commutes with $O_{Y}$. We note that $\tilde{U}$ does not necessarily approximate $U_{0, T}^{\Lambda}$. It then follows from the two requirements that the commutator norm $\mathcal{C}(T, R)$, defined in Eq. (5.13), is upper bounded by the error of the approximation in (i).


Figure 5.3: A construction of the unitary $\tilde{U}$ which results in an improved Lieb-Robinson bound for long-range interactions in Theorem 7. The horizontal axes list the sites in each subset. Here $\mathcal{B}_{r}$ denotes a $D$-ball of radius $r$ centered on $X$, and $\mathcal{S}_{r}=\mathcal{B}_{r+\ell} \backslash \mathcal{B}_{r}$ a $D$ dimensional shell of inner radius $r$ and outer radius $r+\ell$, for some parameter $\ell$ to be chosen later. (See Fig. B. 2 in Appendix B. 3 for an illustration of the sets.) The evolution unitaries are represented by boxes with the same color convention as in Fig. 5.1. We first divide the interval $[0, T]$ into $M=5$ equal time slices (upper panel). Note that because we consider $O_{X}(T)$ in the Heisenberg picture, the vertical axis is therefore backward in time so that the bottom time slice will correspond to the first unitary applied on $O_{X}$. The evolution during each time slice is approximated by three evolutions of subsystems using Lemma 3 (lower panel). The bottom two unitaries have their supports outside $X$ and therefore commute with $O_{X}$. They cancel with their Hermitian conjugates from $\tilde{U}^{\dagger}$ in $\tilde{U}^{\dagger} O_{X} \tilde{U}$. Repeating the argument for higher time slices, we can eliminate some unitaries (hatched boxes) from the construction of $\tilde{U}$. Finally, we are left with $\tilde{U}$ consisting only of unitaries (white boxes) that are supported entirely on the $D$-ball $\mathcal{B}_{r_{0}+5 \ell}$ of radius $r_{0}+5 \ell$. Therefore, $\tilde{U}$ commutes with $O_{Y}$, whose support lies in the complement $\mathcal{B}_{r_{0}+5 \ell}^{c}$ of $\mathcal{B}_{r_{0}+5 \ell}$.

We also note that the assumption on the norms of the interactions being bounded ex-
cludes several physical systems whose local dimensions are unbounded, e.g. bosons [see Ref. [119, 120] for discussions of information propagation and Lieb-Robinson bounds in these systems]. However, our Lieb-Robinson bound may still apply if the dynamics of the systems can be restricted to local Hilbert subspaces which are finite-dimensional. Examples of such situations include trapped ions in the perturbative regime [49] and noninteracting bosons [16].

To construct $\tilde{U}$, we use Lemma 3 to decompose the unitary $U_{0, T}^{\Lambda}$ into unitaries supported on subsystems, each of which either contains $X$ or is disjoint from $X$. The unitaries of the latter type can be commuted through $O_{X}$ to cancel out with their Hermitian conjugates from $\left(U_{0, T}^{\Lambda}\right)^{\dagger}$. The remaining unitaries form $\tilde{U}$, which is supported on a smaller subset than $U_{0, T}^{\Lambda}$. In particular, with a suitable decomposition, the support of $\tilde{U}$ can be made to not contain $Y$, and, therefore, $\tilde{U}$ commutes with $O_{Y}$. The step-by-step construction of the unitary $\tilde{U}$ has also been briefly described earlier in Sec. 5.1 and in Fig. 5.2, using the specific case of a one-dimensional system with a finite $\alpha$. This construction immediately generalizes to higher dimensions and to arbitrary $\alpha$, including the $\alpha \rightarrow \infty$ limit. The construction of $\tilde{U}$ for arbitrary $D$ is summarized in Fig. 5.3.

We note that there is more than one way to decompose the unitary $U_{0, T}^{\Lambda}$ in the construction of $\tilde{U}$. Different constructions of $\tilde{U}$ result in different approximation errors, each of which provides a valid bound on the commutator norm $\mathcal{C}(T, R)$. Therefore, the goal is to find a construction of $\tilde{U}$ with the least approximation error. In Appendix B.3, we present the construction that results in the bound in Theorem 7. Although we have evidence suggesting that the construction is optimal, we do not rule out the existence of a better construction.

### 5.4 Faster Digital Quantum Simulation

In this section, we generalize the algorithm in Ref. [76] to simulating long-range interactions. In general, the aim of quantum simulation algorithms is to approximate the time evolution unitary $U_{0, T}^{\Lambda}$ using the fewest number of primitive, e.g. two-qubit, quantum gates. Here, we show that in addition to the stronger Lieb-Robinson bound presented in the previous section, Lemma 3 can also be used to perform error analysis for the HHKL algorithm (Ref. [76]) in the case of interactions that decay as a power law, therefore improving the theoretical gate count of digital quantum simulation for such interactions.

Using the best known rigorous error bounds, simulations based on the first-order Suzuki-Trotter product formula [1] use $\mathcal{O}\left(T^{2} n^{6} / \varepsilon\right)$ gates to simulate the evolution $U_{0, T}^{\Lambda}$ of a time-dependent Hamiltonian on $n$ sites up to a fixed error $\varepsilon$. (In this section, the big $\mathcal{O}$ is with respect to $n, T$, and $1 / \varepsilon$.) The generalized ( $2 k$ )th-order product formula uses $\mathcal{O}\left(n^{2}\left(T n^{2}\right)^{1+1 /(2 k)} / \varepsilon^{1 / 2 k}\right)$ quantum gates. While this scaling asymptotically approaches $\mathcal{O}\left(T n^{4}\right)$ as $k \rightarrow \infty$, it suffers from an exponential prefactor of $5^{2 k}$ [6]. More advanced algorithms, e.g., those using quantum signal processing (QSP) [10] or linear combinations of unitaries (LCU) [8], can reduce the gate complexity to $\mathcal{O}\left(T n^{3} \log (T n / \varepsilon)\right)$. Our error analysis below (Lemma 4) reveals that, when $\alpha$ is large, the number of quantum gates required by the HHKL algorithm to simulate long-range interactions scales better as a function of the system size than previous algorithms.

The HHKL algorithm itself uses either the QSP algorithm or the LCU algorithm as a subroutine to simulate the dynamics of a subset of the sites for one time step. Although the QSP algorithm does not handle time-dependent Hamiltonians, LCU can be applied
to time-dependent Hamiltonians. Our results assume that (i) the local terms $h_{\vec{\imath}, \vec{i}}(t)$ have bounded norms for all $\vec{\imath} \in \Lambda$, and (ii) the Hamiltonian $H_{\Lambda}(t)$ varies slowly and smoothly with time so that $h_{|X|}^{\prime} \equiv \max _{t}\left\|\partial H_{t}^{X} / \partial t\right\|$ exists and scales at most polynomially with $|X|$ for all subsets $X \subset \Lambda$. These restrictions allow portions of the system to be faithfully simulated using LCU (or QSP, for a time-independent Hamiltonian).


Figure 5.4: A demonstration of the HHKL decomposition [76] of the evolution of a fixed time interval for a system with $m=10$ blocks, each consisting of $\ell$ sites. As before, each box represents a unitary (white) or its Hermitian conjugate (orange) supported on the covered sites. Using Lemma 3, the HHKL decomposition approximates the evolution of the whole system [panel (a)] by three unitaries supported on subsystems [panel (b)]. By applying Lemma 3 repeatedly [panels (c) and (d)], the evolution of the whole system is decomposed into a series of evolutions of subsystems, each of size at most $2 \ell$.

### 5.4.1 HHKL-Type Algorithm for Simulating Long-Range Interactions

Although Ref. [76] focused on simulating short-range interactions, their (HHKL) algorithm can also be used to simulate long-range interactions. Here, we analyze the performance of their algorithm in simulating such systems. In the HHKL algorithm [76], the evolution of the whole system is decomposed, using Lemma 3, into elementary unitaries, each evolving a subsystem of at most $(2 \ell)^{D}$ sites, where $\ell$ is again a length scale to be chosen later. For a fixed time $t$, the algorithm simply simulates each of these elementary unitaries using one of the existing quantum simulation algorithms. In particular, we shall use LCU or (for a time-independent Hamiltonian) QSP due to their logarithmic dependence on the accuracy.

In this section, we assume $\alpha$ is finite and analyze the gate count in the limit of large system size $n \gg \alpha$. As a consequence, the block size $\ell$ can also be taken to be much larger than $\alpha$. For simplicity, we will not keep track of constants that may depend on $\alpha$. Recall that in this limit, the error bound in Lemma 3 is at most

$$
\begin{equation*}
\mathcal{O}\left(\frac{\Phi(A)}{\ell^{\alpha-D-1}}\right) \tag{5.18}
\end{equation*}
$$

where we have assumed $t=\mathcal{O}(1)$. Using Lemma 3, we obtain the error bound for the first step of the HHKL algorithm, which can be summarized by the following lemma.

Lemma 4 (HHKL decomposition). There exists a circuit that approximates $U_{0, T}^{\Lambda}$ up to error $\mathcal{O}\left(T n / \ell^{\alpha-D}\right)$, where $\ell \leq n^{1 / D} / 2$ is a free parameter. The circuit has depth at most $3^{D} T$ and consists of $\mathcal{O}\left(T n / \ell^{D}\right)$ elementary unitaries, each of which evolves a subsystem
supported on at most $(2 \ell)^{D}$ sites for time $t=\mathcal{O}(1)$.

Proof. We now demonstrate the proof by constructing the circuit for a one-dimensional lattice (Fig. 5.4). A generalization of the proof to arbitrary dimension follows the same lines and is presented in Appendix B.4.

First, we consider $M \propto T$ equal time intervals $0=t_{0}<t_{1}<\cdots<t_{M}=T$ such that $t_{j+1}-t_{j}=t=T / M$ is a constant for all $j=0, \ldots, M-1$. The simulation of $U_{0, T}^{\Lambda}$ then naturally decomposes into $M$ consecutive simulations of $U_{t_{j}, t_{j+1}}^{\Lambda}$. We then divide the system into $m$ consecutive disjoint blocks, each of size $\ell=n / m$ (Fig. 5.4). Denote by $L_{k}(k=1, \ldots, m)$ the set of sites in the $k$-th block. Using Lemma 3, we can approximate

$$
\begin{equation*}
U_{0, t}^{\Lambda} \approx U_{0, t}^{L_{1} \cup L_{2}}\left(U_{0, t}^{L_{2}}\right)^{\dagger} U_{0, t}^{L_{2} \cup L_{3} \cup \cdots \cup L_{m}} \tag{5.19}
\end{equation*}
$$

This approximation can be visualized using the top two panels of Fig. 5.4. Repeated application of Lemma 3 yields the desired circuit (bottom panel of Fig. 4), with each elementary unitary evolving at most $2 \ell$ sites for time $t$.

To obtain the error estimate in Lemma 4, we count the number of times Lemma 3 is used in our approximation. In each of the $M$ time slices, we use the lemma $\mathcal{O}(m)=$ $\mathcal{O}(n / \ell)$ times, each of which contributes an error of $\mathcal{O}\left(1 / \ell^{\alpha-2}\right)$ [see Eq. (5.18) with $\Phi=\mathcal{O}(1)$ in one dimension]. Therefore, with $M \propto T$, the error of using the constructed circuit to simulate $U_{0, T}^{\Lambda}$ is

$$
\begin{equation*}
\mathcal{O}\left(M \frac{n}{\ell} \frac{1}{\ell^{\alpha-2}}\right)=\mathcal{O}\left(\frac{T n}{\ell^{\alpha-1}}\right) \tag{5.20}
\end{equation*}
$$

as given in Lemma 4.

The error bound for the approximation in Lemma 4 leads to an upper bound on the gate complexity of digital quantum simulation, as stated in the following theorem.

Theorem 8. For $\alpha>2 D$, there exists a quantum algorithm for simulating $U_{0, T}^{\Lambda}$ up to error at most $\varepsilon$ with gate complexity

$$
\begin{equation*}
G_{D}=\mathcal{O}\left(T n\left(\frac{T n}{\varepsilon}\right)^{\frac{2 D}{\alpha-D}} \log \frac{T n}{\varepsilon}\right) \tag{5.21}
\end{equation*}
$$

This gate complexity can be achieved by applying the HHKL algorithm [76] for long-range interactions, as described above. First, the evolution of the whole system $U_{0, T}^{\Lambda}$ is approximated by $\mathcal{O}\left(T n / \ell^{D}\right)$ elementary unitaries as provided in Lemma 4. Each of these elementary unitaries is then simulated using one of the existing algorithms, e.g., LCU, with error that we require to be at most $\varepsilon \ell^{D} / T n$. If the Hamiltonian is timeindependent, one can also use the QSP algorithm to simulate the elementary unitaries.

In the decomposition of the evolution, the accuracy of the approximation can be improved by increasing the block size $\ell$. By Lemma 4, to achieve an overall error at most $\varepsilon$, we need

$$
\begin{equation*}
\ell \propto\left(\frac{T n}{\varepsilon}\right)^{\frac{1}{\alpha-D}} \tag{5.22}
\end{equation*}
$$

When simulating the elementary unitaries, since each is an evolution of at most $(2 \ell)^{D}$ sites for time $t=\mathcal{O}(1)$, the LCU algorithm with error at most $\varepsilon \ell^{D} / T n$ uses $\mathcal{O}\left(\ell^{3 D} \log \left(\frac{T n}{\varepsilon} h_{\ell^{D}}^{\prime}\right)\right)$ two-qubit gates [6]. Recall that we assume $h_{\ell^{D}}^{\prime}$ scales at most polynomially with $\ell^{D}$.

With the block size $\ell$ from Eq. (5.22), we find the total gate complexity of simulating the $\mathcal{O}\left(T n / \ell^{D}\right)$ elementary unitaries is

$$
\begin{align*}
G_{D} & =\mathcal{O}\left(\frac{T n}{\ell^{D}} \ell^{3 D} \log \left(\frac{T n}{\varepsilon} h_{\ell}^{\prime}\right)\right)  \tag{5.23}\\
& =\mathcal{O}\left(\operatorname{Tn}\left(\frac{T n}{\varepsilon}\right)^{\frac{2 D}{\alpha-D}} \log \frac{T n}{\varepsilon}\right) . \tag{5.24}
\end{align*}
$$

The scaling of $G_{D}$ as a function of the system size $n$ is significantly better than existing algorithms for large $\alpha$. In particular, at $T=n$, this HHKL algorithm for longrange interactions requires only $\mathcal{O}\left(n^{2+\frac{4 D}{\alpha-D}} \log n\right)$ gates, while algorithms such as QSP or LCU use $\mathcal{O}\left(n^{4} \log n\right)$ gates or more. Therefore, the algorithm provides an improvement for $\alpha>3 D$. However, the gate complexity of the algorithm depends polynomially on $1 / \varepsilon$, in contrast to the logarithmic dependence achieved by QSP and LCU, and by the HHKL algorithm for systems with short-range interactions. While this poly $(1 / \varepsilon)$ scaling is undesirable, in practice, the total error of the simulation is often set to a fixed constant (for example, see Ref. [121]) and effectively the dependence of $\varepsilon$ only contributes a prefactor to the gate complexity of the algorithm.

As an example, in Fig. 5.5, we estimate the actual gate count of the HHKL algorithm in simulating a Heisenberg chain [Eq. (7.18)] and compare it with the gate count of the QSP algorithm (up to the same error tolerance). Because of the poly $(1 / \varepsilon)$ overhead, the HHKL algorithm based on Lieb-Robinson bounds uses more quantum gates for simulating small systems, but eventually outperforms the QSP algorithm when the system size $n$ is large.


Figure 5.5: The gate count for simulating the dynamics of a one-dimensional Heisenberg chain [Eq. (7.18)] of length $n$, with $\alpha=4, T=n$, and $\varepsilon=10^{-3}$. We compare the gate count of the HHKL algorithm (orange square) to the QSP algorithm (blue circle). Note that the HHKL algorithm based on Lieb-Robinson bounds also uses the QSP algorithm as a subroutine. We obtain the scatter points using the approach described in Appendix B. 5 and fit them to a power-law model (solid lines). The asymptotic scalings of the gate count obtained from the power-law fits ( $n^{3.29}$ for HHKL, $n^{4.00}$ for QSP) agree well with our theoretical predictions (see Table 5.1).

It is also worth noting that, in the limit $\alpha \rightarrow \infty$, the gate complexity becomes $\mathcal{O}(T n \log (T n / \varepsilon))$, which coincides (up to a polylogarithmic factor) with the result for short-range interactions in Ref. [76]. This behavior is expected, given that a power-law decaying interaction with $\alpha \rightarrow \infty$ is essentially a nearest-neighbor interaction. However, we caution readers that at the beginning of this section, we have assumed that $\alpha$ is finite so that $n \gg \alpha$. Hence, the gate count in Eq. (5.24) is technically not valid in the limit $\alpha \rightarrow \infty$. Nevertheless, the error bound in Lemma 3 reproduces the estimate for shortrange interactions in Ref. [76], and therefore, repeating the argument of this section in the limit $\alpha \rightarrow \infty$ should also reproduce the gate count for simulating short-range interactions in Ref. [76].

### 5.4.2 Numerical Evidence of Potential Improvement

Up to now, we have seen that Lieb-Robinson bounds can improve the error bounds of quantum simulation algorithms, as demonstrated by the HHKL algorithm. We now provide numerical evidence hinting at the possibility of further improving the error bounds.

Although the HHKL algorithm outperforms previous ones when $\alpha>3 D$, it remains an open question whether there is a faster algorithm for simulating long-range interactions. We also note that the gate complexities are only theoretical upper bounds, and these algorithms may actually perform better in practice [7].

As an example, we compute the empirical gate count of a Suzuki-Trotter product formula simulation of a one-dimensional long-range interacting Heisenberg model

$$
\begin{equation*}
H=\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{|i-j|^{4}} \vec{\sigma}_{i} \cdot \vec{\sigma}_{j}+\sum_{i=1}^{n} B_{i} \sigma_{i}^{z} \tag{5.25}
\end{equation*}
$$

where $B_{j} \in[-1,1]$ are chosen uniformly at random and $\vec{\sigma}_{j}=\left(\sigma_{j}^{x}, \sigma_{j}^{y}, \sigma_{j}^{z}\right)$ denotes the vector of Pauli matrices on the qubit $j$. Specifically, we consider a simulation using the fourth-order product formula (PF4). We use a classical simulation to determine the algorithm's performance for systems of size $n=4$ to $n=12$ for time $T=n$, and extrapolate to larger systems. For each $n$, we search for the minimum number of gates for which the simulation error is at most $\varepsilon=10^{-3}$. We plot in Appendix B. 6 this empirical gate count, which appears to scale only as $\mathcal{O}\left(n^{3.64}\right)$ with the system size $n$. We list in Table 5.1 the gate counts of several popular algorithms for comparison. The theoretical gate complexity of PF4 is $\mathcal{O}\left(n^{5.75}\right)$ [1], while the QSP and LCU algorithms both have

| Algorithm | Scaling with $n=T$ | Scaling with $\varepsilon$ |
| :--- | :--- | :--- |
| Empirical PF4 | $\mathcal{O}\left(n^{3.64}\right)$ | - |
| Our HHKL bound | $\mathcal{O}\left(n^{3.33} \log n\right)$ | $\mathcal{O}\left(\log (1 / \varepsilon) / \varepsilon^{0.67}\right)$ |
| PF4 bound [6] | $\mathcal{O}\left(n^{5.75}\right)$ | $\mathcal{O}\left(1 / \varepsilon^{0.25}\right)$ |
| QSP bound [10] | $\mathcal{O}\left(n^{4} \log n\right)$ | $\mathcal{O}(\log (1 / \varepsilon))$ |
| LCU bound [8] | $\mathcal{O}\left(n^{4} \log n\right)$ | $\mathcal{O}(\log (1 / \varepsilon))$ |

Table 5.1: A comparison between the gate complexity of several quantum simulation algorithms for simulating one-dimensional power-law systems at $T=n$ and $\alpha=4$. Our analysis shows that the HHKL algorithm performs at least as well as the empirical gate count of PF4, while having a similar poly $(1 / \varepsilon)$ scaling with the error $\varepsilon$. It is not known whether the empirical gate count of PF4 can scale with $\varepsilon$ better than suggested by the best proven bound (the third row).
complexity $\mathcal{O}\left(n^{4} \log n\right)$. These numerics show that the PF4 algorithm for simulating long-range interacting systems performs better in practice than theoretically estimated; in fact, it even performs almost as well as the HHKL algorithm based on Lieb-Robinson bounds [which scales as $\mathcal{O}\left(n^{3.33} \log n\right)$ by our earlier analysis]. Whether other quantum simulation algorithms, including the HHKL algorithm, can perform better than suggested by the existing bounds remains an important open question.

### 5.5 Discussion

To conclude, we derived an improved bound on how quickly quantum information propagates in systems evolving under long-range interactions. The bound applies to power-law interactions with $\alpha>2 D$, such as dipole-dipole interactions in 1D (often realizable with nitrogen-vacancy centers [58] or polar molecules [59]), trapped ions in 1D [49, 50], and van-der-Waals-type interactions between Rydberg atoms [55] in either 1D or 2D. For finite $\alpha>2 D$, our Lieb-Robinson bound gives a tighter light cone than previously known bounds-including the one used in the proof of Lemma 3. As of yet,
we are not aware of any physical systems that saturate the Lieb-Robinson bounds for power-law interactions, including the new bound. In the limit $\alpha \rightarrow \infty$, our bound asymptotically approaches the exponentially decaying bound for short-range interactions. Our bound gives a linear light cone only in this limit, however, and it remains an open question whether there exists a stronger bound with a critical $\alpha_{c}$ such that the light cone is exactly linear for $\alpha \geq \alpha_{c}$ [78]. Currently, there are no known methods for quantum information transfer that are faster than linear for $\alpha \geq D+1$. It is possible, therefore, that a stronger bound exists with a finite $\alpha_{c} \geq D+1$. It is our hope that the present work, as well as the techniques that we use, will help motivate the search for such stronger bounds.

Our technique immediately extends the HHKL algorithm in Ref. [76] to the digital quantum simulation of the above systems. Our error bounds indicate that the gate complexity of the algorithm is better than that of other state-of-the-art simulation algorithms when $\alpha$ is sufficiently large $(\alpha>3 D)$, and matches that of the short-range algorithm when $\alpha \rightarrow \infty$.

However, the empirical scaling of other algorithms-such as product formulas-indicates that this gate complexity may only be a loose upper bound to the true quantum complexity of the problem. While a matching lower bound for the gate complexity of the HHKL algorithm is provided in Ref. [76] for Hamiltonians with short-range interactions, we do not know of any techniques that could provide a corresponding bound for long-range interactions. In addition to improving the quantum gate complexity, our results may also aid in the design of better classical algorithms for simulating long-range interacting quantum systems. In particular, while we still expect the classical gate complexity to be exponential in the simulation time, there may be room for a polynomial improvement.

While the use of Lieb-Robinson bounds to improve the performance of quantum algorithms is a natural extension of Haah et al., the opposite direction-using quantum algorithms to improve Lieb-Robinson bounds-is new. In addition to proving a stronger LiebRobinson bound, the tools we developed may help to answer other questions regarding both short-range and long-range interacting systems. Using the same unitary construction as Theorem 7, we can generalize the bounds on connected correlators $[36,115]$ to longrange interacting systems. Our results can also provide a framework for proving tighter bounds on higher-order commutators, such as out-of-time-order correlators [116, 117]. Previous methods used to derive Lieb-Robinson bounds-due to their use of the triangle inequality early in their proofs-have not been able to capture the nuances in the growth of such correlators. In addition to the more intuitive proof of the Lieb-Robinson bounds, our framework can be used to provide an alternative, simpler proof of the classical complexity of the boson-sampling problem [82], which generalizes the result in Ref. [16] to long-range interactions and also to more general Hamiltonians with arbitrary local interactions [122]. By taking advantage of the unitary decomposition in Lemma 3, we obtain a longer time interval within which the sampler in Ref. [16] is efficient [122]. Moreover, by generalizing from two-body to many-body interactions, our technique may find applications in systems whose Hamiltonians include interaction terms between three or more sites, e.g. many-body localized systems in the $l$-bit basis [123].

## Chapter 6: Other Implications of the Locality in Quantum Systems

In this Chapter, we discuss several implications of the locality of quantum systems besides the faster quantum simulation algorithms.

### 6.1 Growth of 2-Point Connected Correlators

In this section, we explore how fast connected correlators can be generated using a power-law Hamiltonian. In particular, we use the Lieb-Robinson bounds to show that the growth of connected correlators is constrained to linear light cones for all $\alpha>2 d+1$. In contrast, for $\alpha<2 d+1$, we construct-based on our protocol in Theorem 3-an explicit example where the growth of connected correlators is not contained within any linear light cone.

We consider a $d$-dimensional lattice $\Lambda$ and a power-law Hamiltonian $H(t)$ with an exponent $\alpha$. Let $C$ denote a plane that separates $\Lambda$ into two disjoint subsets $L$ and $R$, with $L \cup R=\Lambda$. Let $A$ and $B$ be two unit-norm operators supported on single sites $x \in L$ and $y \in R$ respectively such that $\operatorname{dist}(x, C), \operatorname{dist}(y, C)>r / 2$. Finally, let $|\psi\rangle$ be a product state between the sublattices $L, R$. Our object is the connected correlator

$$
\begin{equation*}
\mathcal{C}(t, r)=\langle A(t) B(t)\rangle-\langle A(t)\rangle\langle B(t)\rangle, \tag{6.1}
\end{equation*}
$$

where $\langle\cdot\rangle=\langle\psi| \cdot|\psi\rangle$ and $A(t)$ is the time-evolved version of $A$ under $H$. While the correlator vanishes at time zero due to the disjoint supports of $A$ and $B$, it may grow with time as the operators spread under the evolution.

First, we show that $\mathcal{C}(t, r)$ obey a linear light cone for all $\alpha>2 d+1$. Our strategy is to approximate $A(t)$ by an operator $\tilde{A}$ supported on a ball of radius $r / 2$ centered on $x$ and $B(t)$ by $\tilde{B}$ supported on a ball of the same radius but centered on $y$. Since $\tilde{A}$ and $\tilde{B}$ have disjoint supports, the connected correlator between them vanishes. Therefore, the connected correlator between $A(t)$ and $B(t)$ is upper bounded by the errors of the approximations:

$$
\begin{equation*}
\mathcal{C}(t, r) \leq 2\|A(t)-\tilde{A}\|+2\|B(t)-\tilde{B}\| \tag{6.2}
\end{equation*}
$$

which in turn depend on the constructions of $\tilde{A}, \tilde{B}$.

Let $S_{A}$ contain sites that are at most a distance $r / 2$ away from $x$ and $S_{A}^{c}$ be all other sites in the lattice. We construct $\tilde{A}$ by simply tracing out the part of $A(t)$ that lies outside $S_{A}$ [36]:

$$
\begin{equation*}
\tilde{A}=\operatorname{tr}_{S_{A}^{\mathrm{c}}}[A(t)], \tag{6.3}
\end{equation*}
$$

where the partial trace is taken over $S_{A}^{c}$. It follows from the definition that $\tilde{A}$ is supported entirely on $S_{A}$. Proposition 2 provides a bound on the error in approximating $A(t)$ by $\tilde{A}$ :
there exists a velocity $u$ such that when $r>u t$,

$$
\begin{equation*}
\|A(t)-\tilde{A}\| \leq K \frac{t^{d+1} \log ^{2 d} r}{r^{\alpha-d}} \tag{6.4}
\end{equation*}
$$

for some constant $0<K<\infty$. Upper bounding the error in approximating $B(t)$ by $\tilde{B}$ in a similar way, we obtain a bound on the connected correlator:

$$
\begin{equation*}
\mathcal{C}(t, r) \leq 4 K \frac{t^{d+1} \log ^{2 d} r}{r^{\alpha-d}} \tag{6.5}
\end{equation*}
$$

As a result, the light cone of the connected correlator is linear, with velocity no larger than $u$, for $\alpha>2 d+1$.

We now provide an example of superlinear growth of connected correlators for $\alpha<$ $2 d+1$ using a slightly altered protocol than that discussed in Section 4.3.2. In particular, we consider initial operators $A=X_{x}$ and $B=Z_{y}$ supported on $x, y$ respectively such that $\operatorname{dist}(x, y)=r$.

The protocol works as follows. In the first step of the protocol (again in time $t / 3$ ), we still apply $\mathcal{U}_{1}$ in order to spread $X_{x}$ to $\prod_{i \in \mathcal{B}_{\ell}} X_{i}$, where $\mathcal{B}_{\ell}$ is a ball of radius $\ell=t / 3$ centered on $x$. Since $\mathcal{U}_{1}$ acts trivially on $\tilde{\mathcal{B}}_{\ell}$ (the ball of radius $\ell$ centered on $y$ ), we can simultaneously apply a locally rotated version of $\mathcal{U}_{1}$ in $\tilde{\mathcal{B}}_{\ell}$ to spread $Z_{y}$ to $\prod_{\tilde{i} \in \tilde{\mathcal{B}}_{\ell}} Z_{\tilde{i}}$. In the next time $t / 3$, we again apply $\mathcal{U}_{2}$, which takes $\prod_{i \in \mathcal{B}_{\ell}} X_{i}$ to the expression in Eq. (4.37). Note that this evolution does not change $\prod_{\tilde{i} \in \tilde{\mathcal{B}_{\ell}}} Z_{\tilde{i}}$ as it commutes with $\mathcal{U}_{2}$. For the last $t / 3$ we simply do nothing.

Define the state $|\psi\rangle=|\phi\rangle_{\mathcal{B}_{\ell}}|\phi\rangle_{\tilde{\mathcal{B}}_{\ell}}$, where

$$
\begin{equation*}
|\phi\rangle_{\mathcal{B}_{\ell}}=\frac{1}{\sqrt{2}}(\underbrace{|0 \cdots 0\rangle_{\mathcal{B}_{\ell}}}_{\equiv|\overline{0}\rangle_{\mathcal{B}_{\ell}}}+i \underbrace{|1 \cdots 1\rangle_{\mathcal{B}_{\ell}}}_{\equiv|\overline{1}\rangle_{\mathcal{B}_{\ell}}}) \tag{6.6}
\end{equation*}
$$

is a state of the sites in $\mathcal{B}_{\ell}$. Throughout our analysis, we will often dispense with the subscripts, but the Hilbert space in question should be clear from context, and we will always list the state on $\mathcal{B}_{\ell}$ before that for $\tilde{\mathcal{B}}_{\ell}$.

We will calculate the connected correlator

$$
\begin{equation*}
\mathcal{C}(t, r)=\left\langle Z_{y}(t) X_{x}(t)\right\rangle-\left\langle Z_{y}(t)\right\rangle\left\langle X_{x}(t)\right\rangle, \tag{6.7}
\end{equation*}
$$

where $\langle\cdot\rangle=\langle\psi| \cdot|\psi\rangle$ and $X_{x}(t), Z_{y}(t)$ are the operators evolved under the unitaries described above. Assume for simplicity that $t$ is such that $\mathcal{V}$-the volume of $\mathcal{B}_{\ell}$-is odd. It is straightforward to show that $\left\langle Z_{y}(t)\right\rangle=0$ and therefore the second term $\mathcal{C}(t, r)$ vanishes. Next, we have

$$
\begin{align*}
& X_{x}(t)|\psi\rangle \\
& =\prod_{j \in \mathcal{B}_{\ell}}\left[\cos (2 \tau \Theta) X_{j}+\sin (2 \tau \Theta) Y_{j}\right]|\psi\rangle \\
& =\frac{1}{\sqrt{2}} \prod_{j \in \mathcal{B}_{\ell}}\left[c X_{j}+s Y_{j}\right]|\phi\rangle|\overline{0}\rangle+\frac{i}{\sqrt{2}} \prod_{j \in \mathcal{B}_{\ell}}\left[c X_{j}-s Y_{j}\right]|\phi\rangle|\overline{1}\rangle \\
& =\frac{1}{2}\left[(c+i s)^{\mathcal{V}}|\overline{1}\rangle|\overline{0}\rangle+i(c-i s)^{\mathcal{V}}|\overline{0}\rangle|\overline{0}\rangle+i(c-i s)^{\mathcal{V}}|\overline{1}\rangle|\overline{1}\rangle-(c+i s)^{\mathcal{V}}|\overline{0}\rangle|\overline{1}\rangle\right], \tag{6.8}
\end{align*}
$$

where $c=\cos (2 \tau \mathcal{V})$ and $s=\sin (2 \tau \mathcal{V})$. Next note that:

$$
\begin{align*}
\langle\psi| Z_{y}(t) & =\frac{1}{\sqrt{2}}(\langle\phi|\langle\overline{0}|-i\langle\phi|\langle\overline{1}|) Z_{y}(t)=\frac{1}{\sqrt{2}}(\langle\phi|\langle\overline{0}|+i\langle\phi|\langle\overline{1}|)  \tag{6.9}\\
& \left.=\frac{1}{2}(\langle\overline{0}|\langle\overline{0}|+i\langle\overline{0}|\langle\overline{1}|)-i\langle\overline{1}|\langle\overline{0}|+\langle\overline{1}|\langle\overline{1}|\right) . \tag{6.10}
\end{align*}
$$

Thus:

$$
\begin{equation*}
\mathcal{C}(t, r)=\left\langle Z_{y}(t) X_{x}(t)\right\rangle=\frac{i}{2}\left((c-i s)^{\mathcal{V}}-(c+i s)^{\mathcal{V}}\right) \geq \frac{1}{3^{1+2 d} 2^{2+\alpha}} \frac{t^{2 d+1}}{r^{\alpha}} \tag{6.11}
\end{equation*}
$$

where we have used the bound Eq. (4.43). Therefore, this demonstrates the connected correlators may grow along a superlinear light cone for all $\alpha<2 d+1$.

We note that in our setting, we only assume the initial state is a bipartite product state across the cut $C$. Our bound therefore also applies to a more restrictive scenario where the initial states are fully product. However, it is not clear whether the bound can be saturated in this scenario.

### 6.2 Growth of $n$-Point Connected Correlators

In this section, we generalize Lieb-Robinson bounds on bipartite connected correlators to multipartite connected correlators. We then show that there exist systems where the bounds are saturated. We argue that the bounds on multipartite correlations provide practical advantages over bipartite bounds. In addition, our Lieb-Robinson bounds on multipartite connected correlators imply that exponentially large correlations can be created in fixed time, independent of a system's size. We provide explicit examples of sys-
tems with this feature.

### 6.2.1 Connected correlations

Let us first define bipartite connected correlators. Consider a set of $n$ sites $\Gamma$ and two distinct, non-overlapping subsets $\mathcal{X} \subset \Gamma$ and $\mathcal{Y} \subset \Gamma$. Denote by $\mathcal{S}(\mathcal{X})$ the set of observables for which support lies entirely in $\mathcal{X}$. The bipartite disconnected correlator between observables $A_{\mathcal{X}} \in \mathcal{S}(\mathcal{X})$ and $A_{\mathcal{Y}} \in \mathcal{S}(\mathcal{Y})$ is simply the expectation value of their joint measurement outcomes at equal time, i.e., $\left\langle A_{\mathcal{X}} A_{\mathcal{Y}}\right\rangle$. Often in experiments only single sites are directly accessible. Observables are then supported by single sites, i.e., $|\mathcal{X}|=|\mathcal{Y}|=1$. In the following discussions we refer to such correlators as two-point disconnected correlators.

We note that disconnected correlators contain both quantum and classical correlations. For example in two-qubit systems, the disconnected correlator $\left\langle Z_{1} Z_{2}\right\rangle$ (where $Z$ is the Pauli matrix) achieves maximal value in both the fully classical state $|00\rangle$ and the maximally entangled state $\frac{1}{\sqrt{2}}(|00\rangle+|11\rangle)$ [124]. Their difference lies in the local expectation values $\left\langle Z_{1}\right\rangle,\left\langle Z_{2}\right\rangle$, which are maximal for the product state and vanish for the maximally entangled state. These local expectation values therefore can be said to carry classical information of the systems (in pure states). The bipartite connected correlator is constructed by subtracting this "classicalness" from the disconnected correlator:

$$
\begin{equation*}
u_{2}\left(A_{\mathcal{X}}, A_{\mathcal{Y}}\right) \equiv\left\langle A_{\mathcal{X}} A_{\mathcal{Y}}\right\rangle-\left\langle A_{\mathcal{X}}\right\rangle\left\langle A_{\mathcal{Y}}\right\rangle \tag{6.12}
\end{equation*}
$$

In general for mixed systems, if the joint state of $\mathcal{X} \cup \mathcal{Y}$ is a product state, i.e., $\rho_{\mathcal{X} \cup \mathcal{Y}}=$ $\rho_{\mathcal{X}} \otimes \rho_{\mathcal{Y}}$, its disconnected correlators $\left\langle A_{\mathcal{X}} A_{\mathcal{Y}}\right\rangle$ are factorizable into $\left\langle A_{\mathcal{X}}\right\rangle\left\langle A_{\mathcal{Y}}\right\rangle$ and therefore all bipartite connected correlators vanish. The opposite is also true [125]:

Lemma 5. A density matrix $\rho$ is a product state, i.e., there exist complementary subsets $\mathcal{X}, \tilde{\mathcal{X}}$ such that $\rho=\rho_{\mathcal{X}} \otimes \rho_{\tilde{\mathcal{X}}}$, if and only if

$$
\begin{equation*}
u_{2}\left(A_{\mathcal{X}}, A_{\tilde{\mathcal{X}}}\right)=0, \tag{6.13}
\end{equation*}
$$

for all observables $A_{\mathcal{X}} \in \mathcal{S}(\mathcal{X})$ and $A_{\tilde{\mathcal{X}}} \in \mathcal{S}(\tilde{\mathcal{X}})$.

In particular, a nonzero bipartite connected correlator implies bipartite entanglement in pure states. Lemma 5 is a consequence of Ref. [125]. We also present a simple proof in Appendix C.1.

A natural generalization of the bipartite connected correlator to multipartite systems is the Ursell function [126, 127]. The $n$-partite connected correlator between $n$ observables $A_{1}, \ldots, A_{n}$, which are supported by $n$ distinct subsets of sites $\mathcal{X}_{1}, \ldots, \mathcal{X}_{n}$, respectively, is defined as

$$
\begin{equation*}
u_{n}\left(A_{1}, \ldots, A_{n}\right)=\sum_{P} g(|P|) \prod_{p \in P}\left\langle\prod_{j \in p} A_{j}\right\rangle \tag{6.14}
\end{equation*}
$$

where $g(x)=(-1)^{x-1}(x-1)$ ! and the sum is taken over all partitions $P$ of the set $\{1,2, \ldots, n\}$. The $n$-partite connected correlators can be equivalently defined via either recursive relations or generating functions (see Appendix C. 2 for details).

Multipartite connected correlators also arise naturally in many other contexts. In
quantum field theory, connected Green's functions are multipartite connected correlators of field operators [128]. Mean field theory is an approximation in which it is assumed that all connected correlators vanish [129]; in fact, mean field theory fails when there exist significant connected correlations, and one must then seek higher-order approximations. The cumulant expansion technique is similar to mean field theory, but only multipartite connected correlators of high enough order are ignored. Therefore, understanding when connected correlations are negligible is important for validating mean field theory and the cumulant expansion.

The relation mentioned above between connected correlators and entanglement holds for $n$-partite connected correlators as well. It also follows from Ref. [125] that $n$-partite connected correlators vanish in product states. In particular, for pure states, a nonzero $n$-partite connected correlator implies genuine $n$-partite entanglement [130, 131]:

Lemma 6. If an n-partite system is in a product state, i.e. there exist complementary subsystems $\mathcal{X}, \overline{\mathcal{X}} \subset S_{n}$ such that

$$
\begin{equation*}
\rho=\rho_{\mathcal{X}} \otimes \rho_{\overline{\mathcal{X}}} \tag{6.15}
\end{equation*}
$$

then all $k$-body connected correlators $(2 \leq k \leq n)$ between some observables $A_{1}, \ldots, A_{k_{1}}$, for which support lies entirely on $\mathcal{X}$, and observables $B_{1}, \ldots, B_{k_{2}}$, for which support lies entirely on $\overline{\mathcal{X}}\left(k_{1}, k_{2} \geq 1, k_{1}+k_{2}=k\right)$, vanish,

$$
\begin{equation*}
u_{k}\left(A_{1}, \ldots, A_{k_{1}}, B_{1}, \ldots, B_{k_{2}}\right)=0 \tag{6.16}
\end{equation*}
$$

Corollary 1. If an n-partite pure state $|\psi\rangle$ has a nonzero $n$-partite connected correlator, then it is genuinely n-partite entangled, i.e. there exist no subsystems $\mathcal{X}$ and $\tilde{\mathcal{X}}$ such that $|\psi\rangle=\left|\psi_{\mathcal{X}}\right\rangle \otimes\left|\psi_{\overline{\mathcal{X}}}\right\rangle$.

A direct proof of Lemma 6 is presented in Appendix C.3. The combination of Lemma 1 and Lemma 2 tells us that if the bipartite connected correlators are all zero between two regions, then all higher-order connected correlators are guaranteed to be zero except for the scenario where all observables are supported on one region, or there exists an observable supported on both regions.

Multipartite connected correlations also provide a practical advantage over bipartite correlations, even though the latter are sufficient to characterize a quantum system. Consider a three-body system for example. The collection of local expectation values and connected correlators,

$$
\begin{array}{r}
U=\left\{\left\langle A_{1}\right\rangle,\left\langle A_{2}\right\rangle,\left\langle A_{3}\right\rangle, u_{2}\left(A_{1}, A_{2}\right), u_{2}\left(A_{1}, A_{3}\right),\right. \\
\left.u_{2}\left(A_{2}, A_{3}\right), u_{3}\left(A_{1}, A_{2}, A_{3}\right)\right\} \tag{6.17}
\end{array}
$$

where each $A_{j}$ runs over a complete single site basis (e.g. the Pauli matrices $X, Y, Z$ ), defines a unique tripartite quantum state. Another equivalent collection $\tilde{U}$ can be constructed from $U$ by replacing $u_{3}\left(A_{1}, A_{2}, A_{3}\right)$ with a bipartite connected correlator between one subsystem and the rest, e.g. $u_{2}\left(A_{1}, A_{2} A_{3}\right)$. Although the two collections $U$ and $\tilde{U}$ are equivalent, $u_{3}\left(A_{1}, A_{2}, A_{3}\right)$ and $u_{2}\left(A_{1}, A_{2} A_{3}\right)$ carry different information about the system. The three-point connected correlators $u_{3}\left(A_{1}, A_{2}, A_{3}\right)$ characterize global properties
while $u_{2}\left(A_{1}, A_{2} A_{3}\right)$ only tell us about local properties across the cut between subsystem 1 and the rest. If global properties, such as genuine three-body entanglement, are of concern, then tripartite connected correlators are superior. To have a chance at detecting genuine tripartite entanglement using only bipartite connected correlators, one must consider all possible bipartitions of the system. There are only 3 such partitions for a tripartite system, namely $1|23,2| 13$ and $3 \mid 12$. But for $n$-partite systems, the number of bipartitions scales exponentially with $n$. Computing all of them would be impractical. Even then there is no guarantee they would detect genuine multipartite entanglement. Consider for example the following pure state of 3 qubits,

$$
\begin{align*}
|\psi\rangle= & \sqrt{\frac{5}{24}}|000\rangle+\sqrt{\frac{1}{8}}|001\rangle+\sqrt{\frac{1}{12}}|010\rangle+\sqrt{\frac{1}{12}}|011\rangle \\
& +\sqrt{\frac{1}{4}}|100\rangle+\sqrt{\frac{1}{8}}|101\rangle+\sqrt{\frac{1}{12}}|110\rangle+\sqrt{\frac{1}{24}}|111\rangle . \tag{6.18}
\end{align*}
$$

Its three-point connected correlator $u_{3}\left(Z_{1}, Z_{2}, Z_{3}\right)=\frac{1}{18}$ implies genuine tripartite entanglement in $|\psi\rangle$. Meanwhile, non-zero bipartite connected correlators across the cuts $2 \mid 13$ and $3 \mid 12$, $u_{2}\left(Z_{2}, Z_{1} Z_{3}\right)$ and $u_{2}\left(Z_{3}, Z_{1} Z_{2}\right)$, only tell us that there is entanglement between qubits 2 and 3. Because the bipartite connected correlator across $1 \mid 23 u_{2}\left(Z_{1}, Z_{2} Z_{3}\right)$ is zero, it is inconclusive whether the first qubit is entangled with the others without considering higher order correlators.

This example demonstrates why multipartite connected correlators are better candidates than bipartite counterparts in multipartite entanglement detection schemes. It is therefore important to understand how these multipartite correlations evolve in physical systems.


Figure 6.1: A typical three-body system. Each dot represents one site. There are three relevant length scales $r_{12}, r_{23}$ and $r_{31}$. Which length scale will define the three-body LiebRobinson bound?

### 6.2.2 Multipartite Lieb-Robinson bounds

Our main result is Lieb-Robinson-like bounds on $n$-partite connected correlators in systems evolving from fully product states under short-range interactions, e.g.

$$
\begin{equation*}
H=\sum_{\langle i, j\rangle} J_{i j} V_{i} V_{j}, \tag{6.19}
\end{equation*}
$$

where $V_{i}$ is the spin operator of the $i^{\text {th }}$ site, $\left|J_{i j}\right| \leq 1$ is the interaction strength between the $i^{\text {th }}$ and the $j^{\text {th }}$ sites, and the sum is over all neighboring $i, j$. But before we present the bounds, let us discuss general features we expect from such bounds. These bounds are of the form

$$
\begin{equation*}
u_{n} \leq C_{n} \exp \left(v_{\mathrm{LR}} t-r\right) \tag{6.20}
\end{equation*}
$$

where $C_{n}$ is a constant, $r$ is a relevant length scale, and $v_{\text {LR }}$ is the same Lieb-Robinson velocity as in the bipartite bounds. Let us now examine the scaling of $C_{n}$ with $n$. If all observables have unit norm, bipartite connected correlators are upper bounded by 1
regardless of a system's size. However, multipartite connected correlators can increase in value with the number of subsystems. For example, in the $n$-qubit Greenberger-HorneZeilinger (GHZ) state,

$$
\begin{equation*}
|\mathrm{GHZ}\rangle=\frac{|0\rangle^{\otimes n}+|1\rangle^{\otimes n}}{\sqrt{2}} \tag{6.21}
\end{equation*}
$$

the $n$-point connected correlator $u_{n}\left(Z_{1}, \ldots, Z_{n}\right)=\mathcal{O}\left(n^{n}\right)$ (details in Appendix C.5). Therefore we expect $C_{n}$ to grow with $n$ as well, $C_{n}=\mathcal{O}\left(n^{n}\right)$. Another constant we would like to understand is the critical distance $r$. In the Lieb-Robinson bound on a bipartite connected correlator, the critical distance is simply the distance between the two involved parties. However, in a multipartite system there are many relevant length scales which could possibly serve as the critical distance. As an example, let us consider a threequbit system (Fig. 6.1). Without loss of generality we assume $r_{12}<r_{23}<r_{31}$ where $r_{i j}$ denotes the distance between the $i^{\text {th }}$ and $j^{\text {th }}$ qubits. We argue that a bound of the form (6.20) with $r=r_{12}$ is valid but trivial. Intuitively an observable initially localized at the first qubit will need time to spread a distance $r_{12}$ before "seeing" another qubit. Is there a stronger bound, i.e. inequality (6.20) with larger value for $r$ ? The largest distance $r_{31}$ would make the most sense, since at $t=r_{31} / v$, an observable initially localized at one qubit has enough time to spread to all others. We shall show below that the critical distance for the tightest bound is neither the smallest $\left(r_{12}\right)$ nor the largest distance $\left(r_{31}\right)$, but actually the intermediate length scale $r_{23}$. This surprising result leads to unexpected consequences, including the creation of exponentially large connected correlations in unit time.


Figure 6.2: A geometry where $n$ sites (blue dots) are divided into two cliques such that the clique size $a$ is much smaller than the distance $R$ between cliques.

Theorem 9. Given $n$ non-overlapping subsystems $\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{n}\right\}=S$ initialized to a fully product state $\left|\psi_{\mathcal{X}_{1}}\right\rangle \otimes \cdots \otimes\left|\psi_{\mathcal{X}_{n}}\right\rangle$ and evolved under short-range interactions, the $n$-partite connected correlator between observables $A_{i} \in \mathcal{S}\left(\mathcal{X}_{i}\right)(i=1, \ldots, n)$ is bounded,

$$
\begin{equation*}
\left|u_{n}\left(A_{1}, \ldots, A_{n}\right)\right| \leq C_{n} \exp \left(v_{\mathrm{LR}} t-R\right) \tag{6.22}
\end{equation*}
$$

where $v_{\mathrm{LR}}$ is the same velocity as in the bipartite Lieb-Robinson bounds, $C_{n}=\frac{n^{n}}{4} C_{2}$ with $C_{2}$ being the constant in bipartite Lieb-Robinson bounds ${ }^{1}$, and

$$
\begin{equation*}
R=\max _{\mathcal{S}_{1} \subset S} d\left(\mathcal{S}_{1}, \overline{\mathcal{S}}_{1}\right) \tag{6.23}
\end{equation*}
$$

is the largest distance between any subset $\mathcal{S}_{1} \subset \mathcal{S}$ and its complementary subset $\overline{\mathcal{S}}_{1}$. Here the distance d between two sets of sites is the shortest distance between a site in one set and a site in the other set.

Proof. We shall explain our proof in the simplest case of $n=3$. We use the following identity (given in Appendix C.2) to write disconnected correlators in terms of connected

[^2]correlators,
\[

$$
\begin{align*}
\left\langle A_{1} A_{2} A_{3}\right\rangle= & u_{3}\left(A_{1}, A_{2}, A_{3}\right)+u_{2}\left(A_{2}, A_{3}\right)\left\langle A_{1}\right\rangle \\
& +u_{2}\left(A_{1}, A_{3}\right)\left\langle A_{2}\right\rangle+u_{2}\left(A_{1}, A_{2}\right)\left\langle A_{3}\right\rangle \\
& +\left\langle A_{1}\right\rangle\left\langle A_{2}\right\rangle\left\langle A_{3}\right\rangle . \tag{6.24}
\end{align*}
$$
\]

Notice that the last two terms on the right hand side sum up to $\left\langle A_{1} A_{2}\right\rangle\left\langle A_{3}\right\rangle$. If we move this term to the left hand side, we obtain an expression of $u_{3}$ in terms of only bipartite connected correlators (and local expectation values),

$$
\begin{align*}
u_{3}\left(A_{1}, A_{2}, A_{3}\right)= & u_{2}\left(A_{1} A_{2}, A_{3}\right)-u_{2}\left(A_{1}, A_{3}\right)\left\langle A_{2}\right\rangle \\
& -u_{2}\left(A_{2}, A_{3}\right)\left\langle A_{3}\right\rangle, \tag{6.25}
\end{align*}
$$

where the local expectation values $\left\langle A_{2}\right\rangle,\left\langle A_{3}\right\rangle$ are between -1 and 1 . Therefore we may bound the three-body connected correlator using the bipartite Lieb-Robinson bound as follows,

$$
\begin{align*}
& \left|u_{3}\left(A_{1}, A_{2}, A_{3}\right)\right| \\
& \leq\left|u_{2}\left(A_{1} A_{2}, A_{3}\right)\right|+\left|u_{2}\left(A_{1}, A_{3}\right)\right|+\left|u_{2}\left(A_{2}, A_{3}\right)\right| \\
& \leq C_{2} e^{v_{\mathrm{LR}} t-r_{12 \mid 3}}+C_{2} e^{v_{\mathrm{LR}} t-r_{13}}+C_{2} e^{v_{\mathrm{LR}} t-r_{23}} \\
& \leq 3 C_{2} e^{v_{\mathrm{LR}} t-r_{12 \mid 3}}, \tag{6.26}
\end{align*}
$$

where $r_{12 \mid 3}=\min \left\{r_{12}, r_{13}\right\}$ is the distance from the third site to the other two and $C_{2}$
a)

b)


Figure 6.3: $n$-qubit cluster states represented by one-dimensional graphs of $n$ vertices. (a) Only consecutive vertices are connected by edges of length 1. (b) Some edges are longer than 1 but interactions are still local.
comes from bipartite Lieb-Robinson bounds [88]. One may notice that at the beginning the three sites play equal roles, but somehow this symmetry is broken in Eq. (6.26). The reason is the choice to team up $\left\langle A_{1}\right\rangle\left\langle A_{2}\right\rangle\left\langle A_{3}\right\rangle$ and $u_{2}\left(A_{1}, A_{2}\right)\left\langle A_{3}\right\rangle$ after Eq. (6.24). Instead, we may replace the latter with either $u_{2}\left(A_{2}, A_{3}\right)\left\langle A_{1}\right\rangle$ or $u_{2}\left(A_{1}, A_{3}\right)\left\langle A_{2}\right\rangle$ to obtain two different bounds in the form of Eq. (6.26), with either $r_{23 \mid 1}$ or $r_{13 \mid 2}$ in place of $r_{12 \mid 3}$. The tightest bound corresponds to the smallest distance among $r_{23 \mid 1}, r_{13 \mid 2}, r_{12 \mid 3}$, and hence the theorem follows. Proof for general $n$ follows the exact same line and is presented in full in Appendix C.4.

Since the proof is inductive on the number of sites $n$, the multipartite Lieb-Robinson bounds are in general weaker than bipartite Lieb-Robinson bounds. Violation of our bound for a multipartite connected correlator implies violation of at least one bipartite bound. Nevertheless, the multipartite Lieb-Robinson bounds in Theorem 9 can be saturated. For example, consider a geometry of $n$ sites where they are divided into two non-empty cliques, each of spatial size $a$. The two cliques are separated by a large distance $R \gg a$ (Fig. 6.2). Lieb-Robinson bounds of $n$-partite connected correlators for this geometry are saturated by preparing the GHZ state of $n$ qubits, which can be done in time
$t \approx R / v_{\mathrm{LR}}$.
Whether our $n$-partite Lieb-Robinson bounds are tight for all geometries is still an open question. The geometry of Fig. 6.2 resembles a bipartite system, where each clique plays the role of one party. There are geometries which are very different from bipartite systems and, as a consequence, they offer some unique and interesting implications. For example, as mentioned before, the critical distance in the multipartite Lieb-Robinson bound is neither the largest nor the smallest distance. In the asymptotic limit of large $n$, these quantities can be very different. We shall now examine such examples.

### 6.2.3 Fast generation of multipartite correlation

In a bipartite system, the time needed to create bipartite correlators of order $\mathcal{O}(1)$ increases proportionally to the distance between the two subsystems. It is natural to expect the time needed to create $n$-point correlators of order $\mathcal{O}(1)$ in an $n$-partite system to increase with the spatial size of the system. However, Theorem 1 suggests that it may not necessarily be the case. For example, consider an equally spaced one-dimensional chain of $n$ qubits [see Fig. 6.3]. If the distance between two consecutive qubits is fixed, the spatial length of the chain increases as $\mathcal{O}(n)$. Therefore 2-point connected correlators between the end qubits can only be created after $\mathcal{O}(n)$ time. Meanwhile, Theorem 1 suggests that $n$-point connected correlators of order $\mathcal{O}(1)$ between all $n$ qubits might be created in $\mathcal{O}(1)$ time using only nearest neighbor interactions, enabling almost instant $n$-partite genuine entanglement. As we show below, systems with such a feature do exist.

One example is the one-dimensional cluster state. Cluster states (also called graph states) are multipartite entangled states [132] useful for one-way quantum computation [133, 134]. They have a simple visual representation using associated graphs. For a graph $G=(V, E)$, the corresponding cluster state can be constructed as follows: (i) Associate each vertex in $V$ with one qubit initialized in state $|+\rangle=\frac{|0\rangle+|1\rangle}{\sqrt{2}}$; and (ii) Apply a controlled- $Z$ gate to every pair of qubits connected by an edge in $E$. A controlled- $Z$ gate on two qubits $i$ and $j$ can be implemented by evolving the system for a time $\frac{\pi}{4}$ under the Hamiltonian,

$$
\begin{equation*}
H_{c Z}^{(i, j)}=\mathbb{I}+Z_{i}+Z_{j}-Z_{i} Z_{j} \tag{6.27}
\end{equation*}
$$

where $Z$ is the diagonal Pauli matrix. Some cluster states, e.g. Fig. 6.3, only require application of finite-range controlled- $Z \mathrm{~s}$. Meanwhile, the generating Hamiltonians (6.27) commute with each other and therefore they can be applied simultaneously. Therefore such cluster states as well as their correlations can be created in constant time $\mathcal{O}(1)$. In particular, within an $n$-independent time $\frac{\pi}{4}$ we can create $\left|u_{n}\left(Y_{1}, X_{2}, X_{3} \ldots, X_{n-1}, Y_{n}\right)\right|=1$ in a cluster state with only nearest neighbor interactions (Fig. 6.3(a). This example shows that $n$-point connected correlators of order $\mathcal{O}(1)$ can be created in unit time $\mathcal{O}(1)$, independent of a system's size. Yet, we can do better, i.e. we can create exponentially large $n$-point connected correlators in unit time. For example, in the cluster state of Fig. 6.3b, we allow each site to interact within a larger neighborhood. It still takes $\frac{3 \pi}{4}=\mathcal{O}(1)$ unit time to prepare the state, while direct calculation shows that one of its correlators grows exponentially as $2^{\frac{n-1}{3}}$ (Appendix C.5).


Figure 6.4: Time evolution of the $n$-point connected correlator $u_{2}\left(Z_{1}, Z_{2}, \ldots, Z_{n}\right)=$ $\left[\sin ^{2}(2 t)\right]^{n-1}$ of the state in Fig. 6.3a for different $n$. Here we plot the time-dependent correlator for a few values of $n$. In the limit of large $n$ the correlator remains zero for most of the time before briefly jumping to 1 at $t=\frac{\pi}{4}$.

In the above examples we have discussed how much time it takes to grow connected correlations from fully uncorrelated states. A relevant question is whether it can be expedited by some initial correlations [135]. To answer this question, we look at the time dependence of connected correlators in an $n$-qubit system initialized to $|00 \ldots 0\rangle$ and evolved under the Hamiltonian $\sum_{\langle i, j\rangle} X_{i} X_{j}$. If this system has the geometry of Fig. 6.3a, we find the $n$-point connected correlator $u_{n}\left(Z_{1}, \ldots, Z_{n}\right)=\left[\sin ^{2}(2 t)\right]^{n-1}$ (Appendix C.5). We plot this function for a few values of $n$ in Fig. 6.4. For large $n$ the correlator remains negligible for most of the time and rapidly grows to 1 near $t=\frac{\pi}{4}$. In other words, the connected correlator only needs a very small time $\delta t \ll 1$ to grow from almost zero to a significant value. It gives evidence that creation of multipartite states can be expedited by small initial correlations. We remark that while the exact correlator $u_{n}\left(Z_{1}, \ldots, Z_{n}\right)$
is negligible at any time before $\frac{\pi}{4}$, there may exist other sets of observables for which $n$-point connected correlators are non-negligible.

### 6.2.4 Discussion

Although the relation between genuine multipartite entanglement and multipartite connected correlations is simple for pure states, whether one can infer any information about genuine multipartite entanglement of a mixed state from its multipartite correlations is still an open question.

In our model, only short-range interactions between two sites are present. An immediate question is how the Lieb-Robinson bounds generalize to other models with longrange interactions or interaction terms which involve more than two sites.

Current techniques to measure multipartite connected correlators require statistics of all measurement outcomes that factor into Eq. (6.14). Connected correlators up to tenth order have been measured using this approach [136]. However, such a method is infeasible for connected correlators of very high order, as the number of disconnected correlators that must be measured grows exponentially with $n$. It is therefore an open question whether there exist experimentally accessible observables, e.g. magnetization [92], which manifest multipartite connected correlators directly.

### 6.3 Simulation of Local Observables

In this section, we use the Lieb-Robinson bounds to improve the estimation of local observables in time-evolved states. Given an initial state $|\psi\rangle$ and a power-law Hamil-
tonian $H$, we consider the task of estimating the expectation value of the time-evolved observable $\langle A(t)\rangle:=\langle\psi| U(t)^{\dagger} A U(t)|\psi\rangle$, where $U(t)$ is the unitary generated by $H$ at time $t$, for a local operator $A$. The ability to perform this task for any arbitrary local observable is equivalent to the ability to compute local density matrices of the time-evolved state $U(t)|\psi\rangle$ or the ability to sample local observables in $U(t)|\psi\rangle$.

A typical approach to estimating $\langle A(t)\rangle$ is as follows. First the unitary evolution $U(t)$ on the entire system is decomposed into a more tractable sequence of elementary unitaries that are supported on a smaller number of sites to produce an approximation to the time-evolved state $|\psi(t)\rangle$. The expectation value $\langle A(t)\rangle$ is then computed by simulating measurements of $A$ on this state. The number of elementary unitaries in the decomposition of $U(t)$ typically increases with both time $t$ and the number of sites $N$ in the system.

However, in the Heisenberg picture, the intuition from the Lieb-Robinson bounds suggests that the dynamics of $A(t)=U(t)^{\dagger} A U(t)$ is mostly confined inside some light cones and, therefore, it should be sufficient to simulate the unitary generated by the Hamiltonian inside the light cones alone. The following result provides such an approximation.

Proposition 3. Let $H$ be a 2-local power-law Hamiltonian (i.e. the sets $X$ in Eq. (4.19) obey $|X|=2$ ) of exponent $\alpha>2 d+1$, and $H_{r}$ be a Hamiltonian constructed from $H$ by taking only interaction terms supported entirely on sites inside a ball of radius $r \geq 4 \bar{v} t \geq 1$ around the support of the single-site operator $A$ (where $\bar{v}$ is the same constant as in Proposition 2). Let $A(t)$ and $\tilde{A}(t)$ be the versions of $A$ evolved for time $t$
under $H$ and $H_{r}$, respectively. Then there exists $0<K<\infty$ such that

$$
\begin{equation*}
\|A(t)-\tilde{A}(t)\|=K \frac{t^{d+2} \log ^{2 d} r}{r^{\alpha-d}} \tag{6.28}
\end{equation*}
$$

Proof. Without loss of generality, assume that $A$ is initially supported at the origin. Using the triangle inequality, we bound the difference between $A(t)$ and $\tilde{A}(t)$ :

$$
\begin{equation*}
\|A(t)-\tilde{A}(t)\| \leq \int_{0}^{t} \mathrm{~d} s\left\|\left[H-H_{r}, \tilde{A}(s)\right]\right\| \leq \int_{0}^{t} \mathrm{~d} s \sum_{i: \operatorname{dist}(i, 0) \leq r}\left\|\left[\sum_{j: \operatorname{dist}(j, 0)>r} h_{i, j}, \tilde{A}(s)\right]\right\| . \tag{6.29}
\end{equation*}
$$

We then use the bounds in Refs. $[18,137]$ to bound the commutator norm:

$$
\begin{equation*}
\left\|\left[\sum_{j: \operatorname{dist}(j, 0)>r} h_{i, j}, \tilde{A}(s)\right]\right\| . \tag{6.30}
\end{equation*}
$$

For that, we separate the sums over $i$ into terms corresponding to $i$ 's inside and outside the linear light cone defined by $\operatorname{dist}(i, 0)=2 \bar{v} s$.

For $i$ such that $\operatorname{dist}(i, 0) \leq 2 \bar{v} s$, we simply use another triangle inequality for the sum over $j$ and bound $\left\|\left[h_{i, j}, \tilde{A}(s)\right]\right\| \leq 2 / \operatorname{dist}(i, j)^{\alpha}$. Note that in this case, we have $\operatorname{dist}(i, j) \geq \operatorname{dist}(j, 0)-2 \bar{v} s \geq \operatorname{dist}(j, 0) / 2$. Therefore, we have

$$
\begin{equation*}
\sum_{j: \operatorname{dist}(j, 0)>r} \sum_{i: \operatorname{dist}(i, 0) \leq 2 \bar{v} s}\left\|\left[h_{i, j}, \tilde{A}(s)\right]\right\| \leq 4^{d} 2^{\alpha+1} \bar{v}^{d} \sum_{j: \operatorname{dist}(j, 0)>r} \frac{s^{d}}{\operatorname{dist}(0, j)^{\alpha}} \leq \frac{K s^{d}}{r^{\alpha-d}} \tag{6.31}
\end{equation*}
$$

for some constant $0<K<\infty$. On the other hand, for $i$ such that $r \geq \operatorname{dist}(i, 0)>2 \bar{v} s$, we further divide into two cases: $s \geq 1$ and $s<1$. For $s \geq 1$, we use Proposition 2 (note
that $A$ is a single site operator):

$$
\begin{align*}
\sum_{i: r \geq \operatorname{dist}(i, 0)>2 \bar{v} s}\left\|\left[\sum_{j: \operatorname{dist}(j, 0)>r} h_{i, j}, \tilde{A}(s)\right]\right\| & \leq K_{1} \sum_{i: r \geq \operatorname{dist}(i, 0)>2 \bar{v} s} \frac{1}{[r-\operatorname{dist}(i, 0)]^{\alpha-d}} \frac{s^{d+1} \log ^{2 d} r}{\operatorname{dist}(i, 0)^{\alpha-d}} \\
& \leq K_{2} s^{d+1} \frac{\log ^{2 d} r}{r^{\alpha-d}} \tag{6.32}
\end{align*}
$$

where we have used Eq. (4.24) and defined another set of constants $0<K_{1,2}<\infty$. Similarly, for $s<1$, we use a bound from Ref. [18] to show that there exists $0<K_{3}<\infty$ such that

$$
\begin{equation*}
\sum_{j: \text { dist }(j, 0)>r} \sum_{i: \operatorname{dist}(i, 0)>2 \bar{v} s}\left\|\left[h_{i, j}, \tilde{A}(s)\right]\right\| \leq \frac{K_{3}}{r^{\alpha-d}} . \tag{6.33}
\end{equation*}
$$

Substituting Eq. (6.31), Eq. (6.32), and Eq. (6.33) into Eq. (6.29) and integrating over time, we obtain Eq. (6.28).

We now analyze the cost of estimating $\langle A(t)\rangle$ using quantum algorithms, although we note that Proposition 3 applies equally well to classical simulation algorithms. For simplicity, we assume that the Hamiltonian is time-independent in the following discussion. In order for the error of the approximation to be at most a constant, we choose

$$
\begin{equation*}
r \propto \max \left\{t^{\frac{d+2}{\alpha-d}} \log t, t\right\} \tag{6.34}
\end{equation*}
$$

Therefore, to estimate $\langle A(t)\rangle$, it is sufficient to simulate the evolution of $\tilde{A}(t)$ on $N_{r} \propto r^{d}$ sites (instead of simulating the entire lattice).

We then compute $\langle\tilde{A}(t)\rangle$ by simulating $\mathrm{e}^{-i H_{r} t}$ using one of the existing quantum
algorithms. Using the $p$ th-order product formula for simulating power-law Hamiltonians [77], we need

$$
\begin{equation*}
O\left(\left(N_{r} t\right)^{\frac{\alpha}{\alpha-d}+o(1)}\right)=\max \left\{O\left(t^{\frac{\alpha\left(\alpha+d+d^{2}\right)}{(\alpha-d)^{2}}+o(1)}\right), O\left(t^{\frac{\alpha(1+d)}{\alpha-d}+o(1)}\right)\right\} \tag{6.35}
\end{equation*}
$$

elementary quantum gates, where $o(1)$ denotes $p$-dependent constants that can be made arbitrarily small by increasing the order $p$. For all $\alpha>2 d+1$, this gate count is less than the estimate without using the Lieb-Robinson bound in Ref. [77]. In particular, in the limit $\alpha \rightarrow \infty$, the gate count reduces to $O\left(t^{1+d+o(1)}\right)$, which corresponds to the space-time volume inside a linear light cone.

We note that in estimating the gate count for computing $\langle A(t)\rangle$, we have implicitly assumed that we have access to many quantum copies of the initial state $|\psi\rangle$. However, in scenarios where only a classical description of $|\psi\rangle$ is provided, we need to add the cost of preparing $|\psi\rangle$ to the total gate count of the simulation.

### 6.4 Quantum State Transfer

In this section, we discuss the implication of the hierarchy of light cones for quantum state transfer. An immediate consequence of the Frobenius light cone is that the Lieb-Robinson light cone is not relevant for infinite temperature many-body quantum chaos and the growth of operators. A more practical application of the Frobenius light cone are tighter constraints on at least two different kinds of quantum state transfer. For simplicity, we assume that $\operatorname{dim}\left(\mathcal{H}_{i}\right)=2$, and denote $\left|0_{i}\right\rangle$ and $\left|1_{i}\right\rangle$ as the eigenstates of the Pauli matrix $Z_{i}$ on $\mathcal{H}_{i}$.

A universal notion of quantum state transfer from $i \in \Lambda$ to $j \in \Lambda$, which is independent of the background state, is to demand that there exists a Hamiltonian protocol $H(t)$ and a time $\tau \in \mathbb{R}$ such that

$$
\begin{equation*}
X_{i}^{\alpha}(\tau)=X_{j}^{\alpha} \tag{6.36}
\end{equation*}
$$

It is obvious that Theorem 4 constrains the time at which Eq. (6.36) may hold; hence Eq. (6.36) cannot be performed at a time $\tau$ which scales slower than linearly in the distance $\mathcal{D}(i, j)$ when $\alpha>\frac{5}{2}, d=1$.

Another interesting scenario arises when we restrict to a time evolution operator $U(t)$ that obeys

$$
\begin{equation*}
U(t)\left(\bigotimes_{k \in \Lambda}\left|0_{k}\right\rangle\right)=\bigotimes_{k \in \Lambda}\left|0_{k}\right\rangle \tag{6.37}
\end{equation*}
$$

Many protocols, including our own (Theorem 6) and that of Ref. [24], are compatible with (6.37). With Eq. (6.37), we now consider a quantum system whose initial condition is

$$
\begin{equation*}
|\psi(0)\rangle:=\left|\phi_{i}\right\rangle \otimes \bigotimes_{k \in \Lambda-\{i\}}\left|0_{k}\right\rangle . \tag{6.38}
\end{equation*}
$$

for arbitrary $\left|\phi_{i}\right\rangle \in \mathcal{H}_{i}$. Our goal is to find a time evolution operator $U(t)$ and a time $\tau$, such that $|\psi(t)\rangle=U(t)|\psi(0)\rangle$ and

$$
\begin{equation*}
\langle\psi(\tau)| Z_{j}|\psi(\tau)\rangle=\left\langle\phi_{i}\right| Z_{i}\left|\phi_{i}\right\rangle . \tag{6.39}
\end{equation*}
$$

In particular, the probability of measuring a 0 or 1 on site $j$ at time $\tau$ is given by the
probability of measuring it at time $t=0$ on site $i$. This property must hold for all $\left|\phi_{i}\right\rangle$ for a fixed $U(t)$, since the protocol must be able to transfer arbitrary states.

Corollary 2. Let $\frac{3}{2}<\alpha \in \mathbb{R}$ and $x=\mathcal{D}(i, j)$. Assuming (6.37), there exist $0<K, K^{\prime}<$ $\infty$ such that any state transfer algorithm runs in a time $\tau$ obeying

$$
\tau>K \times\left\{\begin{array}{ll}
x & \alpha>\frac{5}{2}  \tag{6.40}\\
x^{\alpha-3 / 2}\left(1+K^{\prime} \log x\right)^{-1} & \frac{3}{2}<\alpha \leq \frac{5}{2}
\end{array} .\right.
$$

Proof. We begin by observing that we may assume $\left|\phi_{i}\right\rangle=\left|1_{i}\right\rangle$ without loss of generality, since Eq. (6.39) is trivially obeyed by Eq. (6.37). Now the proof largely mirrors that of Theorem 4. Without loss of generality, we may define lattice sites such that $i=0$ and $j>0$, as explained above. Define

$$
\begin{equation*}
|S\rangle:=\left(\bigotimes_{k \in S}\left|1_{k}\right\rangle \otimes \bigotimes_{k \in S^{\mathrm{c}}}\left|0_{k}\right\rangle\right) \tag{6.41}
\end{equation*}
$$

and the observable $\mathcal{F}$ which acts on the mutual eigenbasis of $Z_{i}$ as

$$
\begin{equation*}
\mathcal{F}|S\rangle:=\mathcal{F}_{S}|S\rangle \tag{6.42}
\end{equation*}
$$

for any $S \subseteq \Lambda$; here $\mathcal{F}_{S}$ is given by Eq. (4.66) when $\alpha>\frac{5}{2}$ and Eq. (4.82) when $\frac{3}{2}<\alpha \leq$ $\frac{5}{2}$. For simplicity we only describe explicitly the case $\alpha>\frac{5}{2}$, as the other case follows
from identical considerations. We evaluate

$$
\begin{equation*}
\left.\left|\frac{\mathrm{d}}{\mathrm{~d} t}\langle\psi(t)| \mathcal{F}\right| \psi(t)\right\rangle|\leq|-\mathrm{i}\langle\psi(t)|[\mathcal{F}, H(t)]| \psi(t)\rangle \mid \leq\|[\mathcal{F}, H(t)]\|_{\infty} \tag{6.43}
\end{equation*}
$$

As before, our goal is to show that $\|[\mathcal{F}, H(t)]\|_{\infty}<\infty$. Since $H$ is 2-local, we know that $H_{i j}(t)\left|0_{i}\right\rangle\left|0_{j}\right\rangle \propto\left|0_{i}\right\rangle\left|0_{j}\right\rangle$ by Eq. (6.37). This implies that, as before $[\mathcal{F}, H]$ can only be non-vanishing when $H$ serves to either add a new $|1\rangle$ to the right end of the state, or delete the right-most $|1\rangle$. Hence $\langle S|[\mathcal{F}, H(t)]|Q\rangle \neq 0$ only if $|S-S \cap Q| \leq 1$ and $|Q-S \cap Q| \leq 1$. We define the matrix $M_{S Q}:=\sup \langle S|[\mathcal{F}, H(t)]|Q\rangle$, which equals
$M_{S Q}=M_{Q S}:=\left\{\begin{array}{ll}A\left|\mathcal{F}_{S}-\mathcal{F}_{Q}\right|^{2-\alpha} & S=Q \cup\{m\} \text { or } Q=S \cup\{m\} \\ A\left|\mathcal{F}_{S}-\mathcal{F}_{Q}\right|^{1-\alpha} & \text { there exists } R \text { with } S=R \cup\{m\} \text { and } Q=R \cup\{n\}, \\ & \text { and } Q \neq S \text { and } \mathcal{F}_{R}<\min \left(\mathcal{F}_{S}, \mathcal{F}_{Q}\right), \\ 0 & \text { otherwise }\end{array}\right.$.

We bound the maximal eigenvalue of $M$ using the Collatz-Wieland inequality Eq. (4.74), using the trial vector $\varphi_{S}$ given Eq. (4.76). Observe that the first line of Eq. (6.44) is identical to Eq. (4.71); as such these terms in $M_{S Q} \varphi_{Q}$ are bounded by a constant as before. The new terms we must deal with arise from the second line of Eq. (6.44). If $S$ is given by Eq. (4.75), we find that

$$
\begin{equation*}
\frac{1}{\varphi_{S}} \sum_{Q:|Q|=|S|} M_{S Q} \varphi_{Q}<A \sum_{m=n_{\ell-1}+1}^{\infty}\left(\frac{n_{\ell}-n_{\ell-1}}{m-n_{\ell-1}}\right)^{\alpha-2} \frac{1-\delta_{m, n_{\ell}}}{\left(m-n_{\ell-1}\right)^{\alpha-1}}<A_{\mathrm{st}} \tag{6.45}
\end{equation*}
$$

for some constant $0<A_{\text {st }}<\infty$, so long as $\alpha>\frac{5}{2}$. We conclude that $M$ has a bounded
maximal eigenvalue, independently of the lattice size. We conclude there exists $0<K<$ $\infty$ such that $\langle\psi(t)| \mathcal{F}|\psi(t)\rangle \leq K t$.

At time $\tau$, we must have

$$
\begin{equation*}
|\psi(\tau)\rangle=\left|1_{j}\right\rangle \otimes\left|\psi_{\Lambda-\{j\}}^{\prime}\right\rangle, \tag{6.46}
\end{equation*}
$$

for arbitrary state $\left|\psi^{\prime}\right\rangle$ acting on sites other than $j$. Therefore,

$$
\begin{equation*}
\langle\psi(\tau)| \mathcal{F}|\psi(\tau)\rangle \geq j \tag{6.47}
\end{equation*}
$$

Using Markov's inequality as in the proof of Theorem 4, we obtain Eq. (6.40). The case $\alpha<\frac{5}{2}$ is proved analogously.

### 6.5 Simulation of a Free Particle

In this section, we discuss an immediate application of the free light cone (Theorem 5) in bounding the error made by approximating time evolution via a truncated, local Hamiltonian, analogous to the discussion of Section 6.3.

Corollary 3. For any $i \in \Lambda$, define $B_{i}^{r}:=\{j \in \Lambda: \mathcal{D}(j, i) \leq r\}$, and define $\tilde{H}(t)$ to be the restriction of a free bosonic Hamiltonian $H(t)$ [Eq. (4.95)] to $B_{i}^{r} \subset \Lambda$. Then for any $\varepsilon>0$, there exists $0<K, K^{\prime}<\infty$ such that for times

$$
\begin{equation*}
t<\frac{K^{\prime}}{n} r^{\min (1,(\alpha-d-\varepsilon) / 3)}, \tag{6.48}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left\|b_{i}^{\dagger}(t)-\tilde{b}_{i}^{\dagger}(t)\right\| \leq K n^{3 / 2}\left(\frac{t}{r^{\alpha-d}}+\frac{t^{3 / 2}}{r^{(\alpha-d-\varepsilon) / 2}}\right) \tag{6.49}
\end{equation*}
$$

where the norm is estimated in the subspace that has at most $n \geq 1$ excitations across the lattice and $\tilde{b}_{i}^{\dagger}(t)$ denotes time evolution with the restricted Hamiltonian $\tilde{H}(t)$.

Proof. Without loss of generality, we assume $i=0$, the origin. Observe that

$$
\begin{align*}
\left\|b_{0}^{\dagger}(t)-\tilde{b}_{0}^{\dagger}(t)\right\| & \leq \int_{0}^{t} \mathrm{~d} s\left\|\left[\tilde{b}_{0}^{\dagger}(t), H(t)-\tilde{H}(t)\right]\right\|  \tag{6.50}\\
& \leq \int_{0}^{t} \mathrm{~d} s\left\|\left[\tilde{b}_{0}^{\dagger}(t), \sum_{i: \operatorname{dist}(i, 0) \leq r} \sum_{j: \operatorname{dist}(j, 0)>r} h_{i j} b_{i} b_{j}^{\dagger}\right]\right\| . \tag{6.51}
\end{align*}
$$

Using Theorem 5,

$$
\begin{equation*}
\tilde{b}_{0}^{\dagger}(t)=\sum_{i: \operatorname{dist}(i, 0) \leq r} f_{i}(t) b_{i}^{\dagger}, \tag{6.52}
\end{equation*}
$$

where the coefficients $f_{i}(t)$ satisfy, for some $0<C<\infty$ and arbitrary $\varepsilon>0$,

$$
\begin{equation*}
\sum_{i: \text { dist }(i, 0) \geq x}\left|f_{i}(t)\right|^{2} \leq \frac{C t}{x^{\alpha-d-\varepsilon}} \tag{6.53}
\end{equation*}
$$

for all $x>0$ and all $t$ obeying Eq. (6.48).
We separate the sum over $i$ in Eq. (6.51) according to $\operatorname{dist}(i, 0) \leq r / 2$ and $r / 2<$
$\operatorname{dist}(i, 0) \leq r$. In the former case, we have

$$
\begin{align*}
& \left\|\left[\tilde{b}_{0}^{\dagger}(t), \sum_{i: \operatorname{dist}(i, 0) \leq r / 2} \sum_{j: \operatorname{dist}(j, 0)>r} h_{i j} b_{i} b_{j}^{\dagger}\right]\right\| \leq 2 \sqrt{n}\left\|\sum_{i: \operatorname{dist}(i, 0) \leq r / 2} \sum_{j: \operatorname{dist}(j, 0)>r} h_{i j} b_{i} b_{j}^{\dagger}\right\| \\
& \leq 2 n^{3 / 2} \sum_{i: \operatorname{dist}(i, 0) \leq r / 2} \sum_{j: \operatorname{dist}(j, 0)>r} \frac{1}{\operatorname{dist}(i, j)^{\alpha}} \leq \frac{C_{1} n^{3 / 2}}{r^{\alpha-d}} \tag{6.54}
\end{align*}
$$

where $0<C_{1}<\infty$ is a constant. We have used the fact that $\left|h_{i j}\right| \leq 1 / \operatorname{dist}(i, j)^{\alpha}$ and that $\operatorname{dist}(j, i) \geq r / 2$ for all $i$ such that $\operatorname{dist}(i, 0) \leq r / 2$.

On the other hand, for $r / 2<\operatorname{dist}(i, 0) \leq r$,

$$
\begin{align*}
& \left\|\left[\tilde{b}_{0}^{\dagger}(t), \sum_{i: r / 2 \leq \operatorname{dist}(i, 0) \leq r} \sum_{j: \operatorname{dist}(j, 0)>r} h_{i j} b_{i} b_{j}^{\dagger}\right]\right\| \\
& \leq 2\left\|\sum_{i: r / 2<\operatorname{dist}(i, 0) \leq r} f_{i}(t) b_{i}^{\dagger}\right\|\left\|\sum_{i: r / 2<\operatorname{dist} t(i, 0) \leq r} \sum_{j: \operatorname{dist}(j, 0)>r} h_{i j} b_{i} b_{j}^{\dagger}\right\| \\
& \lesssim \sqrt{\sum_{i: r / 2<\operatorname{dist} t(i, 0) \leq r}\left|f_{i}(t)\right|^{2} n}\left(\max _{i: r / 2<\operatorname{dist}(i, 0) \leq r} \sum_{j: \operatorname{dist}(j, 0)>r} \frac{n}{\operatorname{dist}(i, j)^{\alpha}}\right) \\
& \leq C_{2} \frac{n^{3 / 2} t^{1 / 2}}{r^{(\alpha-d-\varepsilon) / 2}}, \tag{6.55}
\end{align*}
$$

for $0<C_{2}<\infty$. Replacing Eqs. (6.54) and (6.55) into Eq. (6.51) and integrating over time, we arrive at Eq. (6.49).

### 6.6 Classical Complexity of Boson Sampling

In this section, we discuss the implications of the free light cone and the corresponding fast free-particle state transfer protocol on the classical complexity of boson sampling.

The boson sampling problem was proposed by Aaronson and Arkhipov [82] as a potential candidate for the demonstration of quantum supremacy. While simulating the dynamics of bosons hopping on a lattice is generally a difficult task for classical computers, early-time evolutions where the bosons do not have enough time to hop too far from their initial positions can be simulated efficiently [16, 83, 138]. In particular, Ref. [16] considered a scenario where bosons were initially located at equal distances on a lattice and allowed to move in the lattice using only nearest-neighbor hoppings. Using the LiebRobinson bounds, the authors constructed an early-time classical sampler that efficiently captures the dynamics of the bosons up to time $t_{*}$ that scales polynomially with the system size and thereby demonstrated a dynamical phase transition in the computational complexity.

The early-time classical sampler was later generalized to more complicated systems with power-law hoppings [83]. However, the easiness timescale $t_{*}$ in this case only scales polynomially with the system size for $\alpha>2 d$ and scales logarithmically with the system size when $d+1<\alpha<2 d$. In this section, we show that the tight free-particle bound in this chapter immediately imply that $t_{*}$ scales polynomially with the system size for all $\alpha>d$, i.e. an exponentially longer easiness timescale in the regime $\alpha \in(d, 2 d]$ compared to the previous results [83].

For pedagogical reasons, we only describe here the high-level ideas behind the construction of the early-time boson sampler and argue for its efficiency using the technical results of Ref. [83]. We consider $N$ bosons hopping on a $d$-dimensional lattice under the

Hamiltonian

$$
\begin{equation*}
H(t)=\sum_{i, j} J_{i, j}(t) b_{i}^{\dagger} b_{j}, \tag{6.56}
\end{equation*}
$$

where $b_{i}$ is the bosonic annihilation operator on site $i, J_{i, j}(t) \leq 1 / \operatorname{dist}(i, j)^{\alpha}$ are the hopping strengths, and the sums are over all sites $i, j$ on the lattice. We assume that the lattice has $M \propto N^{\beta}$ sites in total, where $\beta \geq 1$ is a constant.

The bosons are initially located on evenly spaced sites on the lattice so that the minimum distance between nearest occupied sites is $2 L \propto(M / N)^{1 / d} \propto N^{(\beta-1) / d}$, as shown in Figure 6.5. Denote these initial positions by $j_{1}, \ldots, j_{N}$. We can write the initial state in terms of the creation operators:

$$
\begin{equation*}
|\psi(0)\rangle=\prod_{k=1}^{N} b_{j_{k}}^{\dagger}|\mathrm{vac}\rangle, \tag{6.57}
\end{equation*}
$$

where $\mid$ vac $\rangle$ is the vacuum state.
The aim of boson sampling is to sample the positions of the bosons at a later time $t$. The idea of the early-time boson sampler in Refs. [16, 83] is that each boson primarily hops within its causal light cone, i.e. a bubble of radius $r(t)$ centered on its initial position. For small enough time, $r(t)<L$ and the bosons do not interfere with each other. The state of the system at this time can be approximated by a product state over the bubbles and therefore the positions of the bosons can be efficiently simulated by simulating the dynamics of each boson independently.

Let $U(t)=\mathcal{T} \exp \left(-i \int_{0}^{t} \mathrm{~d} s H(s)\right)$ be the evolution unitary generated by $H$ at time
$t$. By inserting pairs of $\mathbb{I}=U^{\dagger} U$ in between the creation operators, the state of the system at time $t$ can be written as

$$
\begin{equation*}
|\psi(t)\rangle=\prod_{k=1}^{N} U(t) b_{j_{k}}^{\dagger} U^{\dagger}(t)|\operatorname{vac}\rangle \tag{6.58}
\end{equation*}
$$

Here, the evolution of the state can be simplified into independent evolutions of the creation operators $b_{j_{k}}^{\dagger}(t) \equiv U(t) b_{j_{k}}^{\dagger} U^{\dagger}(t)$. Using our free-particle bound in Theorem 5, we can approximate $b_{j_{k}}^{\dagger}(t)$ by its evolution within a light cone originated from $j_{k}$ :

$$
\begin{equation*}
b_{j_{k}}^{\dagger}(t) \approx U_{k}(t) b_{j_{k}}^{\dagger} U_{k}^{\dagger}(t) \equiv \tilde{b}_{j_{k}}^{\dagger}(t), \tag{6.59}
\end{equation*}
$$

where $U_{k}(t)=\mathcal{T} \exp \left[-i \int_{0}^{t} \mathrm{~d} s H_{k}(s)\right]$ and $H_{k}$ is the Hamiltonian constructed from $H$ by taking only the hoppings between sites that are at most a distance $L$ from $j_{k}$. Using Corollary 3, the error of this approximation is $\mathcal{O}\left((N t)^{3 / 2} / L^{(\alpha-d-\varepsilon) / 2}\right)$, where $\varepsilon$ is an arbitrarily small positive constant and we have assumed $t \geq 1$ without loss of generality. Repeating the approximations for all $k=1, \ldots, N$, we thereby show that the state $|\psi(t)\rangle$ is approximately $|\phi(t)\rangle=\prod_{k} \tilde{b}_{j_{k}}(t) \mid$ vac $\rangle$.

Since the operators $\tilde{b}_{j_{k}}(t)$ are supported on distinct regions, the bosons from different regions do not interfere with each other. Therefore the probability distribution for the positions of the bosons in $|\phi(t)\rangle$ is simply the product of probability distributions of each boson hopping independently. Thus, at later time, the positions of the bosons in $|\phi(t)\rangle$ can be efficiently sampled on a classical computer.

Note that the state $|\phi(t)\rangle$ only approximates $|\psi(t)\rangle$ up to some time $t_{*}$. To estimate


Figure 6.5: A depiction of the initial state in Ref. [16]. Empty circles represent empty lattice site and filled circles represent initially occupied sites.
$t_{*}$, we calculate the total error of the approximation. A simple calculation [83] shows that the total error of approximating the $N$ original bosons $\left\{b^{\dagger}(t)\right\}$ by the confined ones $\left\{\tilde{b}^{\dagger}(t)\right\}$ would be $\mathcal{O}\left(N^{5 / 2} t^{3 / 2} / L^{(\alpha-d-\varepsilon) / 2}\right)-N$ times the error of approximating each $b^{\dagger}(t)$ by the corresponding $\tilde{b}^{\dagger}(t)$.

Requiring that the total error of the approximation is at most a small constant, we obtain

$$
\begin{equation*}
t_{*} \propto L^{\frac{\alpha-d-\varepsilon}{3}} N^{-\frac{5}{3}} \propto N^{\frac{(\beta-1)(\alpha-d-\varepsilon)}{3 d}-\frac{5}{3}}, \tag{6.60}
\end{equation*}
$$

where we have replaced $L \propto N^{(\beta-1) / d}$ from our assumption. Therefore, by choosing a small enough $\varepsilon$, the easiness time $t_{*}$ increases polynomially with $N$ for all $\alpha>d\left(1+\frac{5}{\beta-1}\right)$.

In particular, the condition becomes $\alpha>d$ in the limit of large $\beta$. Therefore, our freeparticle bound has improved the easiness time $t_{*}$ exponentially compared to Ref. [83] in the regime $\alpha \in(d, 2 d]$.

### 6.7 Generation of Topologically Ordered States

In this section, we study the minimum time it takes to create topologically ordered states from topologically trivial ones. Before we present our result, we shall define topologically ordered states and topologically trivial states following the definitions in Refs. [36, 139]. Suppose that the finite lattice $\Lambda$ has diameter $L$ and consists of $O\left(L^{d}\right)$ sites. Let $\left\{\left|\psi_{1}\right\rangle, \cdots\left|\psi_{k}\right\rangle\right\}$ be a set of orthonormal quantum many-body states and define

$$
\begin{equation*}
\left.\varepsilon=\sup _{\mathcal{O}} \max _{1 \leq i, j \leq k}\left\{\left|\left\langle\psi_{i}\right| \mathcal{O}\right| \psi_{i}\right\rangle-\left\langle\psi_{j}\right| \mathcal{O}\left|\psi_{j}\right\rangle|, 2|\left\langle\psi_{i}\right| \mathcal{O}\left|\psi_{j}\right\rangle \mid\right\} \tag{6.61}
\end{equation*}
$$

where the supremum is taken over unit-norm operators $\mathcal{O}$ supported on a subset of the lattice with diameter $l \leq b L$ for a constant $b$. Roughly speaking, $\varepsilon$ quantifies the ability to distinguish between the states $\left\{\left|\psi_{1}\right\rangle, \ldots,\left|\psi_{k}\right\rangle\right\}$ using observables that are supported on only a fraction of the lattice. We say that the states are topological with diameter $b L$ if there exist constants $b, c, \beta>0$ such that $\varepsilon \leq c L^{-\beta}$, and are trivial if $\varepsilon$ is independent of $L$ for all $b$ [140]. We now use the Lieb-Robinson bound to bound the minimum time it takes to convert between topological and trivial states.

Proposition 4. Consider a time-dependent Hamiltonian H with long-range interactions of exponent $\alpha$ on $\Lambda$. Let $U(t)$ be the evolution unitary generated by $H$ at time $t$, let
$\left\{\left|\psi_{1}\right\rangle, \cdots\left|\psi_{k}\right\rangle\right\}$ be a set of topologically ordered states, and let $\left\{\left|\phi_{1}\right\rangle, \cdots\left|\phi_{k}\right\rangle\right\}$ be a set of topologically trivial states. If $\alpha>2 d+1$ and there is a time $0<\tau<\infty$ such that $\left|\psi_{i}\right\rangle=U(\tau)\left|\phi_{i}\right\rangle$, then there exists an L-independent constant $0<K<\infty$ such that $\tau>K \tau^{*}$, where

$$
\tau^{*}:= \begin{cases}L & \text { when } \alpha>3 d+1  \tag{6.62}\\ L^{\frac{\alpha-2 d}{d+1}} / \log ^{2 d} L & \text { when } 2 d+1 \leq \alpha \leq 3 d+1\end{cases}
$$

Proof. Suppose $\left\{\left|\psi_{k}\right\rangle\right\}$ are topologically ordered with diameter $l^{\prime}=b L$. Consider an arbitrary operator $\mathcal{O}$ with a support diameter at most $l=l^{\prime} / 2$ and let $\mathcal{O}(t) \equiv U(t) \mathcal{O} U^{\dagger}(t)$ be the evolved version of $\mathcal{O}$. We further introduce $\mathcal{O}\left(t, l^{\prime}\right)=\operatorname{tr}_{\mathcal{B}_{l^{\prime}}} \mathcal{O}(t)$ as the version of $\mathcal{O}(t)$ truncated to a ball $\mathcal{B}_{l^{\prime}}$ of diameter $l^{\prime}$. Using the triangle inequality, we have

$$
\begin{align*}
& \left.\left|\left\langle\phi_{i}\right| \mathcal{O}\right| \phi_{i}\right\rangle-\left\langle\phi_{j}\right| \mathcal{O}\left|\phi_{j}\right\rangle\left|=\left|\left\langle\psi_{i}\right| \mathcal{O}(\tau)\right| \psi_{i}\right\rangle-\left\langle\psi_{j}\right| \mathcal{O}(\tau)\left|\psi_{j}\right\rangle \mid  \tag{6.63}\\
& \left.\leq 2\left\|\mathcal{O}(\tau)-\mathcal{O}\left(\tau, l^{\prime}\right)\right\|+\left|\left\langle\psi_{i}\right| \mathcal{O}\left(\tau, l^{\prime}\right)\right| \psi_{i}\right\rangle-\left\langle\psi_{j}\right| \mathcal{O}\left(\tau, l^{\prime}\right)\left|\psi_{j}\right\rangle \mid \tag{6.64}
\end{align*}
$$

By our assumptions on the topological order of $\left|\psi_{k}\right\rangle$ and absence of topological order in $\left|\phi_{k}\right\rangle$, there exist an operator $\mathcal{O}$ and constants $0<\beta, a_{1,2}<\infty$ such that

$$
\begin{equation*}
a_{1}-\frac{a_{2}}{L^{\beta}} \leq 2\left\|\mathcal{O}(\tau)-\mathcal{O}\left(\tau, l^{\prime}\right)\right\| \tag{6.65}
\end{equation*}
$$

On the other hand, using Proposition 2 for $\alpha>2 d+1$ and $\tau<L / \bar{v}$, where $\bar{v}$ is a
constant, there exists $0<C_{1,2}<\infty$ such that

$$
\begin{equation*}
\left\|\mathcal{O}(t)-\mathcal{O}\left(\tau, l^{\prime}\right)\right\| \leq C_{1} L^{d} \frac{\tau^{d+1} \log ^{2 d} l^{\prime}}{l^{\prime \alpha-d}}=C_{2} \tau^{d+1} \frac{\log ^{2 d} L}{L^{\alpha-2 d}} \tag{6.66}
\end{equation*}
$$

where the factor $L^{d}$ accounts for the support size of $\mathcal{O}$. For all $\alpha>2 d+1$, Eq. (6.66) vanishes as $L$ increases, in contradiction with Eq. (6.65), unless $\tau=O\left(\tau^{*}\right)$. This completes the proof.

### 6.8 Clustering of Correlations

In addition to the dynamics of quantum systems, the Lieb-Robinson bounds also have implications for the eigenstates of a Hamiltonian. In Ref. [18], the authors show that if a time-independent power-law Hamiltonian with an exponent $\alpha$ has spectral gap $\Delta>0$, the correlations between distant sites in the ground state of the system also decay with the distance as a power law with an exponent lower bounded by

$$
\begin{equation*}
\alpha^{\prime}=\frac{\alpha}{1+\tilde{v} \Delta^{-2}}, \tag{6.67}
\end{equation*}
$$

where $\tilde{v}$ is a constant that depends on $\alpha$.
The bound in Ref. [18] has a undesirable feature: for a given value of $\alpha$, varying the gap $\Delta$ also changes the minimum exponent $\alpha^{\prime}$. Although this leads to an intuitive implication that larger energy gaps result in faster correlation decay, there is no known example where ground state correlations decay at a slower rate than a power law with an exponent $\alpha$. Indeed, we shall show that the cause of this problem is tied to the previous
lack of an algebraic light cone in the quench dynamics. In particular, by using the LiebRobinson bounds with algebraic light cones [19, 22, 23, 74, 141], we show for all $\alpha>2 d$ that the ground state correlations must decay as a power law with the exponent lower bounded by the exponent of the Hamiltonian.

Proposition 5. Let $H$ be a power-law Hamiltonian with an exponent $\alpha$; let $A, B$ be local operators obeying $\|A\|,\|B\| \leq 1$, supported on $X, Y$ such that $|X|=|Y|=1$ and $\operatorname{dist}(X, Y)=r>0$. Assume that $H$ has a unique ground state $\left|\psi_{0}\right\rangle$ and spectral gap $\Delta$ to the first excited state. Define $\mathcal{C}(r):=\left\langle\psi_{0}\right| A B\left|\psi_{0}\right\rangle-\left\langle\psi_{0}\right| A\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right| B\left|\psi_{0}\right\rangle$ to be the connected correlator between $A, B$ in the ground state. Then

$$
\begin{equation*}
|\mathcal{C}(r)| \leq\left[\frac{2^{\gamma-1} c \Gamma\left(\frac{\gamma}{2}\right)}{\pi} \frac{\alpha^{\gamma / 2}}{\Delta^{\gamma}}+1\right] \frac{\log ^{\gamma / 2} r}{r^{\alpha}} \tag{6.68}
\end{equation*}
$$

where $c$ is a constant independent of $\alpha, \gamma=\alpha(\alpha-d+1) /(\alpha-2 d)$, and $\Gamma(\cdot)$ is the Gamma function.

Proof. First we rewrite

$$
\begin{equation*}
\mathcal{C}(r)=\sum_{k>0}\left\langle\psi_{0}\right| A\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right| B\left|\psi_{0}\right\rangle, \tag{6.69}
\end{equation*}
$$

where the sum is over the excited states $\left|\psi_{k}\right\rangle$ of the Hamiltonian. Our strategy is to relate $\mathcal{C}(r)$ to the commutator norm $\|[A(t), B]\|$, which we then bound using a Lieb-Robinson bound. To relate $\mathcal{C}(r)$ to $\|[A(t), B]\|$, it is natural to first consider the value of $[A(t), B]$
in the ground state, whose magnitude is bounded by $\|[A(t), B]\|$ :

$$
\begin{equation*}
\left\langle\psi_{0}\right|[A(t), B]\left|\psi_{0}\right\rangle=\left\langle\psi_{0}\right| A(t) B\left|\psi_{0}\right\rangle-\text { h.c. }=\sum_{k>0} \mathrm{e}^{i E_{k} t}\left\langle\psi_{0}\right| A\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right| B\left|\psi_{0}\right\rangle-\text { h.c. } \tag{6.70}
\end{equation*}
$$

where $E_{k}$ are the eigenvalues of the Hamiltonian and we have set ground state energy $E_{0}=0$ so that $E_{k}>0$ for all $k>0$. Note that the $k=0$ terms cancel between the first term and its Hermitian conjugate.

By observation, we note that if we could replace the terms $\mathrm{e}^{i E_{k} t}$ in Eq. (6.70) by a unit step function $\Theta\left(E_{k}\right)$ that satisfies $\Theta\left(E_{k}\right)=1$ and $\Theta\left(-E_{k}\right)=0$, we immediately obtain the expression of $\mathcal{C}(r)$ in Eq. (6.69). In fact, this replacement is easy to achieve using the identity

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{2 \pi i} \int_{-\infty}^{\infty} \mathrm{d} t \frac{\mathrm{e}^{i E_{k} t}}{t-i \varepsilon}=\Theta\left(E_{k}\right) \tag{6.71}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{2 \pi i} \int_{-\infty}^{\infty} \mathrm{d} t \frac{\left\langle\psi_{0}\right|[A(t), B]\left|\psi_{0}\right\rangle}{t-i \varepsilon}=\mathcal{C}(r) \tag{6.72}
\end{equation*}
$$

and we obtain the relation

$$
\begin{equation*}
|\mathcal{C}(r)|=\left|\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{2 \pi i} \int_{-\infty}^{\infty} \mathrm{d} t \frac{\left\langle\psi_{0}\right|[A(t), B]\left|\psi_{0}\right\rangle}{t-i \varepsilon}\right| \leq \frac{1}{\pi} \int_{0}^{\infty} \mathrm{d} t \frac{\|[A(t), B]\|}{t} \tag{6.73}
\end{equation*}
$$

Unfortunately, this relation is not useful; the right-hand side of Eq. (6.73) diverges even when the commutator $\|[A(t), B]\|$ does not increase with time. The failure of such
a simple treatment is not surprising as we have not used the crucial assumption on the existence of a finite energy gap $\left(E_{k} \geq \Delta\right)$.

Intuitively, to make the integral in Eq. (6.73) converge, we can multiply the integrand by a function that decays quickly with $t$. A natural choice is a Gaussian function $\mathrm{e}^{-(v t / 2)^{2}}$, where $v>0$ is an adjustable parameter; it decays with time quickly enough to make the integral converge and its Fourier transformation is rather easy to handle. By multiplying this function to the integrand in Eq. (6.71), we arrive at a convolution of the step function with the Gaussian function:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{2 \pi i} \int_{-\infty}^{\infty} \mathrm{d} t \frac{\mathrm{e}^{i E_{k} t} \mathrm{e}^{-(v t / 2)^{2}}}{t-i \varepsilon}=\frac{1}{\sqrt{\pi} v} \int_{-\infty}^{\infty} \Theta\left(E_{k}-E\right) \mathrm{e}^{-E^{2} / v^{2}} d E=: f\left(E_{k}\right) \tag{6.74}
\end{equation*}
$$

It is easy to verify that $f\left(E_{k}\right)=1-g\left(E_{k}\right)$ and $f\left(-E_{k}\right)=0+g\left(E_{k}\right)$ for some positive function $g\left(E_{k}\right) \leq \frac{1}{2} \mathrm{e}^{-\left(E_{k} / v\right)^{2}}$. Thus, $f\left(E_{k}\right)$ closely resembles the step function $\Theta\left(E_{k}\right)$, albeit with a smoother transition from 0 to 1 .

Inserting this convolution into Eq. (6.72), we have:

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{2 \pi i} \int_{-\infty}^{\infty} \mathrm{d} t \frac{\left\langle\psi_{0}\right|[A(t), B]\left|\psi_{0}\right\rangle \mathrm{e}^{-(v t / 2)^{2}}}{t-i \varepsilon}=\mathcal{C}(r)-\sum_{k>0} g\left(E_{k}\right)\left[\left\langle\psi_{0}\right| A\left|\psi_{n}\right\rangle\left\langle\psi_{n}\right| B\left|\psi_{0}\right\rangle+\text { h.c. }\right] . \tag{6.75}
\end{equation*}
$$

Using a Cauchy-Schwarz inequality, we can then bound the absolute value of the sum over $k$ in the right-hand side by

$$
\begin{equation*}
\left.\sum_{k>0} 2 g\left(E_{k}\right)\left|\left\langle\psi_{0}\right| A\right| \psi_{n}\right\rangle\left\langle\psi_{n}\right| B\left|\psi_{0}\right\rangle \mid \leq \mathrm{e}^{-(\Delta / v)^{2}} \tag{6.76}
\end{equation*}
$$

where we have used that $E_{k} \geq \Delta$. Thus we arrive at our desired relation:

$$
\begin{equation*}
|\mathcal{C}(r)| \leq \frac{1}{\pi} \int_{0}^{\infty} \mathrm{d} t \frac{\mathrm{e}^{-(v t / 2)^{2}}}{t}\|[A(t), B]\|+\mathrm{e}^{-(\Delta / v)^{2}} \tag{6.77}
\end{equation*}
$$

Finally, we bound the commutator norm using the Lieb-Robinson bound in Ref. [19],

$$
\begin{equation*}
\|[A(t), B]\| \leq c \frac{t^{\gamma}}{r^{\alpha}} \tag{6.78}
\end{equation*}
$$

where $c$ is a constant and $\gamma=\alpha(\alpha-d+1) /(\alpha-2 d)$. We obtain:

$$
\begin{equation*}
|\mathcal{C}(r)| \leq \frac{2^{\gamma-1} c \Gamma\left(\frac{\gamma}{2}\right)}{\pi} \frac{1}{v^{\gamma} r^{\alpha}}+\mathrm{e}^{-(\Delta / v)^{2}} \tag{6.79}
\end{equation*}
$$

where $\Gamma(\cdot)$ is the Gamma function. By choosing $v=\Delta / \sqrt{\alpha \log r}$, we get

$$
\begin{equation*}
|\mathcal{C}(r)| \leq\left[\frac{2^{\gamma-1} c \Gamma\left(\frac{\gamma}{2}\right)}{\pi} \frac{\alpha^{\gamma / 2}}{\Delta^{\gamma}}+1\right] \frac{\log ^{\gamma / 2} r}{r^{\alpha}} . \tag{6.80}
\end{equation*}
$$

Therefore, the correlators in the ground state of a power-law Hamiltonian with $\alpha>2 d$ also decay with the distance as a power law (up to a logarithmic correction) with the same exponent $\alpha$ as that of the Hamiltonian. In particular, this exponent is independent of the energy gap $\Delta$, in contrast to the previous result in Ref. [18].

Note that in Eq. (6.79), we have used an algebraic light cone bound from [19] instead of the tighter bounds in recent works [22, 23, 74, 141], because the bounds in Refs. [22, 74, 141] decay with the distance slower than $1 / r^{\alpha}$ while the bound in Ref. [23] does not hold for $2 d<\alpha \leq 2 d+1$.

### 6.9 Heating Rate in Periodically Driven Systems

Periodically driven systems can host interesting non-equilibrium physics, such as Floquet topological insulators [142], time crystals [143, 144], and anomalous Floquet phases [145]. However, most driven systems eventually heat up to equilibrium, infinitetemperature states, erasing the interesting features in the process.

The timescale before heating becomes appreciable in periodically driven systems is known as the heating time, and it generally exhibits a nontrivial dependence on the frequency of the drive, $\omega$. Previous works [137, 146, 147, 148] established that finiterange interacting systems under rapid, local ${ }^{2}$, periodic drives could not heat up until after a time $t_{*}=e^{\mathcal{O}(\omega)}$ that is exponentially long in the drive frequency $\omega$. This slow heating rate stems at least in part from the locality of the interactions, which constrains the probability that distant particles collectively absorb an energy quantum $\hbar \omega$.

This result also applies to systems with long-range interactions that decay with the distance $r$, e.g. as a power-law $1 / r^{\alpha}$. Such systems are of great interest as they can be implemented in a wide variety of experiments, such as trapped ions [49, 50], Rydberg atoms [55], ultracold atoms and molecules [53, 59], nitrogen-vacancy centers [58], and superconducting circuits [114]. On the theoretical side, for spin systems with disordered, sign-changing power-law couplings, Ref. [149] demonstrated the exponentiallysuppressed heating rate when $\alpha>d / 2$, where $d$ is the dimensionality of the system. Furthermore, Ref. [137] proved an exponential heating time $t_{*}=e^{\mathcal{O}(\omega)}$ for general power-law interactions with $\alpha>2 d$. In contrast, for $d<\alpha<2 d$, Ref. [137] only obtained a linear

[^3]heating time $t_{*}=\mathcal{O}(\omega)$, while numerical evidence [150] suggests that the heating time is still exponential within this regime of $\alpha$.

In this section, we study the heating time in periodically driven, power-law interacting systems with $\alpha>d$ from two different perspectives. Within linear response theory, we show that such systems only heat up after some time exponentially large as a function of the drive frequency. This result mirrors the statement established for finite-range interactions in Ref. [146] and extends Ref. [149] to systems without disorder (though at the expense of a smaller range of valid $\alpha$ ). The result also matches the numerical evidence in Ref. [150]. For generic periodically driven, power-law interacting systems that may not obey the linear response theory—such as those under a strong drive-we generalize Ref. [147] and construct an effective time-independent Hamiltonian with power-law interactions. This Hamiltonian closely describes the dynamics of the driven system up to time $t_{*}$, where $t_{*}$ is exponentially large as a function of the drive frequency. We thereby show that the system cannot heat up until at least after this timescale.

We note that, although our generalization of Ref. [147] is different from Ref. [137], it is similar in spirit to their arguments. While Ref. [137] mainly focused on finite-range interactions, their construction of the effective Hamiltonian by truncating the Magnus series would also apply to power-law systems. However, our approach here also provides insights into the structure of the effective Hamiltonian. In particular, we show that the effective Hamiltonian is also power-law with the same exponent $\alpha$ as the driven Hamiltonian. Furthermore, we prove a stronger, albeit still exponential in $\omega$, bound on the heating time than one would get from the argument in Ref. [137]. This improvement relies on the use of state-of-the-art Lieb-Robinson bounds [21, 141], which we develop for this pur-
pose. In particular, through a new technique, we generalize the bound in Ref. [21] from two-body to many-body interactions.

Similarly to Ref. [137], our construction requires $\alpha>2 d$, in contrast to the numerical evidence in Ref. [150] and to the wider range of validity $\alpha>d$ found in the linear response theory. Because both Ref. [137] and this section crucially rely on Lieb-Robinson bounds to prove that the heating time is at least exponential in $\omega$, we conjecture that the aforementioned gap stems from the lack of a tight Lieb-Robinson bound for $\alpha>d$, and we show the gap would vanish if such a tight bound were to exist. While the linear response theory also utilizes Lieb-Robinson bounds, it has weaker assumptions and, therefore, does not require a tighter bound to achieve the desired result of exponentially suppressed heating for $\alpha>d$.

The remainder of the section is organized as follows. In Sec. 6.9.1, we provide definitions and describe the systems of interest. We then review various Lieb-Robinson bounds for power-law systems and extend two of them—including one with the tightest light cone known to date-to $k$-body interactions. In Sec. 6.9.2, we prove that in the linear response regime the heating time is at least exponential in $\omega$ for all $\alpha>d$. In Sec. 6.9.3, we provide a more general analysis using the Magnus-like expansion and existing Lieb-Robinson bounds to prove exponentially-long heating times for $\alpha>2 d$. We also conjecture a tight Lieb-Robinson bound that would extend this range of validity to $\alpha>d$. Finally, we summarize and discuss potential improvements in Sec. 6.9.4.

### 6.9.1 Setup and Definitions

We consider a system of $N$ spins in a $d$-dimensional square lattice ${ }^{3}$. The system evolves under a periodic, time-dependent Hamiltonian $H(t)$ with period $T$, i.e. $H(t+$ $T)=H(t)$. While the following analysis works for any $H(t)$ that is a sum of finite-body interactions, we assume that $H(t)$ is two-body for simplicity. Without loss of generality, we can write $H(t)=H_{0}+V(t)$ as the sum of a time-independent part $H_{0}$ and a timedependent part $V(t)$ such that $\frac{1}{T} \int_{0}^{T} V(t)=0$. We further assume that $H_{0}$ and $V(t)$ are both power-law Hamiltonians with an exponent $\alpha$.

Definition 1. A Hamiltonian $H$ on a lattice $\Lambda$ is power-law with an exponent $\alpha$ and $a$ local energy scale $\eta$ if we can write $H=\sum_{X} h_{X}$, where $h_{X}$ are Hamiltonians supported on subsets $X \subset \Lambda$, such that for any two distinct sites $i, j \in \Lambda$ :

$$
\begin{equation*}
\sum_{X \ni i, j}\left\|h_{X}\right\| \leq \frac{\eta}{\operatorname{dist}(i, j)^{\alpha}} \tag{6.81}
\end{equation*}
$$

and the norm $\left\|h_{\{i\}}\right\| \leq \eta$ for all $i \in \Lambda$, where $\|\cdot\|$ denotes the operator norm and dist $(i, j)$ the distance between sites $i, j$. In addition, we call $\sup _{X}|X|$ the local support size, where $|X|$ is the number of sites in $X$, and define $\|H\|_{l}=\sup _{i} \sum_{X \ni i}\left\|h_{X}\right\|$ to be the local norm of $H$.

In the following discussion, we assume $\eta=1$, which sets the timescale for the dynamics of the system. In addition, we will occasionally write $H$ instead of $H(t)$ for brevity.

[^4]Before discussing the linear response theory and the Magnus-like expansion, it is helpful to review the applicable Lieb-Robinson (LR) bounds for power-law interactions. We will also generalize several of them from two-body to arbitrary $k$-body interactions for all $k \geq 2$. In particular, we discuss the relations between the bounds in Refs. [18, 29], which imply logarithmic light cones for all $\alpha>d$, and the bounds in Refs. [19, 21, 141], which imply algebraic light cones for $\alpha>2 d$.

### 6.9.1.1 Lieb-Robinson Bounds for $\alpha>d$

First, we discuss the bounds in Refs. [18, 29], which are valid for all $\alpha>d$. Recall that LR bounds are upper bounds on the norm of the commutator $[A(t), B]$, where $A, B$ are two operators supported on some subsets $X, Y$ of the lattice, and $A(t)$ is the timeevolved version of $A$ under a time-dependent Hamiltonian $H$. The minimum distance between a site in $X$ and a site in $Y$ is $r=\operatorname{dist}(X, Y)>0$. Since the sets $X, Y$ are disjoint, $[A(0), B]=0$ initially. As time grows, the operator $A(t)$ may spread to $Y$, making the commutator nontrivial.

The first LR bound for power-law interactions was proven in Ref. [18] by Hastings and Koma (HK):

$$
\begin{equation*}
\mathcal{C}(t, r) \equiv\|[A(t), B]\| \leq C\|A\|\|B\|\|X\| Y \left\lvert\, \frac{e^{v t}}{r^{\alpha}}\right. \tag{6.82}
\end{equation*}
$$

where $r=\operatorname{dist}(X, Y), v \propto \eta$ is a constant that may depend on $\alpha$, and $C$ is a constant independent of the system. We shall also use the same $C$ to denote different inconsequential prefactors. Setting the commutator norm to a constant yields the light cone $t \gtrsim \log r$,
which means it takes time at least proportional to $\log r$ for the commutator to reach a given constant value.

Technically, we can already use the HK bound in our later analysis of the heating time because it applies to $k$-body interactions for all $k$. However, this bound is loose for large $\alpha$ for two reasons: i) the velocity $v \propto 2^{\alpha}$ diverges for $\alpha \rightarrow \infty$, ii) the light cone is logarithmic for all $\alpha$, which is unphysical since larger values of $\alpha$ correspond to shorter-range interactions and, therefore, we expect slower spreading of correlations. In particular, we expect the light cone to become linear for large enough $\alpha$, given that the interactions are finite-range at $\alpha=\infty$.

Gong et al. [29] resolved the first challenge and derived a bound for two-body interactions:

$$
\begin{equation*}
\mathcal{C}(t, r) \leq C\|A\|\|B\||X \| Y|\left(\frac{e^{v t}}{[(1-\mu) r]^{\alpha}}+e^{v t-\mu r}\right) \tag{6.83}
\end{equation*}
$$

where $\mu \in(0,1)$ is an arbitrary constant. The light cone implied by this bound is still logarithmic, but the velocity $v$ is finite for all $\alpha$. Although the bound in Ref. [29] was derived only for two-body interactions, their proof applies to arbitrary $k$-body interactions, where $k$ is a finite integer [See Appendix D. 1 for a proof].

### 6.9.1.2 Lieb-Robinson Bounds for $\alpha>2 d$

In this section, we discuss the LR bounds for power-law interactions with $\alpha>$ $2 d$. While the bounds in Ref. [18, 29] work for $\alpha>d$, they all have logarithmic light cones. For $\alpha>2 d$, it is possible to derive tighter algebraic light cones. The first such
bound was proven by Foss-Feig et al. [19] for two-body interactions (and generalized by Refs. [141, 151] to $k$-body interactions for all $k \geq 2$ ). A recent bound by Tran et al. [21], however, gives a tighter algebraic light cone. Here, we provide the generalization of that bound to $k$-body interactions:

$$
\begin{align*}
\mathcal{C}(t, r) \leq & C\|A\|\|B\|\left(r_{0}+r\right)^{d-1} \\
& \times\left(\frac{1}{(1-\mu)^{\alpha}} \frac{t^{\alpha-d}}{r^{\alpha-d-1}}+t e^{-\frac{\xi r}{t}}\right), \tag{6.84}
\end{align*}
$$

where $r_{0}$ is the radius of the smallest ball that contains $X$ and $\mu, \xi \in(0,1)$ are arbitrary constants. The second term decays exponentially with $r / t$ and becomes negligible compared to the first term when $r \gg t$. Note that, other than its dependence on $r_{0}$, this bound is independent of the size of $X, Y$ and is valid for $\alpha>2 d$.

Before we present the proof of Eq. (6.84), we summarize the key steps of the proof:

1. First, divide $[0, t]$ into $M$ equal time intervals and define $t_{0}, t_{1}, \ldots, t_{M}$ such that $t_{0}=0$ and $t_{j+1}-t_{j}=\tau=t / M$. We denote by $U_{t_{i}, t_{j}}$ the evolution unitary of the system from time $t_{i}$ to $t_{j}$.
2. Setting $U_{j}=U_{t_{M-j}, t_{M-j+1}}$ for brevity, we can decompose the evolution of $A$ into $M$ timesteps:

$$
\begin{equation*}
A(t)=U_{M}^{\dagger} U_{M-1}^{\dagger} \ldots U_{1}^{\dagger} A U_{1} \ldots U_{M-1} U_{M} \tag{6.85}
\end{equation*}
$$

3. We then use a truncation technique (explicitly described below) to approximate
$U_{1}^{\dagger} A U_{1}$ by some operator $A_{1}$ such that

$$
\begin{equation*}
\left\|U_{1}^{\dagger} A U_{1}-A_{1}\right\|=\varepsilon_{1} \tag{6.86}
\end{equation*}
$$

and $A_{1}$ is supported on a ball of size at most $\ell$ larger than the size of the support of A.
4. Repeat the above approximation for the other time slices, i.e. find $A_{2}, \ldots, A_{M}$ such that

$$
\begin{align*}
& \left\|U_{2}^{\dagger} A_{1} U_{2}-A_{2}\right\|=\varepsilon_{2}  \tag{6.87}\\
& \left\|U_{3}^{\dagger} A_{2} U_{3}-A_{3}\right\|=\varepsilon_{3}  \tag{6.88}\\
& \ldots  \tag{6.89}\\
& \left\|U_{M}^{\dagger} A_{M-1} U_{M}-A_{M}\right\|=\varepsilon_{M}
\end{align*}
$$

By the end of this process, we have approximated $A(t)$ by an operator $A_{M}$ whose support is at most $M \ell$ larger than the support of $A$.
5. By choosing $M \ell$ just smaller than $r$, the support of $A_{M}$ does not overlap with the support of $B$. Therefore, $\left[A_{M}, B\right]=0$, and $\mathcal{C}(t, r)$ is at most the total error of the approximation, i.e.

$$
\begin{equation*}
\varepsilon=\varepsilon_{1}+\cdots+\varepsilon_{M} \tag{6.90}
\end{equation*}
$$

The total error $\varepsilon$, and hence the bound, depends on the truncation technique used in

Step 3. In Ref. [21], the authors used a technique inspired by digital quantum simulation, which works for $\alpha>2 d$. However, in addition to truncating the evolution unitary, the technique in Ref. [21] also truncates the Hamiltonian. The large error from this truncation makes it difficult to further improve the bound. Here, we use a different, simpler technique to generalize the bound in Ref. [21] to $k$-body interactions for all $k \geq 2$. Our technique does not require truncating the Hamiltonian, eliminating a hurdle for future improvements on the bound ${ }^{4}$.

Let us start without any assumption on the interactions of the system. We only assume that there already exists a bound on the commutator norm for the system:

$$
\begin{equation*}
\mathcal{C}(t, r) \leq f(t, r) \phi(X)\|A\|\|B\| \tag{6.91}
\end{equation*}
$$

for some function $f$ that increases with $t$ and decreases with $r$, where $\phi(X)$ is the boundary area of $X$.

To truncate $U_{1}^{\dagger} A U_{1}$, we simply trace out the part of $U_{1}^{\dagger} A U_{1}$ that lies outside a ball of radius $\ell$ around the support of $A$ [36]:

$$
\begin{align*}
A_{1} & \equiv \frac{1}{\operatorname{Tr}\left(\mathbb{I}_{\left.\mathcal{B}_{\ell}(A)^{c}\right)}\right.} \operatorname{Tr}_{\mathcal{B}_{\ell}(A)^{c}}\left(U_{1}^{\dagger} A U_{1}\right) \otimes \mathbb{I}_{\mathcal{B}_{\ell}(A)^{c}}  \tag{6.92}\\
& =\int_{\mathcal{B}_{\ell}(A)^{c}} d \mu(W) W\left(U_{1}^{\dagger} A U_{1}\right) W^{\dagger} \tag{6.93}
\end{align*}
$$

where $\mathcal{B}_{\ell}(A)$ is a ball of radius $\ell+r_{0}$ centered on $A$ and $X^{c}$ denotes the complement of the

[^5]set $X$. In Eq. (6.93), we rewrite the trace over $\mathcal{B}_{\ell}(A)^{c}$ as an integral over the unitaries $W$ supported on $\mathcal{B}_{\ell}(A)^{c}$ and $\mu(W)$ denotes the Haar measure for the unitaries. Effectively, $A_{1}$ is the part of $A$ that lies inside the ball $\mathcal{B}_{\ell}(A)$. The error from approximating $U_{1}^{\dagger} A U_{1}$ with $A_{1}$ is
\[

$$
\begin{align*}
& \varepsilon_{1}=\left\|U_{1}^{\dagger} A U_{1}-A_{1}\right\| \\
& =\left\|U_{1}^{\dagger} A U_{1}-\int_{\mathcal{B}_{\ell}(A)^{c}} d \mu(W) W\left(U_{1}^{\dagger} A U_{1}\right) W^{\dagger}\right\| \\
& =\left\|\int_{\mathcal{B}_{\ell}(A)^{c}} d \mu(W)\left[U_{1}^{\dagger} A U_{1}-W\left(U_{1}^{\dagger} A U_{1}\right) W^{\dagger}\right]\right\| \\
& \leq \int_{\mathcal{B}_{\ell}(A)^{c}} d \mu(W)\left\|\left[U_{1}^{\dagger} A U_{1}, W\right]\right\| . \tag{6.94}
\end{align*}
$$
\]

Note that $W$ is a unitary whose support is at least a distance $\ell$ from the support of $A$. Therefore, using the LR bound in Eq. (6.91), we have

$$
\begin{align*}
\varepsilon_{1}=\left\|U_{1}^{\dagger} A U_{1}-A_{1}\right\| & \leq \int_{\mathcal{B}_{\ell}(A)^{c}} d \mu(W)\|A\| \phi(X) f(\tau, \ell) \\
& =\|A\| \phi(X) f(\tau, \ell), \tag{6.95}
\end{align*}
$$

where $\tau$ is the time interval of each time slice. In addition, it is clear from the definition of $A_{1}$ in Eq. (6.93) that $\left\|A_{1}\right\| \leq\|A\|$. Therefore, the error of the approximation in the $j$-th time slice is at most

$$
\begin{equation*}
\varepsilon_{j} \leq\|A\| \phi\left(X_{j-1}\right) f(\tau, \ell) \tag{6.96}
\end{equation*}
$$

where $X_{j}$ is the support of $A_{j}$. Thus, the new bound is

$$
\begin{align*}
\mathcal{C}(t, r) \leq 2\|B\| \varepsilon & \leq 2 M\|A\|\|B\| \phi_{\max } f(\tau, \ell)  \tag{6.97}\\
& =2\|A\|\|B\| \frac{t}{\tau} \phi_{\max } f(\tau, \ell) \tag{6.98}
\end{align*}
$$

where $\phi_{\max }=\max _{j} \phi\left(X_{j}\right)$ and $M$ has been replaced by $t / \tau$. Note that the above bound is valid for all choices of $t, \ell$, as long as

$$
\begin{align*}
& M=\frac{t}{\tau}<\frac{r}{\ell}  \tag{6.99}\\
& \ell \geq 1  \tag{6.100}\\
& \tau \leq t \tag{6.101}
\end{align*}
$$

The first condition ensures that the operator after the last time slice $A_{M}$ is still outside the support of $B$, while the last two are practical constraints.

Equation (6.99) is equivalent to $\ell<r \tau / t$. Because $f(\tau, \ell)$ is a decreasing function of $\ell$, the bound Eq. (6.98) would be the tightest if we chose $\ell=\xi r \tau / t$ for some $\xi$ less than, but very close to, 1 . The bound Eq. (6.98) becomes

$$
\begin{equation*}
\mathcal{C}(t, r) \leq 2\|A\|\|B\| \phi_{\max } f\left(\tau, \frac{\xi r \tau}{t}\right) \frac{t}{\tau} \tag{6.102}
\end{equation*}
$$

Note that the only free parameter left is $\tau$, which is constrained by [see Eqs. (6.99)-
(6.101)]:

$$
\begin{equation*}
t \geq \tau>\frac{t}{r} \tag{6.103}
\end{equation*}
$$

We are now ready to generalize the bound in Ref. [21] to many-body interactions. Plugging the $k$-body generalization of Eq. (6.83) [see Eq. (D.13) in Appendix D.1] into Eq. (6.102), we have

$$
\begin{aligned}
\mathcal{C}(t, r) & \leq C\|A\|\|B\| \phi_{\max } \frac{t}{\tau} \\
& \times\left(\frac{1}{(1-\mu)^{\alpha}} \frac{e^{v \tau}}{\left(\frac{\xi r \tau}{t}\right)^{\alpha-d-1}}+e^{v \tau-\frac{\xi r \tau}{t}}\right) \\
& \leq C\|A\|\|B\|\left(r_{0}+r\right)^{d-1} \frac{t}{\tau} \\
& \times\left(\frac{1}{(1-\mu)^{\alpha}} \frac{e^{v \tau}}{\tau^{\alpha-d-1}}\left(\frac{t}{r}\right)^{\alpha-d-1}+e^{v \tau-\frac{\xi r \tau}{t}}\right)
\end{aligned}
$$

where we have assumed without loss of generality that $X$ is a ball of radius $r_{0}$ and replaced $\phi_{\max } \propto\left(r_{0}+r\right)^{d-1}$. Taking $\tau=1$ to be a constant, we obtain a bound that is valid for all $\alpha>d+1$ :

$$
\begin{aligned}
\mathcal{C}(t, r) \leq & C\|A\|\|B\|\left(r_{0}+r\right)^{d-1} \\
& \times\left(\frac{1}{(1-\mu)^{\alpha}} \frac{t^{\alpha-d}}{r^{\alpha-d-1}}+t e^{-\frac{\xi r}{t}}\right) .
\end{aligned}
$$

In particular, if $r_{0}$ is a constant, we can simplify (in the limit of large $t, r$ ) to

$$
\begin{equation*}
\mathcal{C}(t, r) \leq C\|A\|\|B\|\left(\frac{1}{(1-\mu)^{\alpha}} \frac{t^{\alpha-d}}{r^{\alpha-2 d}}+t r^{d-1} e^{-\frac{\xi r}{t}}\right) . \tag{6.104}
\end{equation*}
$$

Note that although the bound is, in principle, valid for $\alpha>d+1$, it is only useful for $\alpha>2 d$.

### 6.9.2 The Heating Rate from the Linear Response Theory

In this section, we present the derivation of an exponentially suppressed heating rate for periodically driven, power-law Hamiltonians under the assumptions of linear response theory. We will assume that the drive $V(t)$ is harmonic and local. That is, we can write $V(t)=g \cos (\omega t) O$, for some small constant $g$ and some time-independent operator $O=\sum_{i} O_{i}$ composed of local operators $O_{i}$. For simplicity, we assume each $O_{i}$ is supported on a single site $i$ (but our results also hold when $O_{i}$ is supported on a finite number of sites around $i$ ). We also assume the system is initially in a thermal state $\rho_{\beta}$ of $H_{0}$ with a temperature $\beta^{-1}$. Within the linear response theory, the energy absorption rate is proportional to the dissipative (imaginary) part of the response function $\sigma(\omega)=\sum_{i, j} \sigma_{i j}(\omega)$ [146], where

$$
\begin{equation*}
\sigma_{i j}(\omega)=\frac{1}{2} \int_{-\infty}^{\infty} d t e^{i \omega t}\left\langle\left[O_{i}(t), O_{j}(0)\right]\right\rangle_{\beta} \tag{6.105}
\end{equation*}
$$

where $\langle O\rangle_{\beta} \equiv \operatorname{Tr}\left(\rho_{\beta} O\right)$ denotes the thermal average of $O$, and $O(t)=e^{i H_{0} t} O e^{-i H_{0} t}$ is the time-evolved version of $O$ under $H_{0}$.

The authors of Ref. [146] showed that there exists a constant $\kappa$ such that for all $i, j$ and for all $\omega, \delta \omega>0$, the $(i, j)$ entry of $\sigma(\omega)$ can be bounded as

$$
\begin{equation*}
\left|\sigma_{i j}([\omega, \omega+\delta \omega])\right| \leq e^{-\kappa \omega} \tag{6.106}
\end{equation*}
$$

where $f\left(\left[\omega_{1}, \omega_{2}\right]\right) \equiv \int_{\omega_{1}}^{\omega_{2}} f(\omega) d \omega$. Although the statement of Ref. [146] applies to Hamiltonians with finite-range interactions, we show in Appendix D.2.1 that it also holds for power-law Hamiltonians for all $\alpha \geq 0$.

In principle, Eq. (6.106) already implies that the absorption rate of a finite system is exponentially small as a function of the frequency $\omega$. However, since there are $N$ sites in the system, naively applying Eq. (6.106) by summing over the indices $i, j$ yields a superextensive heating rate $\sim N^{2} e^{-\kappa \omega}$. Such superextensivity is non-physical, as it would imply that a local drive instigates a divergent absorption per site in the thermodynamic limit. To address this, Ref. [146] introduced a bound complementary to Eq. (6.106)— based on Lieb-Robinson bounds for finite-range interactions [12]-that implies the contribution from the off-diagonal terms is also exponentially suppressed with the distance $r_{i j}$ between the sites $i, j$.

The case of power-law interacting Hamiltonians is somewhat more involved. Due to the long-range interaction, the commutator $\left\langle\left[O_{i}(t), O_{j}\right]\right\rangle_{\beta}$ can decay more slowly as a function of $r_{i j}$ than in the finite-range case. Fortunately, we show that it still decays sufficiently quickly for us to recover the extensive, exponentially-small heating rate for power-law Hamiltonians. We provide the technical proof in Appendix D.2.2, but a highlevel argument goes as follows.

Lieb-Robinson bounds for power-law systems with $\alpha>d[18,21,29,141]$ imply that the contributions from the $(i, j)$ entries are suppressed by $1 / r_{i j}^{\alpha}$. Therefore, the total contribution to $\sigma([\omega, \omega+\delta \omega])$ from the pairs $(i, j)$ with $r_{i j}$ larger than some distance $r_{*}$
(to be chosen later) is at most

$$
\begin{equation*}
\sum_{i, j: r_{i j} \geq r_{*}} \frac{C}{r_{i j}^{\alpha}} \leq \frac{C N}{r_{*}^{\alpha-d}}, \tag{6.107}
\end{equation*}
$$

where we use the same notation $C$ to denote different constants that are independent of $r_{i j}, t$, and $N$. The factor $N$ comes from summing over $i$ and the factor $r_{*}^{d}$ from summing over $j$ at least a distance $r_{*}$ from $i$.

For $r_{i j} \leq r_{*}$, we simply use the bound in Eq. (6.106) to bound their contributions:

$$
\begin{equation*}
\sum_{i, j::_{i j} \leq r_{*}} C e^{-\kappa \omega} \leq C N r_{*}^{d} e^{-\kappa \omega} \tag{6.108}
\end{equation*}
$$

where $N r_{*}^{d}$ is roughly the number of pairs $(i, j)$ separated by distances less than $r_{*}$. Combining Eq. (6.107) with Eq. (6.108), we get $|\sigma([\omega, \omega+\delta \omega])| \leq C N r_{*}^{d}\left(e^{-\kappa \omega}+r_{*}^{-\alpha}\right)$. Finally, choosing $r_{*}=\exp (\kappa \omega / \alpha)$, we obtain a bound on the absorption rate,

$$
\begin{equation*}
|\sigma([\omega, \omega+\delta \omega])| \leq C N \exp \left[-\left(1-\frac{d}{\alpha}\right) \kappa \omega\right] \tag{6.109}
\end{equation*}
$$

which decays exponentially quickly with $\omega$ as long as $\alpha>d$. Thus, we have shown that, within the linear response theory, the heating rate of power-law interacting Hamiltonians obeys a bound that is qualitatively similar to that for finite-range interactions: the heating rate is extensive, but exponentially small in the driving frequency.

### 6.9.3 The Heating Rate from a Magnus-like Expansion

We now present a more general approach to proving a bound on the heating time in a system governed by a periodically driven, power-law Hamiltonian. In particular, this approach remains correct for strongly driven systems, where linear-response theory does not apply. We generalize Ref. [147] and construct an effective time-independent Hamiltonian $H_{*}$. The leading terms of $H_{*}$ resemble the effective Hamiltonian one would get from the Magnus expansion [152, 153, 154]. Using Lieb-Robinson bounds for power-law interactions, we show that the evolution of local observables under $H_{*}$ well approximates the exact evolution up to time $t_{*}$, which is exponentially long as a function of the drive frequency. Additionally, the existence of the effective Hamiltonian $H_{*}$ also implies a prethermalization window during which the system could thermalize with respect to $H_{*}$ before eventually heating up after time $t_{*}$.

Following Ref. [147], we construct a periodic unitary transformation $Q(t)$ such that $Q(t+T)=Q(t)$ and $Q(0)=\mathbb{I}$. After moving into the frame rotated by $Q(t)$, we show that the transformed Hamiltonian is nearly time-independent and the norm of the residual time-dependent part is exponentially small as a function of the frequency.

To construct the unitary $Q(t)$, we note that the state of the system in the rotated frame, $|\phi(t)\rangle=Q^{\dagger}(t)|\psi(t)\rangle$, obeys the Schrödinger equation with a transformed Hamiltonian $H^{\prime}(t)(\hbar=1)$ :

$$
\begin{equation*}
i \partial_{t}|\phi(t)\rangle=\left(Q^{\dagger} H Q-i Q^{\dagger} \partial_{t} Q\right)|\phi(t)\rangle \equiv H^{\prime}(t)|\phi(t)\rangle \tag{6.110}
\end{equation*}
$$

We write $Q=e^{\Omega}$, where $\Omega(t)$ is a periodic, anti-Hermitian operator, i.e. $\Omega(t)=\Omega(t+T)$ and $\Omega^{\dagger}=-\Omega$. We then assume that the period $T$ is small so that we may expand $\Omega(t)=$ $\sum_{q=1}^{\infty} \Omega_{q}$ in orders of $T$, where $\left\|\Omega_{q}\right\|=\mathcal{O}\left(T^{q}\right)$, and we will eventually choose $\Omega_{q}$ such that the transformed Hamiltonian $H^{\prime}(t)$ is almost time-independent. In particular, we shall truncate the expansion of $\Omega(t)$ up to order $q_{\max }$ and choose $\Omega_{q}$ recursively for all $q \leq q_{\text {max }}$ to minimize the norm of the driving term in $H^{\prime}(t)$.

We can rewrite $H^{\prime}(t)$ from Eq. (6.110) as:

$$
\begin{equation*}
H^{\prime}(t)=e^{-\mathrm{ad}_{\Omega}}\left[H_{0}+V(t)\right]-i \frac{1-e^{-\mathrm{ad}_{\Omega}}}{\operatorname{ad}_{\Omega}} \partial_{t} \Omega \tag{6.111}
\end{equation*}
$$

with $\operatorname{ad}_{\Omega} A=[\Omega, A]$. From Eq. (6.111), we can define $H_{q}^{\prime}(t)$ for $q=0,1, \ldots$ such that $H^{\prime}=\sum_{q=0}^{\infty} H_{q}^{\prime}(t)$ is expanded in powers of $T$ :

$$
\begin{equation*}
H_{q}^{\prime}(t)=G_{q}(t)-i \partial_{t} \Omega_{q+1}(t), \tag{6.112}
\end{equation*}
$$

where we define $G_{q}$ via $\Omega_{1}, \ldots, \Omega_{q}$ as follows:

$$
\begin{align*}
& G_{q}(t)=\sum_{k=1}^{q} \frac{(-1)^{k}}{k!} \sum_{\substack{1 \leq i_{1}, \ldots, i_{k} \leq q \\
i_{1}+\cdots+i_{k}=q}} \operatorname{ad}_{\Omega_{i_{1}} \ldots \operatorname{ad}_{\Omega_{i_{k}}} H(t)} \\
& +i \sum_{k=1}^{q} \frac{(-1)^{k+1}}{(k+1)!} \sum_{\substack{1 \leq i_{1}, \ldots, i_{k}, m \leq q+1 \\
i_{1}+\ldots+i_{k}+m=q+1}} \operatorname{ad}_{\Omega_{i_{1}} \ldots} \ldots \operatorname{ad}_{\Omega_{i_{k}}} \partial_{t} \Omega_{m}, \tag{6.113}
\end{align*}
$$

and $G_{0}(t)=H(t)$. Now, recall that $\Omega_{q}(t)$ are operators that we can choose. From Eq. (6.112), we choose $\Omega_{1}(t)$ such that it cancels out the time-dependent part of $G_{0}(t)$, making $H_{0}^{\prime}$ time-independent. This choice of $\Omega_{1}(t)$ also defines $G_{1}(t)$. We then choose $\Omega_{2}(t)$ to
eliminate the time-dependent part of $G_{1}(t)$. In general, we choose $\Omega_{q}$ successively from $q=1$ to some $q=q_{\max }$ (to be specified later) so that $H_{q}^{\prime}$ are time-independent for all $q<q_{\text {max }}$. Therefore, the remaining time-dependent part of the transformed Hamiltonian $H^{\prime}(t)$ must be at least $\mathcal{O}\left(T^{q_{\text {max }}}\right)$. Specifically, for $q<q_{\max }$, we choose the following:

$$
\begin{align*}
\bar{H}_{q}^{\prime} & =\frac{1}{T} \int_{0}^{T} G_{q}(t) d t  \tag{6.114}\\
\Omega_{q+1}(t) & =-i \int_{0}^{t}\left(G_{q}\left(t^{\prime}\right)-\bar{H}_{q}^{\prime}\right) d t^{\prime} \tag{6.115}
\end{align*}
$$

Here, Eq. (6.115) ensures that Eq. (6.112) becomes $H_{q}^{\prime}(t)=\bar{H}_{q}^{\prime}$, and, thus, that $H_{q}^{\prime}$ is time-independent for all $q<q_{\max }$. On the other hand, for $q \geq q_{\max }$, we choose $\Omega_{q+1}(t)=0$, so that $H_{q}^{\prime}(t)=G_{q}(t)$. By this construction, we can rewrite the transformed Hamiltonian into the sum of a time-independent Hamiltonian $H_{*}$ and a drive $V^{\prime}(t)$ that contains higher orders in $T$ :

$$
\begin{equation*}
H^{\prime}(t)=\sum_{q=0}^{\infty} H_{q}(t)=\underbrace{\sum_{q=0}^{q_{\max }-1} \bar{H}_{q}^{\prime}}_{\equiv H_{*}}+\underbrace{\sum_{q=q_{\max }}^{\infty} G_{q}(t)}_{\equiv V^{\prime}(t)} \tag{6.116}
\end{equation*}
$$

As a result of the transformation, the driving term $V^{\prime}(t)$ is now $\mathcal{O}\left(T^{q_{\text {max }}}\right)$. As discussed before, we will eventually choose the cutoff $q_{\max }$ to minimize the norm of the residual drive $\left\|V^{\prime}(t)\right\|$.

To estimate the norm of $V^{\prime}(t)$, elucidating its dependence on $q_{\text {max }}$, we first need more information on the structure of the $\Omega_{q}(t)$ for all $1 \leq q \leq q_{\max }$. In particular, we show that $G_{q}$ and $\Omega_{q}$ are power-law interacting Hamiltonians. To do so, we first need to define
some more notation. We denote by $\mathbb{H}_{\alpha}$ the set of power-law Hamiltonians with exponent $\alpha$ and a local energy scale $\eta=1$. In addition, we denote by $\mathbb{H}_{\alpha}^{(k)}$ the subset of $\mathbb{H}_{\alpha}$ which contains all power-law Hamiltonians whose local support size [see Definition 1] is at most $k+1$. For a real positive constant $a$, we also denote by $a \mathbb{H}_{\alpha}$ the set of Hamiltonians $H$ such that $a^{-1} H$ is a power-law Hamiltonian with the same exponent $\alpha$.

The following lemma says that $G_{q}$ and $\Omega_{q}$ are also power-law Hamiltonians up to a prefactor.

Lemma 7. For all $q<q_{\max }$, we have

$$
\begin{align*}
& G_{q} \in T^{q} q!c^{q} \lambda^{q} \mathbb{H}_{\alpha}^{(q+1)},  \tag{6.117}\\
& \partial_{t} \Omega_{q+1} \in T^{q} q!c^{q} \lambda^{q} \mathbb{H}_{\alpha}^{(q+1)},  \tag{6.118}\\
& \Omega_{q+1} \in T^{q+1} q!c^{q} \lambda^{q} \mathbb{H}_{\alpha}^{(q+1)}, \tag{6.119}
\end{align*}
$$

where $c, \lambda$ are constants to be defined later.

Observe that for any order $q$, the last two bounds, i.e. Eq. (6.118) and Eq. (6.119), follow immediately from Eq. (6.117) and the definition of $\Omega_{q}$. Note that Lemma 7 holds for $G_{0}(t)=H(t) \in \mathbb{H}_{\alpha}^{(1)}$. It is also straightforward to prove Lemma 7 inductively on $q$. The factor $T^{q}$ comes from the constraint in Eq. (6.113) that $i_{1}+\cdots+i_{k}=q$, along with the fact that each $\Omega_{i_{\nu}}$ is $\mathcal{O}\left(T^{i_{\nu}}\right)$ for all $\nu=1, \ldots, k$. Similarly, the factor of $q$ ! is combinatorial and comes from the nested commutators in Eq. (6.113). We provide a more technical proof of Lemma 7 in Appendix D.3.

As a consequence of Lemma 7, we can bound the local norms of the operators:

$$
\begin{align*}
& \left\|G_{q}\right\|_{l} \leq T^{q} q!c^{q} \lambda^{q+1} \leq \lambda e \sqrt{q}\left(\frac{T q c \lambda}{e}\right)^{q}  \tag{6.120}\\
& \left\|\Omega_{q}\right\|_{l} \leq T^{q}(q-1)!c^{q-1} \lambda^{q} \leq \frac{e}{c}\left(\frac{T q c \lambda}{e}\right)^{q} \tag{6.121}
\end{align*}
$$

There are two competing factors in the bounds: $T^{q}$, which decreases with $q$, and $q!\sim$ $q^{q}$, which increases with $q$. This suggests that the optimal choice for $q_{\max }$ —in order to minimize the local norm in Eq. (6.120)—should be around $e /(c T \lambda)$. In the following, we shall choose

$$
\begin{equation*}
q_{\max }=\omega_{*} \equiv \frac{e}{c T \lambda} e^{-\kappa} \tag{6.122}
\end{equation*}
$$

for some $\kappa>\ln 2$. Note also that $\omega_{*}$ is equal to frequency $\omega=1 / T$ up to a constant. With this choice of $q_{\max }$, Eq. (6.117) reduces to

$$
\begin{equation*}
G_{q} \in \lambda e \sqrt{q} e^{-\kappa q} \mathbb{H}_{\alpha}^{(q+1)}, \tag{6.123}
\end{equation*}
$$

for all $q<q_{\max }=\omega_{*}$. By summing over $G_{q}$ with $q<\omega_{*}$, we find that the effective time-independent Hamiltonian $H_{*}$ [see Eq. (6.116)] is also a power-law Hamiltonian, i.e. $H_{*} \in C \mathbb{H}_{\alpha}^{\left(q_{\max }\right)} \in C \mathbb{H}_{\alpha}$, up to a constant $C$ that may depend only on $\kappa$.

Similarly, we find from Eq. (6.119) that $\Omega_{q} \in e /(c \lambda) e^{-\kappa q} \mathbb{H}_{\alpha}^{(q)}$ for all $q \leq \omega_{*}$. Plugging into the definition of $G_{q}$ and noting that we choose $\Omega_{q}=0$ for all $q \geq q_{\max }$, we
find an identity similar to Eq. (6.123), but for $q \geq \omega_{*}$ :

$$
\begin{equation*}
G_{q} \in C e^{-\kappa^{\prime} q} \mathbb{H}_{\alpha} \tag{6.124}
\end{equation*}
$$

where $\kappa^{\prime}>\kappa-\ln 2$ is a constant. Summing over $G_{q}$ with $q \geq q_{\max }$ [see Eq. (6.116)], we again find that the residual drive $V^{\prime}(t)$ is a power-law Hamiltonian up to a prefactor that decays exponentially with $\omega_{*}$ :

$$
\begin{equation*}
V^{\prime}(t) \in C e^{-\kappa^{\prime} \omega_{*}} \mathbb{H}_{\alpha} \tag{6.125}
\end{equation*}
$$

where $C$ and $\kappa^{\prime}$ are some positive constants. As a result, the local norm of $V^{\prime}(t)$ decreases exponentially with $\omega_{*}:\left\|V^{\prime}(t)\right\|_{l} \leq C \lambda e^{-\kappa^{\prime} \omega_{*}}$.

As discussed earlier, Eq. (6.116) and Eq. (6.125) imply the existence of an effective time-independent Hamiltonian $H_{*}$ such that the difference $\left\|Q^{\dagger} H Q-H_{*}\right\|=\left\|V^{\prime}\right\|$ is exponentially small as a function of $\omega_{*} \propto 1 / T$. However, even if $\left\|V^{\prime}\right\|_{l}$ is exponentially small, $\left\|V^{\prime}\right\|$ still diverges in the thermodynamic limit. Therefore, in order to characterize the heating rate of the Hamiltonian, it is necessary to investigate the evolution of a local observable $O$ under $H(t)$. We show that the evolution is well described by the effective time-independent Hamiltonian $H_{*}$ at stroboscopic times $t=T \mathbb{Z}$. Without loss of generality, we assume the local observable $O$ is supported on a single site and $\|O\|=1$. Following a similar technique used in Abanin et al. [147], we write the difference between the approximate evolution under the effective Hamiltonian and the exact evolution (in the
rotated frame):

$$
\begin{aligned}
\delta & =Q(t) U^{\dagger}(t) O U(t) Q^{\dagger}(t)-e^{i t H_{*}} O e^{-i t H_{*}} \\
& =i \int_{0}^{t} d s W^{\dagger}(s, t)\left[V^{\prime}(s), e^{i s H_{*}} O e^{-i s H_{*}}\right] W(s, t),
\end{aligned}
$$

where $U(t)=\mathcal{T} \exp \left(-i \int_{0}^{t} H\left(t^{\prime}\right) d t^{\prime}\right)$ is the time evolution generated by the full Hamiltonian $H(t)$ and $W(s, t)=\mathcal{T} \exp \left(-i \int_{s}^{t} H^{\prime}\left(t^{\prime}\right) d t^{\prime}\right)$ is the evolution from time $s$ to $t$ generated by $H^{\prime}(t)$. We can then bound the norm of the difference using the triangle inequality:

$$
\begin{equation*}
\|\delta\| \leq \int_{0}^{t} d s\left\|\left[V^{\prime}(s), e^{i s H_{*}} O e^{-i s H_{*}}\right]\right\| \tag{6.126}
\end{equation*}
$$

We can bound the right-hand side of Eq. (6.126) using Lieb-Robinson bounds for powerlaw interactions.

First, we provide an intuitive explanation why the norm of $\delta$ is small for small enough time $(t \ll N)$. Recall that the operator $O$ is initially localized on a single site. At small time, it is still quasilocal and therefore significantly noncommutative with only a small number of terms of $V^{\prime}$ lying inside the "light cone" generated by the evolution under $H_{*}$. There are several Lieb-Robinson bounds for power-law interactions [19, 21, 29, 141] [see also Eq. (D.13) and Eq. (6.84)], each provides a different estimate for the shape of the light cone, resulting in a different bound for the heating time.

If the light cone is logarithmic (as bounded in Ref. [29]), the commutator norm in Eq. (6.126) would grow exponentially quickly with time and eventually negate the
exponentially-small factor $\exp \left(-\kappa^{\prime} \omega_{*}\right)$ from $\left\|V^{\prime}\right\|_{l}$. Therefore, in such cases, the system could potentially heat up only after $t_{*} \propto \omega_{*}=1 / T$. On the other hand, if we use the Lieb-Robinson bounds that imply algebraic light cones (as in Refs. [19, 21, 141] for $\alpha>2 d$ ), the commutator norm only grows subexponentially with time, and we can expect to recover the exponentially-long heating time $t_{*} \propto e^{\kappa^{\prime} \omega_{*}}$ derived for finite-range interactions [147, 148].

Appendix D. 4 contains the mathematical details, but the results of this analysis are as follows. Using Gong et al. [29] [or its $k$-body generalization Eq. (D.12)], which holds for $\alpha>d$ and has a logarithmic light cone $t \gtrsim \log r$, yields:

$$
\begin{equation*}
\|\delta\| \leq C e^{-\kappa^{\prime} \omega_{*}} e^{2 d v t / \alpha} \tag{6.127}
\end{equation*}
$$

Thus, the difference $\delta$ is only small for time $t_{*} \propto \omega_{*} \propto 1 / T$. This behavior is expected because the region inside the light cone implied by Gong et al. 's bound expands exponentially quickly with time.

If instead we use the bound in Else et al. [141], we find:

$$
\begin{equation*}
\|\delta\| \leq C e^{-\kappa^{\prime} \omega_{*}} \xi\left(\frac{d}{1-\sigma}\right) t^{\frac{d}{1-\sigma}+1} \tag{6.128}
\end{equation*}
$$

where $\xi(x) \equiv \frac{1}{x} 2^{x} \Gamma(x)$ and $\Gamma$ is the Gamma function. Thus, the difference is small up to an exponentially long time $t_{*} \propto e^{\kappa^{\prime} \omega_{*} \frac{1-\sigma}{d+1-\sigma}}$. The result holds for $\alpha>d\left(1+\frac{1}{\sigma}\right)$, where $\sigma$ can be chosen arbitrarily close to 1 . This condition is effectively equivalent to $\alpha>2 d$ [see Appendix D. 4 for a discussion of the limit $\sigma \rightarrow 1^{-}$].

We may also use the bound in Tran et al. [21] [see Eq. (6.104) for its generalization to $k$-body interactions], which gives

$$
\begin{equation*}
\|\delta\| \leq C e^{-\kappa^{\prime} \omega_{*}} t^{\frac{d(\alpha-d)}{\alpha-2 d}+1} \tag{6.129}
\end{equation*}
$$

Thus, the difference is small up to an exponentially-long time $t_{*} \propto \exp \left(\kappa^{\prime} \omega_{*} \frac{\alpha-2 d}{\alpha(d+1)-d(d+2)}\right)$. This analysis works only when $\alpha>3 d$, but, within this regime, the exponent of the heating time using this bound is larger than obtained in Eq. (6.128). This is due to the trade-off between the tail and the light cone between the bounds in Refs. [21, 141]. See Appendix D. 4 for more details.

Finally, we conjecture a tight bound for power-law interactions that holds for all $\alpha>d$, and we will provide the full derivation of $\delta$ for such a bound. First, we consider the light cone of such a bound. Given the best known protocols for quantum information transfer [24], the best light cone we could hope for would be $t \gtrsim r^{\alpha-d}$ for $d+1>\alpha>d$ and linear for $\alpha>d+1$. In the following, we assume the light cone of the conjectured bound is $t \gtrsim r^{1 / \beta}$ for some constant $\beta \geq 1$ for all $\alpha>d$.

Next, we consider the tail of the bound, i.e. how the conjectured bound decays with the distance at a fixed time. Since it is always possible to signal between two sites using their direct interaction, which is of strength $1 / r^{\alpha}$, the tail of the bound cannot decay faster than $1 / r^{\alpha}$. We shall assume that the bound decays with the distance exactly as $1 / r^{\alpha}$.

For simplicity, we assume that the conjectured bound takes the form

$$
\begin{equation*}
\|[A(t), B]\| \leq C\|A\|\|B\|\left(\frac{t^{\beta}}{r}\right)^{\alpha} \tag{6.130}
\end{equation*}
$$

which manifestly has a light cone $t \gtrsim r^{1 / \beta}$ and decays as $1 / r^{\alpha}$ with the distance. Let $r_{*}(t)=t^{\beta}$ be the light cone boundary and consider the sum inside and outside the light cone.

For convenience, denote $V^{\prime \prime}=C^{-1} e^{\kappa^{\prime} \omega_{*}} V, \bar{H}^{\prime \prime}=\gamma^{-1} \bar{H}^{\prime}$ so that $V^{\prime \prime}, \bar{H}^{\prime \prime} \in \mathbb{H}_{\alpha}$. Since $V^{\prime \prime}(s)$ is a power-law Hamiltonian, it follows that $\left\|V_{r}^{\prime \prime}(t)\right\| \leq C r^{d-1}$. We can rewrite the bound on $\|\delta\|$ as

$$
\begin{equation*}
\|\delta\| \leq C e^{-\kappa^{\prime} \omega_{*}} \int_{0}^{t} d s\left\|\left[V^{\prime \prime}(s), e^{i s \gamma \bar{H}^{\prime \prime}} O e^{-i s \gamma \bar{H}^{\prime \prime}}\right]\right\| \tag{6.131}
\end{equation*}
$$

Now write $V^{\prime \prime}(s)=\sum_{r=0}^{\infty} V_{r}^{\prime \prime}(s)$, where $V_{r}^{\prime \prime}(s) \equiv \sum_{X: \operatorname{dist}(X, O) \in[r, r+1)} h_{X}$ denotes the terms of $V^{\prime \prime}(s)$ supported on subsets exactly a distance between $r$ and $r+1$ away from $O$. Writing the sum this way, we can now separate terms inside and outside of the light cone.

For the terms inside the light cone, we bound:

$$
\begin{align*}
& \sum_{r \leq r_{*}(s)}\left\|\left[V_{r}^{\prime \prime}(s), e^{i s \gamma \bar{H}^{\prime \prime}} O e^{-i s \gamma \bar{H}^{\prime \prime}}\right]\right\| \\
& \leq 2 \sum_{r \leq r_{*}(s)}\left\|V_{r}^{\prime \prime}(s)\right\|\|O\| \leq C r_{*}(s)^{d} \leq C s^{\beta d} . \tag{6.132}
\end{align*}
$$

For the terms outside the light cone, we use the conjectured bound:

$$
\begin{align*}
& \sum_{r>r_{*}(s)}\left\|\left[V_{r}^{\prime \prime}(s), e^{i s \gamma \bar{H}^{\prime \prime}} O e^{-i s \gamma \bar{H}^{\prime \prime}}\right]\right\| \\
& \leq C \sum_{r>r_{*}(s)}\left\|V_{r}^{\prime \prime}(s)\right\|\|O\| \frac{s^{\beta \alpha}}{r^{\alpha}}  \tag{6.133}\\
& \leq C \sum_{r>r_{*}(s)} \frac{s^{\beta \alpha}}{r^{\alpha-d+1}} \leq C \frac{s^{\beta \alpha}}{r_{*}(s)^{\alpha-d}}=C s^{\beta d} . \tag{6.134}
\end{align*}
$$

Combining Eq. (6.132) and Eq. (6.134), we get

$$
\begin{equation*}
\|\delta\| \leq C e^{-\kappa^{\prime} \omega_{*}} t^{\beta d+1} \tag{6.135}
\end{equation*}
$$

which implies an exponential heating time as a function of $\omega_{*}$, i.e. $t_{*} \propto \exp \left(\kappa^{\prime} \omega_{*} /(\beta d+1)\right)$. Recall that the best values we can hope for $\beta$ are $\beta=1 /(\alpha-d)$ when $d+1>\alpha>d$ and $\beta=1$ when $\alpha>d+1$. Note also that the exponential heating time would hold for all $\alpha>d$, matching the result given by the linear response theory.

### 6.9.4 Discussion

Our work generalizes the results of Refs. [146, 147, 148] for finite-range interactions to power-law interactions. Using two independent approaches, we show that periodically driven, power-law systems with a large enough exponent $\alpha$ can only heat up after time that is exponentially long in the drive frequency. The results only hold if $\alpha$ is larger than some critical value $\alpha_{c}$. Physically, the existence of $\alpha_{c}$ coincides with our expectation that power-law interactions with a large enough exponent $\alpha$ are effectively short-range.

However, the two approaches imply different values for $\alpha_{c}$. While both the Magnus expansion in Ref. [137] and the Magnus-like expansion in this section independently suggest $\alpha_{c}=2 d$, the linear response theory implies $\alpha_{c}=d$. We conjecture that this gap is due to the lack of tighter Lieb-Robinson bounds for power-law interactions, especially for $\alpha$ between $d$ and 2d. Indeed, we demonstrated in Sec. 6.9.3 that a tight Lieb-Robinson bound for this range of $\alpha$ implies an exponentially-long heating time for all $\alpha>d$, matching the result from the linear response approach, as well as previous numerical evidence for systems with $\alpha<2 d$ [150]. Therefore, proving a tight Lieb-Robinson bound has important implications for the heating time of power-law interacting systems.

## Part II

Symmetry and Digital Simulation of Quantum Systems

# Chapter 7: Destructive Error Interference in Product-Formula Lattice Simulation 

In this chapter, we provide an approach to tighten the error bound of the first-order product formula (PF1) for simulating several physically relevant systems, including those with nearest-neighbor interactions. Despite its simplicity and wide applicability, a tight error bound for PF1 in simulating many physically relevant systems remains elusive. Recent works $[2,3,4]$ estimated that $\mathcal{O}\left(n^{2} t^{2}\right)$ elementary gates suffice to simulate the dynamics of a nearest-neighbor interacting system consisting of $n$ sites for time $t$ using PF1 ${ }^{1}$. However, the numerical evidence in Ref. [7] suggests that PF1 performs much better than this in practice. In particular, the gate count for simulating the dynamics of a nearest-neighbor Heisenberg spin chain of length $n$ for time $t=n$ scales only as $\mathcal{O}\left(n^{2.964}\right)$. In addition, Heyl et al. [155] also found that the error of simulating the time evolution of a local observable using PF1 can be much smaller than theoretically estimated.

The key message of the chapter is that the errors from different steps of the algorithm can combine destructively, resulting in a smaller total error than previous analysis

[^6]estimates. In particular, the tighter error bound suggests that simulating the dynamics of a nearest-neighbor interacting system of $n$ sites for time $t$ up to an error tolerance $\varepsilon$ requires only $\max \left\{\mathcal{O}\left(n^{2} t / \varepsilon\right), \mathcal{O}\left(n^{2} t^{3 / 2} / \varepsilon^{1 / 2}\right)\right\}$ quantum gates, which is asymptotically smaller than the state-of-the-art bound $\mathcal{O}\left(n^{2} t^{2} / \varepsilon\right)$ in Refs. [2, 3, 4]. At $t=n$ and at a fixed $\varepsilon$, our estimate $\mathcal{O}\left(n^{3}\right)$ also closely matches the empirical gate count $\mathcal{O}\left(n^{2.964}\right)$ computed in Ref. [7].

### 7.1 Setup

We assume that the system evolves under a Hamiltonian $H=\sum_{X} h_{X}$, which is a sum of time-independent terms $h_{X}$, each acting nontrivially on a subset $X$ of constant size. Our approach applies if there exists a partition $H=H_{1}+H_{2}$ such that the terms $h_{X}$ in $H_{1}$ mutually commute and the terms $h_{X}$ in $H_{2}$ also mutually commute. Examples of Hamiltonians that satisfy this assumption include all one-dimensional, finite-range ${ }^{2}$ interacting systems, such as the Heisenberg model and the transverse field Ising model in one dimension with either open or periodic boundary conditions, and with or without disorder. Additionally, this assumption also covers some physically relevant systems in higher dimensions, such as the transverse field Ising model with either finite-range or long-range interactions.

To simulate the time-evolution of the system for time $t$ using elementary quantum

[^7]gates, we use the first-order product formula [1]:
\[

$$
\begin{equation*}
U_{t} \approx\left[U_{t / r}^{(1)} U_{t / r}^{(2)}\right]^{r} \tag{7.1}
\end{equation*}
$$

\]

where $U_{t}:=\exp (-i H t), U_{t / r}^{(p)}:=\exp \left(-i H_{p} t / r\right)$ for $p=1,2$, and $r$ is the number of time segments to be chosen later so that the norm of the total error $\Delta:=U_{t}-\left[U_{t / r}^{(1)} U_{t / r}^{(2)}\right]^{r}$ is at most a constant $\varepsilon$. By our assumption that the terms within $H_{p}(p=1,2)$ mutually commute, we can further decompose the evolution $U_{t / r}^{(p)}$ into a product of elementary quantum gates with no additional error.

For simplicity, we demonstrate our approach to estimating the gate count of PF1 on a one-dimensional lattice of $n$ sites, evolving under a time-independent, nearest-neighbor Hamiltonian $H=\sum_{i=1}^{n-1} h_{i}$, where $h_{i}$ is supported only on sites $i, i+1,\left\|h_{i}\right\| \leq J$ for all $i, J$ is a constant, and $\|\cdot\|$ denotes the operator norm. Without loss of generality, we also assume $J=1$, which sets the time scale for the dynamics of the system. We then apply PF1 to the partition $H=H_{1}+H_{2}$, where $H_{1}=\sum_{\text {odd } j} h_{j}$ and $H_{2}=\sum_{\text {even } j} h_{j}$. Note that the terms within $H_{1}\left(H_{2}\right)$ mutually commute and therefore satisfy the aforementioned assumption.

### 7.2 Leading Error Contributions

To estimate the gate count, we first need a bound on the total error $\Delta$. The previous best bound from Ref. [4] gives $\|\Delta\| \leq \mathcal{O}\left(n t^{2} / r\right)$, so that $r=\Theta\left(n t^{2} / \varepsilon\right)$ suffices to ensure the total error at most $\varepsilon$, giving gate count $n r=\mathcal{O}\left(t^{2} n^{2} / \varepsilon\right)$. Before we prove our tighter bound, we will first argue simply based on the lowest order error that $\|\Delta\| \approx \mathcal{O}(n t / r)$,
which would result in a gate count $\mathcal{O}\left(t n^{2} / \varepsilon\right)$, matching the empirical estimate of about $\mathcal{O}\left(n^{3}\right)$ for $t=n$ in Ref. [7].

Let $\delta=U_{t / r}-U_{t / r}^{(1)} U_{t / r}^{(2)}$ be the error of the approximation in each time segment. In the limit $r \gg t$, the leading contribution to $\delta$ is given by the commutator between $H_{1}$ and $H_{2}$ [1]:

$$
\begin{equation*}
\|\delta\| \approx \frac{1}{2} \frac{t^{2}}{r^{2}}\left\|\left[H_{1}, H_{2}\right]\right\|=\mathcal{O}\left(\frac{n t^{2}}{r^{2}}\right) . \tag{7.2}
\end{equation*}
$$

Replacing $U_{t / r}^{(1)} U_{t / r}^{(2)}$ by $U_{t / r}+\delta$ on the right-hand side of Eq. (7.1) and expanding to first order in $\delta$, we have an approximation for the total error:

$$
\begin{equation*}
\Delta \approx \sum_{j=0}^{r-1} U_{t / r}^{j} \delta U_{t / r}^{r-1-j}=\left(\sum_{j=0}^{r-1} U_{t / r}^{j} \delta U_{t / r}^{-j}\right) U_{t / r}^{r-1} \tag{7.3}
\end{equation*}
$$

where $U_{t / r}^{j}:=\left(U_{t / r}\right)^{j}$. If we bound $\|\Delta\|$ using the triangle inequality, i.e.,

$$
\begin{equation*}
\|\Delta\| \approx\left\|\sum_{j=0}^{r-1} U_{t / r}^{j} \delta U_{t / r}^{r-1-j}\right\| \leq r\|\delta\| \approx \mathcal{O}\left(\frac{n t^{2}}{r}\right) \tag{7.4}
\end{equation*}
$$

we get the same error bound (and hence the same gate count) as Ref. [4].
To understand the key idea for improving the bound, imagine $\delta$ as a vector in the space of operators and the unitary evolution $U_{t / r}^{j} \delta U_{t / r}^{-j}$ as a rotation of the vector by a small angle proportional to $j t / r$. Since the terms in Eq. (7.3) correspond to rotations of $\delta$ by evenly spaced angles ${ }^{3}$, the sum involves significant cancellation, making it much

[^8]smaller than the upper bound derived using the triangle inequality [Eq. (7.4)].
To realize this intuition, we make a change of variables to $x=t j / r$ and approximate the sum in $\Delta$ by an integral:
\[

$$
\begin{equation*}
\|\Delta\| \approx\left\|\sum_{j=0}^{r-1} U_{t / r}^{j} \delta U_{t / r}^{-j}\right\| \approx \frac{r}{t}\left\|\int_{0}^{t} d x U_{x} \delta U_{-x}\right\| . \tag{7.5}
\end{equation*}
$$

\]

With the assumption that $H=H_{1}+H_{2}$ is a sum of two terms, we rewrite $\delta$ (to leading order in $t / r)$ as

$$
\begin{equation*}
\delta \approx \frac{1}{2}\left[H_{1}, H_{2}\right] \frac{t^{2}}{r^{2}}=\frac{1}{2}\left[H, H_{2}\right] \frac{t^{2}}{r^{2}}, \tag{7.6}
\end{equation*}
$$

and use the identity

$$
\begin{equation*}
U_{t} A U_{-t}-A=-i \int_{0}^{t} d x U_{x}[H, A] U_{-x} \tag{7.7}
\end{equation*}
$$

with $A=\frac{t^{2}}{2 r^{2}} H_{2}$, to evaluate the integral in Eq. (7.5) and arrive at an estimate for the norm of $\Delta$ :

$$
\begin{align*}
\|\Delta\| & \approx \frac{r}{t}\left\|\int_{0}^{t} d x U_{x}\left[H, \frac{t^{2}}{2 r^{2}} H_{2}\right] U_{-x}\right\| \\
& \leq \frac{t}{2 r} 2\left\|H_{2}\right\|=\mathcal{O}\left(\frac{n t}{r}\right) \tag{7.8}
\end{align*}
$$

which is a factor of $t$ tighter than Eq. (7.4). We attribute this improvement to the destructive interference between the error terms in Eq. (7.3). To ensure that the total error $\|\Delta\|$ is at most $\varepsilon$, we choose $r=\Theta(n t / \varepsilon)$, leading to the total gate count $\mathcal{O}(n r)=\mathcal{O}\left(n^{2} t / \varepsilon\right)$,
which has optimal scaling in $t$ [156]. At $t=n$ and fixed $\varepsilon$, the gate count becomes $\mathcal{O}\left(n^{3}\right)$, which closely matches the empirical performance $\mathcal{O}\left(n^{2.964}\right)$ observed in Ref. [7].

Additionally, if the time step $t / r=\tau$ is a constant, the total error of the simulation $\|\Delta\|=\mathcal{O}(n \tau)$ appears to be independent of the total number of time segments. This feature agrees well with Ref. [155], where the authors argue that for a fixed, small value of $\tau$, the error in simulating the evolution of a local observable using PF1 would not increase with the total simulation time $t$. However, our bound is more general; it applies to the error in simulating the evolution unitary of the system, and hence any observable.

### 7.3 Higher-Order Error Contributions

We made three approximations in deriving Eq. (7.8). First, in Eq. (7.6), we considered $\delta$ to only the leading order in $t / r$ and discarded terms of higher order in $t / r$. We then expanded $\Delta$ in Eq. (7.3) to only the first order in $\delta$ while ignoring the higher-order terms in $\delta^{k}$. Additionally, we evaluated the sum in Eq. (7.5) by approximating it with an integral. We now make the estimation rigorous by considering the errors incurred upon making the three approximations.

First, we show that higher-order terms in $t / r$ in the expansion of $\delta$ are indeed dominated by the second order. For that, we write $\delta$ as a series in $t / r$ :

$$
\begin{equation*}
\delta:=U_{t / r}-U_{t / r}^{(1)} U_{t / r}^{(2)}=\sum_{k=2}^{\infty} \frac{(-i t)^{k}}{k!r^{k}} \delta_{k}, \tag{7.9}
\end{equation*}
$$

where $\delta_{k}$ are operators independent of $t, r$. If we only need a bound on the norm of $\delta$, it is sufficient to bound the norms of $\delta_{k}$. However, in addition to the norm, we are also
interested in the structure of $\delta_{k}$, described in Lemma 8, which is crucial for evaluating the total error [See Eq. (7.6)].

Lemma 8. For all $k \geq 2$, there exist $S_{k}, V_{k}$ such that $\delta_{k}=\left[H, S_{k}\right]+V_{k}$ and

$$
\begin{align*}
& \left\|V_{k}\right\|=\mathcal{O}\left(e^{k-2} n^{k-2}\right)  \tag{7.10}\\
& \left\|S_{k}\right\|=\mathcal{O}\left(k^{2} n^{k-1}\right)  \tag{7.11}\\
& \left\|\left[H, S_{k}\right]\right\|=\mathcal{O}\left(k^{3} n^{k-1}\right) \tag{7.12}
\end{align*}
$$

where the big-O constants do not depend on $k$.

Lemma 8 holds for $k=2$, with $S_{2}=H_{2}$ and $V_{2}=0$ [See Eq. (7.6)]. For $k>2$, we construct $S_{k}, V_{k}$ inductively using the definition of $\delta_{k}$ in Eq. (7.9). The factor $n^{k-2}$ in the norm of $V_{k}$ comes from the $(k-2)$-th nested commutators in the expansion of $\delta_{k}$. We provide a detailed proof of the lemma in Appendix E.

A corollary of Lemma 8 is $\left\|\delta_{k}\right\|=\mathcal{O}\left(e^{k} n^{k-1}\right)$, and therefore, we can immediately bound the norm of $\delta$ :

$$
\begin{align*}
\|\delta\| & \leq \sum_{k=2}^{\infty} \frac{t^{k}}{k!r^{k}}\left\|\delta_{k}\right\|=\mathcal{O}\left(\frac{n t^{2}}{r^{2}} \sum_{k=0}^{\infty} \frac{(e n t)^{k}}{k!r^{k}}\right) \\
& =\mathcal{O}\left(\frac{n t^{2}}{r^{2}} \exp \frac{e n t}{r}\right)=\mathcal{O}\left(\frac{n t^{2}}{r^{2}}\right), \tag{7.13}
\end{align*}
$$

where we assume $r>e n t$. We later fulfill this condition by choosing an appropriate value for $r$.

Another corollary of Lemma 8 is that $\delta=[H, S]+V$, where $S=\sum_{k=2}^{\infty} \frac{(-i t)^{k}}{k!r^{k}} S_{k}$
and $V=\sum_{k=3}^{\infty} \frac{(-i t)^{k}}{k!r^{k}} V_{k}$. It is straightforward to verify the bounds on the norms of $S$ and $V$ :

$$
\begin{equation*}
\|S\|=\mathcal{O}\left(\frac{n t^{2}}{r^{2}}\right), \quad\|V\|=\mathcal{O}\left(\frac{n t^{3}}{r^{3}}\right) \tag{7.14}
\end{equation*}
$$

where we again assume $r>$ ent.
Next, we rectify the approximation in Eq. (7.5) by rigorously bounding the norm of the sum.

Lemma 9. For any positive integer $a \geq 1$,

$$
\begin{equation*}
\left\|\sum_{j=0}^{a-1} U_{t / r}^{j} \delta U_{t / r}^{-j}\right\|=\mathcal{O}\left(\frac{n t}{r}\right)+\mathcal{O}\left(a \frac{n t^{3}}{r^{3}}\right) . \tag{7.15}
\end{equation*}
$$

When $a=r$, the left-hand side of Eq. (7.15) is exactly the sum in Eq. (7.5). We bound the sum by approximating it with an integral, which yields $\mathcal{O}(n t / r)$ after evaluation. Carefully bounding the error of the approximation results in the second term $\mathcal{O}\left(a n t^{3} / r^{3}\right)$. We present the detailed proof of the lemma in Appendix E.

Given Lemma 8 and Lemma 9, we now bound the total error $\|\Delta\|$. We expand $\Delta$ as a series in $\delta$ and write $\Delta=\sum_{k=1}^{r} \Delta_{k}$, where $\Delta_{k}$ involves only the $k$-th order in $\delta$. For example, $\Delta_{1}=\sum_{j=0}^{r-1} U_{t / r}^{j} \delta U_{t / r}^{-j}$, the norm of which we can already bound using Lemma 9. We can use the same technique to estimate $\left\|\Delta_{k}\right\|$ for all $k \geq 1$ (Appendix E):

$$
\begin{equation*}
\left\|\Delta_{k}\right\| \leq r^{k-1}\|\delta\|^{k-1} \mathcal{O}\left(\frac{n t}{r}+\frac{n t^{3}}{r^{2}}\right) \tag{7.16}
\end{equation*}
$$

Finally, we bound $\|\Delta\|$ using the triangle inequality:


Figure 7.1: The total error $\|\Delta\|$ (blue dots) of PF1 in simulating the Heisenberg chain in Eq. (7.18) is numerically evaluated at $n=8, r=10000$, and variable time $t$ between 0 and 1000. The purple dots represent the error estimate $r\|\delta\|$ one would get using the triangle inequalities [Eq. (7.4)]. We also plot functions proportional to $t$ (orange lines), $t^{2}$ (purple lines), and $t^{3}$ (green lines) for reference.

$$
\begin{equation*}
\|\Delta\| \leq \sum_{k=1}^{r}\left\|\Delta_{k}\right\|=\mathcal{O}\left(\frac{n t}{r}+\frac{n t^{3}}{r^{2}}\right) \tag{7.17}
\end{equation*}
$$

where we assume $r\|\delta\|<1 / 2$ so that $\sum_{k=1}^{r}(r\|\delta\|)^{k-1}=\mathcal{O}(1)$. With our choice of $r$, this assumption later reduces to $\varepsilon t \leq 1$, where $\varepsilon$ is the error tolerance of the simulation.

### 7.4 Empirical Error Scaling

We now benchmark the bound in Eq. (7.17) against the empirical error in simulating the dynamics of a nearest-neighbor Heisenberg chain:

$$
\begin{equation*}
H=\sum_{i=1}^{n-1} \vec{\sigma}_{i} \cdot \vec{\sigma}_{i+1} \tag{7.18}
\end{equation*}
$$

where $\vec{\sigma}_{i}=\left(\sigma_{i}^{x}, \sigma_{i}^{y}, \sigma_{i}^{z}\right)$ denotes the Pauli matrices on qubit $i$. Using fixed values for $n$ and $r$, we compute the total error of PF1 at different times $t$ and plot the result in Fig. 7.1. We also plot in Fig. 7.2 the empirical errors of simulating the same system using the second-order (PF2) and the fourth-order (PF4) product formulae [6].

From Fig. 7.1, the total error of PF1 appears to agree well with our bound in Eq. (7.17). The change in the error scaling from $O(t)$ at small time to $O\left(t^{3}\right)$ at large time can be explained by the destructive error interference between the time slices as follows. While the leading error terms in each time slice scale as $O\left(t^{2}\right)$, they interfere destructively between time slices, resulting in a total contribution that increases with time at a slower rate $O(t)$ [recall Eq. (7.8)]. Meanwhile, some higher-order error terms do not interfere destructively. They scale as $O\left(t^{3}\right)$ and eventually take over as the primary contribution to the total error. This intuition also explains the similarity between the error scalings of PF1 (at late time) and PF2 [Fig. 7.2]. On the other hand, if there were no destructive error interference between the time slices, the contribution from the leading error terms to the total error of PF1 would have scaled as $O\left(t^{2}\right)$ [Fig. 7.1, purple dots] and saturated at 2 before the higher-order terms could take over.


Total simulation time $t$

Figure 7.2: The total error of simulating the Heisenberg chain with $n=8$ spins in Eq. (7.18) using PF1 (blue dots), PF2 (orange dots) and PF4 (green dots) is numerically computed at $r=10000$, and variable time $t$ between 10 and 3000. We also plot functions proportional to $t$ (blue lines), $t^{3}$ (orange lines), and $t^{5}$ (green lines) for reference.

We also note that the error of PF2 [PF4] scales as $t^{3}\left[t^{5}\right]$ initially before saturating at a later time, in agreement with the existing bounds using the triangle inequality for the higher-order product formulae [4, 7]. This suggests the absence of significant destructive error interference for PF2 and PF4 in our numerical simulation.

### 7.5 Estimation of the Gate Count

Given the error bound in Eq. (7.17), we now count the number of gates for PF1. Equation (7.17) suggests we should choose

$$
\begin{equation*}
r \propto \max \left\{\frac{n t}{\varepsilon}, \sqrt{\frac{n t^{3}}{\varepsilon}}, 1\right\} \tag{7.19}
\end{equation*}
$$

so that the total error $\|\Delta\|$ is at most $\varepsilon$. First, we assume $n t \geq \varepsilon$ and consider two cases, corresponding to $\varepsilon t \leq 1$ (small time) and $\varepsilon t>1$ (large time). The former condition implies that the first term in Eq. (7.19) dominates and therefore we should choose $r=$ $\Theta(n t / \varepsilon)$. This choice of $r$ together with $\varepsilon t \leq 1$ also fulfills the condition $r\|\delta\|<1 / 2$ required earlier, as long as we choose a large enough prefactor in $\Theta(n t / \varepsilon)$. Thus, when $\varepsilon t \leq 1$, the gate count of PF 1 is

$$
\begin{equation*}
\mathcal{O}(r n)=\mathcal{O}\left(\frac{n^{2} t}{\varepsilon}\right) \tag{7.20}
\end{equation*}
$$

On the other hand, when $\varepsilon t>1$, we divide the simulation into $m$ stages. In each stage, we simulate the evolution for time $t / m$ with an error at most $\varepsilon / m$ by further dividing the stage into $r$ time segments. In order to apply the above analysis in each stage, we require $m$ to be large enough so that $\varepsilon t / m^{2} \leq 1$. Since the resulting gate count $\mathcal{O}\left(m n^{2} t / \varepsilon\right)$ increases with $m$, it is optimal to choose $m$ as small as possible, i.e. $m=\lceil\sqrt{\varepsilon t}\rceil$. Therefore, the total gate count in this case is

$$
\begin{equation*}
\mathcal{O}\left(\sqrt{\varepsilon t} \frac{n^{2} t}{\varepsilon}\right)=\mathcal{O}\left(\frac{n^{2} t^{3 / 2}}{\varepsilon^{1 / 2}}\right) \tag{7.21}
\end{equation*}
$$

Finally, when $n t<\varepsilon$, we simply choose $r=\Theta(1)$, giving gate count $\mathcal{O}(1)$. Combining the above arguments, we have an upper bound on the total gate count of

$$
\begin{equation*}
\max \left\{\mathcal{O}\left(\frac{n^{2} t}{\varepsilon}\right), \mathcal{O}\left(\frac{n^{2} t^{3 / 2}}{\varepsilon^{1 / 2}}\right), \mathcal{O}(1)\right\} \tag{7.22}
\end{equation*}
$$

which is valid for all times $t$ and is tighter than the previous best estimate in Ref. [4].

### 7.6 Discussion

As mentioned earlier, we assume that the terms of the Hamiltonian can be separated into two parts such that the terms within each part mutually commute. Therefore, our results apply to translationally invariant spin chains in one dimension with finiterange interactions and with either open or periodic boundary conditions, as well as disordered spin chains, such as those featuring many-body localization [157]. Additionally, our analysis also holds for some systems in higher dimensions, such as the transverse field Ising model with either finite-range or long-range interactions, where the two mutually commuting parts of the Hamiltonian are the spin-spin interactions and the field terms. However, for long-range interactions, the number of interaction terms can scale as $\mathcal{O}\left(n^{2}\right)$ [instead of $\mathcal{O}(n)$ for the finite-range interactions], so the scalings of the error bound and of the gate count as functions of $n$ must be adjusted accordingly. Furthermore, our technique can also be used to bound the error in simulating materials where the electronic structure Hamiltonian in the plane wave dual basis [158] is a sum of mutually commuting kinetic energy terms and Coulomb interactions.

However, it is unclear whether our approach generalizes to Hamiltonians that can only be separated into three or more mutually commuting parts, such as those that typically occur in higher dimensions and systems with general long-range interactions, where the simple relation between $\delta$ and $H$ in Eq. (7.6) no longer holds in general. Despite our numerics for the Heisenberg interactions, it remains open whether significant destructive error interference can be achieved for higher-order product formulas in simulating other classes of Hamiltonians. In addition, although our main focus in this chapter is on real-
time simulation, it would be interesting to consider the implications of our bound for the error of the product formula in simulating imaginary time evolution, which is relevant for path integral Quantum Monte Carlo algorithms [159].

We also note that while our analysis requires $r\|\delta\|<1 / 2$, our numerical calculation [see Fig. 7.1] shows that our error bound agrees well with the empirical scaling even at large values of $t$, where $r\|\delta\| \gg 1 / 2$. Therefore, we conjecture that the error bound in Eq. (7.17) is valid regardless of whether $\varepsilon t$ is less than one. If the conjecture holds, Eq. (7.19) implies that we should choose $r \propto n t / \varepsilon$ and $r \propto \sqrt{n t^{3} / \varepsilon}$ for $\varepsilon t \leq n$ and $\varepsilon t>n$, respectively (in the limit of large $n$ and $t$ ). The former choice yields the same gate count $\mathcal{O}\left(n^{2} t / \varepsilon\right)$ as in Eq. (7.20), but the latter choice leads to a gate count of $\mathcal{O}(n r)=\mathcal{O}\left(\sqrt{n^{3} t^{3} / \varepsilon}\right)$, which is tighter than the estimate in Eq. (7.21). Thus, the conjecture would imply that PF1 performs as well as PF2—whose gate count is also $\mathcal{O}\left(\sqrt{n^{3} t^{3} / \varepsilon}\right)$ [4]-in the large-time limit. We consider proving the conjecture a very interesting future direction.

## Chapter 8: Faster Digital Quantum Simulation by Symmetry Protection

In this chapter, we propose an approach, using the symmetries of a target Hamiltonian, to protect its simulated dynamics against simulation errors. Given a simulation algorithm that decomposes the dynamics of the system into many small time steps (e.g., Trotterization), we interweave the simulation with unitary transformations generated by the symmetries of the system (Fig. 8.1). While these additional unitary transformations increase the gate complexity of the simulation, the error of the simulation can sometimes be reduced by several orders of magnitude, ultimately resulting in a faster quantum simulation. In addition, depending on the symmetries, the unitary transformations may be implemented using only single-qubit gates, which are considered inexpensive for implementations on near-term quantum computers.

The symmetry protection technique considered in this chapter is general and potentially applies to any algorithms that simulate the time evolution of Hamiltonians with symmetries by splitting the evolution into many time segments, including Trotterization and the higher-order product formulas [160] and more advanced algorithms such as those based on linear combinations of unitaries [8, 9, 11, 161], Lieb-Robinson bounds [21, 76], and randomized compilations $[162,162,163]$. We also provide evidence that the technique can also protect the simulation against other types of temporally correlated errors,

## Symmetry protection



Simulation circuits
Figure 8.1: For algorithms that simulate the dynamics of quantum systems by decomposing the evolutions into many time steps, we interweave the corresponding simulation circuits (blue) with unitary transformations generated by the symmetries of the systems (orange). These transformations protect the simulations against errors that violate the symmetries, resulting in faster and more accurate simulations.
such as the $1 / f$ noise commonly found in solid-state devices [164].
In addition, we draw a connection between the symmetry protection technique and the quantum Zeno effect $[165,166,167,168,169,170,171]$. In particular, the symmetry transformations, when chosen as powers of a unitary, approximately project the error of simulation into the so-called quantum Zeno subspaces, defined by the eigensubspaces of the unitary. We prove a bound on the accuracy of this approximation, exponentially improving a recent result of Ref. [171].

The structure of the chapter is as follows. In Sec. 8.1, we introduce the general technique and provides intuition for the source of error reduction. In Sec. 8.2, we derive a bound on the error of Trotterization under symmetry protection. In Sec. 8.3, we then benchmark the technique in simulating the dynamics of systems with the Heisen-
berg interactions, including the XXZ Heisenberg model with local disorder that displays a transition between thermalized and many-body localized phases, and in simulating the Schwinger model in the context of lattice field theories. In particular, we show that interweaving the simulation with random gauge transformations can significantly reduce the probability of a state leaking to outside the physical subspace due to the simulation error, extending the results of Ref. [172] to digital quantum simulation. We then demonstrate in Sec. 8.4 how the technique may protect the simulation against other types of coherent, temporally correlated errors, such as the low-frequency noise typically found in experiments. Finally, we discuss several open questions in Sec. 8.5.

### 8.1 General Framework

We consider the task of simulating the time dynamics of a system under a timeindependent Hamiltonian $H$. Let $U_{t} \equiv \exp (-i H t)$ denote the evolution unitary generated by $H$ for time $t$. The symmetry protection technique applies to algorithms that simulate $U_{t}$ by first dividing the evolution into many time steps (also known as Trotter steps), and approximate the evolution within each time step by a series of quantum gates. Examples of such algorithms include most modern quantum simulation algorithms from the Suzuki-Trotter product formulas [160] to algorithms based on linear combinations of unitaries $[8,9,11,161]$. In this chapter, we focus our theoretical analysis on the firstorder Trotterization algorithm for simplicity (Sec. 8.2) and benchmark the performance of symmetry protection on other algorithms numerically (Sec. 8.3.2). To be more precise, let $r$ denote the number of steps and $\delta t=t / r$ denote the length of each time step. These
algorithms then simulate $U_{\delta t}$ by a series of elementary quantum gates $S_{\delta t}$, i.e.

$$
\begin{equation*}
U_{t}=U_{\delta t}^{r} \approx S_{\delta t}^{r} . \tag{8.1}
\end{equation*}
$$

The approximation of $U_{\delta t}$ by $S_{\delta t}$ introduces an error that is small for small $\delta t$. However, errors typically accumulate after many Trotter steps, resulting in a total additive error $\left\|U_{t}-S_{\delta t}^{r}\right\|$ that, in the worse case, scales linearly with the number of Trotter steps $r$ at fixed $\delta t$. Equivalently, for a fixed total time $t$, to reduce the total error, we would have to decrease the Trotter step size $\delta t$, effectively increasing the number of Trotter steps $r$, and thus require more elementary quantum gates to run the simulation.

We refer to the simulation in Eq. (8.1) as the raw simulation. By exploiting symmetries of the system, we will see that we can substantially reduce the total error $\varepsilon$ of the simulation without significantly increasing the gate count, ultimately resulting in faster quantum simulation for the same total error budget. For that, we assume that the Hamiltonian is invariant under a group of unitary transformations, which we denote by $\mathcal{S}$. Explicitly, we assume that

$$
\begin{equation*}
[C, H]=0 \quad \forall C \in \mathcal{S} \tag{8.2}
\end{equation*}
$$

The group $\mathcal{S}$ represents a symmetry of the system. Instead of simply approximating $U_{\delta t}$ by the circuit $S_{\delta t}$, we "rotate" each implementation of $S_{\delta t}$ by a symmetry transformation
$C_{k} \in \mathcal{S}(i=k, \ldots, r)$ so that the approximation in Eq. (8.1) now reads

$$
\begin{equation*}
U_{t} \approx \prod_{k=1}^{r} C_{k}^{\dagger} S_{\delta t} C_{k} \tag{8.3}
\end{equation*}
$$

We refer to Eq. (8.3) as a symmetry-protected (SP) simulation. The right-hand side in Eq. (8.3) represents a circuit that, at first, looks more expensive than Eq. (8.1) due to the additional implementation of the transformations $C_{k}$. However, for the same $r$, the total error in Eq. (8.3) could be much smaller than the Eq. (8.1). Effectively, to meet the same error tolerance, Eq. (8.3) may require a much smaller number of steps $r$, and hence fewer implementations of $S_{\delta t}$, than the raw approximation in Eq. (8.1). Moreover, because many symmetries-the gauge symmetries in lattice field theories for example-are spatially local, each $C_{k}$ only involves a small number of nearest-neighboring qubits and can be implemented easily in most architectures of quantum computers. Other symmetries, such as the one responsible for the conservation of the total magnetization in the Heisenberg model, are global but may be implemented as a product of only single-qubit gates, which are usually much "cheaper" to perform in experiments than their multi-qubit counterparts.

In the remainder of this section, we provide some intuition, using lowest-order arguments, for the error reduction in simulations under symmetry protection. We later derive rigorous error bounds in Sec. 8.2.

### 8.1.1 Lowest-Order Arguments

To build an intuition for the symmetry protection, we consider the effective Hamiltonian of the simulation. The aim of digital quantum simulation is to simulate the time
evolution $e^{-i H t}$ of a Hamiltonian $H$. Assuming that the simulation errors are coherent, we may end up with the time evolution of a different Hamiltonian, say $H_{\text {eff }}$, that may be close but not the same as the targeted Hamiltonian $H$ :

$$
\begin{equation*}
e^{-i H t} \xrightarrow{\text { errors }} e^{-i H_{\text {efft }} t}=e^{-i(H+V) t}, \tag{8.4}
\end{equation*}
$$

where

$$
\begin{equation*}
V \equiv H_{\mathrm{eff}}-H \tag{8.5}
\end{equation*}
$$

quantifies the difference between the effective and the desired Hamiltonians [77]. We note that the effective Hamiltonian $H_{\text {eff }}$ typically depends on the time step $\delta t$ [See Lemma 10].

With $S_{\delta t}=\exp \left(-i H_{\text {eff }} \delta t\right)$ in Eq. (8.3), we can rewrite the simulation as

$$
\begin{align*}
\prod_{k}^{r} C_{k}^{\dagger} S_{\delta t} C_{k} & =\prod_{k=1}^{r} e^{-i C_{k}^{\dagger} H_{\mathrm{eff}} C_{k} \delta t} \\
& =\prod_{k=1}^{r} e^{-i\left(H+C_{k}^{\dagger} V C_{k}\right) \delta t} \tag{8.6}
\end{align*}
$$

where we have used the unitarity of $C_{k}$ to move the unitaries to the exponents and exploited the commutativity $\left[C_{k}, H\right]=0$ from our assumption to simplify the expression. Assuming that the error $\|V\|$ is small, we can use the Baker-Campbell-Hausdorff (BCH) formula to combine the exponents in Eq. (8.6) (to the leading order):

$$
\begin{equation*}
\prod_{k=1}^{r} e^{-i\left(H+C_{k}^{\dagger} V C_{k}\right) \delta t} \approx e^{-i\left(H+\frac{1}{r} \sum_{k=1}^{r} C_{k}^{\dagger} V C_{k}\right) t}=e^{-i \bar{H}_{\mathrm{eff}} t} \tag{8.7}
\end{equation*}
$$

Compared to the desired evolution $e^{-i H t}$, we can identify the error of the entire simulation (ignoring the error from the BCH approximation for now) as

$$
\begin{equation*}
\bar{V} \equiv \frac{1}{r} \sum_{k=1}^{r} C_{k}^{\dagger} V C_{k} \tag{8.8}
\end{equation*}
$$

Roughly speaking, the error of the entire simulation, given by Eq. (8.8), can be interpreted as the average of the error in each step of the simulation. To illustrate the effect of the symmetry protection, we could imagine $V$ as a vector in the space of operators and $C_{k}^{\dagger} V C_{k}$ is a version of the vector rotated around an axis specified by $C_{k}$. The total error is then analogous to a walker that, in each step, walks a distance $\|V\|$ in the space of operators towards the direction corresponding to $C_{k}$ (Fig. 8.2).

Without the symmetry protection (i.e. $C_{k}=\mathbb{I}$ for all $k$ ), the walker keeps walking in the same direction and its total distance after $r$ steps scales as $\mathcal{O}(r)$, resulting in the averaged error $\|\bar{V}\|$ of the same order as $\|V\|$. On the other hand, under the symmetry protection, the walker walks in a possibly different direction in each step, resulting in a smaller total distance (and thus a smaller averaged error.)

In particular, if the walker in each step walks towards a uniformly random direction in the space of operators (which is sometimes the result of choosing $C_{k}$ at random), its total distance should only scale as $\mathcal{O}(\sqrt{r}\|V\|)$ after $r$ steps. The averaged error $\|\bar{V}\|$ would then scale as $\mathcal{O}(\|V\| / \sqrt{r})$, decreasing with the number of steps of the simulation. Additionally, if we could design a set of optimal symmetry transformations that makes the walker return to the origin after a fixed number of steps, we would end up with a total distance that does not increase with $r$ and an averaged error $\|\bar{V}\|$ that decreases with $r$ as


Figure 8.2: The total error of the simulation is analogous to the average distance a walker walks in $r$ steps of the simulation. In each time step, the walker walks a small distance along a vector representing the error operator in the space of operators. a) Without any symmetry protection, the walker keeps walking towards almost the same direction, resulting in a total distance that scales linearly with the number of steps $r$, corresponding to the total error scaling as $\mathcal{O}(1)$. b) The symmetry transformations make the walker walk in a possibly different direction in every time step. When the direction is uniformly random (see Sec. 8.3.1.1 and Fig. 8.3 for an example), the total distance only scales as $\mathcal{O}(\sqrt{r})$, resulting in the total error scaling as $\mathcal{O}(1 / \sqrt{r})$. c) Sometimes, it is possible to design an optimal set of symmetry transformations that makes the walker return to the origin [See Eq. (8.38) for an example], resulting in an $\mathcal{O}(1 / r)$ error for the entire simulation.
$\mathcal{O}(\|V\| / r)$. We derive rigorous bounds to support this intuition in Sec. 8.2.
The aim of the symmetry protection technique is to choose the symmetry transformations $C_{k}$ that minimize the error in Eq. (8.8). While each $C_{k}$ may be chosen independently of the others, we will sometimes focus our attention on a special construction that requires $C_{k}=C_{0}^{k}$ for some $C_{0} \in \mathcal{S}$. This choice for the transformations result in a simpler simulation circuit, i.e.

$$
\begin{equation*}
U_{t} \approx C_{0}^{\dagger r}\left(S_{\delta t} C_{0}\right)^{r} \tag{8.9}
\end{equation*}
$$

which corresponds to applying the same symmetry transformation $C_{0}$ alternatively with the implementations of the simulating circuit $S_{\delta t}$, followed by a final application of $C_{0}^{\dagger r}$ to negate the effect of $C_{0}$ on the correct evolution. We could either draw $C_{0}$ randomly from the symmetry group $\mathcal{S}$ or infer an optimal choice of $C_{0}$ from the structure of the error $V$ [See Eq. (8.38) for an example]. We analyze the error bounds for the simulation under the protection from this special construction in Sec. 8.2 and present similar analysis for the general scenario in Appendix F.3.

It is worth noting that the symmetry transformation $C_{0}$ introduced above is also analogous to the fast pulses (or "kicks") commonly used in quantum control to confine the dynamics of quantum systems [165, 166, 167, 168, 169, 170, 171]. In fact, we also show in Appendices F. 1 and F. 2 that a restricted version of the symmetry protection technique is exactly equivalent to frequently applying fast pulses to the systems, resulting in the error being approximately projected onto the so-called quantum Zeno subspaces. We prove a bound on the error of this approximation, exponentially improving a recent result of Ref. [171]. This quantum Zeno framework provides an alternative explanation for how quantum simulation can be improved by symmetry protection.

### 8.2 Faster Trotterization by Symmetry Protection

In this section, we analyze the effect of the symmetry protection on the total error of the first-order Trotterization algorithm. Suppose the Hamiltonian $H=\sum_{\mu=1}^{L} H_{\mu}$ is a sum of $L$ Hamiltonian terms $H_{\mu}$ such that each $e^{-i H_{\mu} \delta t}$ can be readily simulated on quantum
computers. For readability, we define the following quantities

$$
\begin{align*}
\alpha & \equiv \sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L}\left\|\left[H_{\nu}, H_{\mu}\right]\right\|,  \tag{8.10}\\
\beta & \equiv \sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L} \sum_{\nu^{\prime}=\nu}^{L}\left\|\left[H_{\nu^{\prime}},\left[H_{\nu}, H_{\mu}\right]\right]\right\|, \tag{8.11}
\end{align*}
$$

that depend only on the commutators between the terms of the Hamiltonian. We will also use the standard Bachmann-Landau big- $O$ and big- $\Theta$ notations in analyzing the asymptotic scalings of the errors with respect to $n, t$, and $r$. For reference, $\alpha=\mathcal{O}(n)$ and $\beta=\mathcal{O}(n)$ in a system of $n$ nearest-neighbor interacting particles [77].

Given a set of symmetry transformations $\mathcal{C}=\left\{C_{k}: k=1, \ldots, r\right\}$, we define

$$
\begin{equation*}
\bar{A} \equiv \frac{1}{r} \sum_{k=1}^{r} C_{k}^{\dagger} A C_{k} \tag{8.12}
\end{equation*}
$$

as the version of an operator $A$ averaged over the rotations induced by $C_{k}$.
The first-order Trotterization algorithm approximates $\exp (-i H \delta t)$ by

$$
\begin{equation*}
S_{\delta t}=\prod_{\mu=1}^{L} e^{-i H_{\mu} \delta t} \tag{8.13}
\end{equation*}
$$

where $\prod_{\mu=1}^{L} U_{\mu} \equiv U_{L} \ldots U_{2} U_{1}$ is an ordered product. We define $H_{\text {eff }}$ as the generator of $S_{\delta t}$, i.e. $S_{\delta t}=\exp \left(-i H_{\text {eff }} \delta t\right)$. We prove the following lemma, providing the existence and the structure of the generator $H_{\text {eff }}$.

Lemma 10. For all $\delta t$ such that $\beta \delta t \leq \alpha, 2 \alpha \delta t \leq\|H\|$, and $8 \delta t\|H\| \leq 1$, there exists a
generator $H_{\text {eff }}$ for $S_{\delta t}$ and

$$
\begin{equation*}
H_{e f f}=H-\frac{i}{2} v_{0} \delta t+\mathcal{V}(\delta t), \tag{8.14}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{0} \equiv \sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L}\left[H_{\nu}, H_{\mu}\right] \tag{8.15}
\end{equation*}
$$

$\mathcal{V}(\delta t)$ is an operator satisfying $\|\mathcal{V}(\delta t)\| \leq \chi \delta t^{2}$ and

$$
\begin{equation*}
\chi \equiv \beta+32 \alpha\|H\| . \tag{8.16}
\end{equation*}
$$

We provide the proof of Lemma 10 in Appendix F.4. The essence of Lemma 10 is that the error of the simulation, defined as $V \equiv H_{\text {eff }}-H$, is given by

$$
\begin{equation*}
V=-\frac{i}{2} v_{0} \delta t+\mathcal{O}\left(\chi \delta t^{2}\right) \tag{8.17}
\end{equation*}
$$

and it follows that $\|V\| \leq \frac{1}{2} \alpha \delta t+\chi \delta t^{2}$.
We now consider the effect of protecting the simulation with a set of symmetry transformations $\left\{C_{k}: k=1, \ldots, r\right\}$. Under this symmetry protection, each circuit $S_{\delta t}$ is replaced by

$$
\begin{equation*}
S_{\delta t} \rightarrow C_{k}^{\dagger} S_{\delta t} C_{k}=e^{-i C_{k}^{\dagger} H_{\text {eff }} C_{k} \delta t}=e^{-i\left(H+C_{k}^{\dagger} V C_{k}\right) \delta t} \tag{8.18}
\end{equation*}
$$

where we have used $\left[C_{k}, H\right]=0$ to simplify the expression. The full simulation becomes

$$
\begin{equation*}
\prod_{k=1}^{r} C_{k}^{\dagger} S_{\delta t} C_{k}=\prod_{k=1}^{r} e^{-i\left(H+C_{k}^{\dagger} V C_{k}\right) \delta t} \tag{8.19}
\end{equation*}
$$

In the following analysis, we further assume that the symmetry transformations $C_{k}$ have the form $C_{k}=C_{0}^{k}$, where $C_{0}$ is a symmetry transformation drawn from the symmetry group $\mathcal{S}$ (We extend these results to general symmetry transformations in Appendix F.3.) Let $\left\{e^{-i \phi_{\mu}}: 1 \leq \mu \leq m\right\}$ denote the distinct eigenvalues of $C_{0}$ and

$$
\begin{equation*}
\bar{H}_{\mathrm{eff}}=H+\frac{1}{r} \sum_{k=1}^{r} C_{k}^{\dagger} V C_{k}=H+\bar{V} \tag{8.20}
\end{equation*}
$$

Lemma 11. If $m \geq 2$, we have

$$
\begin{align*}
& \left\|\prod_{k=1}^{r} C_{k}^{\dagger} e^{-i H_{e f f} \delta t} C_{k}-e^{-i \bar{H}_{e f t} t}\right\| \\
& \leq \frac{2 \xi \sqrt{m}(\|H\|+\|V\|)\|V\| t^{2} \log r}{r} \tag{8.21}
\end{align*}
$$

where

$$
\begin{equation*}
\xi \equiv \max _{\mu \neq \nu}\left|\sin \left(\frac{\phi_{\mu}-\phi_{\nu}}{2}\right)\right|^{-1} \tag{8.22}
\end{equation*}
$$

is the inverse spectral gap that depends on the eigenvalues of $C_{0}$.

The proof of Lemma 11 follows from Lemma 37 in Appendix F.2. We note that the bound in Lemma 11 depends on $m$, the number of unique eigenvalues of $C_{0}$, which could
be a constant, e.g. when $C_{0}$ is generated by local symmetries, or depend on the system size, e.g. when $C_{0}$ corresponds to generic rotations generated by global symmetries. We also note that the inverse spectral gap $\xi$ could be large if $C_{0}$ is nearly degenerate and one should take this effect into account when choosing the unitary $C_{0}$.

Lemma 11 says that, up to the error given in Eq. (8.21), the simulation under the symmetry protection is effectively described by $\bar{H}_{\text {eff }}$. In particular, the total error of the Hamiltonian under the symmetry protection is

$$
\begin{align*}
\bar{V} & =\bar{H}_{\text {eff }}-H=\frac{1}{r} \sum_{k=1}^{r} C_{k}^{\dagger} V C_{k}  \tag{8.23}\\
& =\frac{-i}{2} \underbrace{\frac{1}{r} \sum_{k=1}^{r} C_{k}^{\dagger} v_{0} C_{k} \delta t}_{=\overline{v_{0}}}+\underbrace{\frac{1}{r} \sum_{k=1}^{r} C_{k}^{\dagger} \mathcal{V} C_{k}}_{=\overline{\mathcal{V}}} \tag{8.24}
\end{align*}
$$

where we have replaced the expression of $V$ from Lemma 10. Note that $\|\overline{\mathcal{V}}\| \leq\|\mathcal{V}\|$ by the triangle inequality. Using the identity

$$
\begin{equation*}
\left\|e^{-i \bar{H}_{\text {eff }} t}-e^{-i H t}\right\| \leq\left\|\bar{H}_{\text {eff }}-H\right\| t=\|\bar{V}\| t \tag{8.25}
\end{equation*}
$$

we arrive at the following bound on the total error of the simulation.

Theorem 10 (Quantum simulation by symmetry protection). Assuming that $\beta \delta t \leq \alpha$, $2 \alpha \delta t \leq\|H\|$, and $8 \delta t\|H\| \leq 1$, the total error of simulation under the symmetry protec-
tion from $\left\{C_{k}=C_{0}^{k}: C_{0} \in \mathcal{S}, k=1, \ldots, r\right\}$ can be bounded as

$$
\begin{align*}
\varepsilon & \equiv\left\|\prod_{k=1}^{r} C_{k}^{\dagger} S_{\delta t} C_{k}-e^{-i H t}\right\| \\
& \leq\left\|\overline{v_{0}}\right\| \frac{t^{2}}{2 r}+\chi \frac{t^{3}}{r^{2}}+\kappa \frac{t^{3} \log r}{r^{2}} \tag{8.26}
\end{align*}
$$

where

$$
\begin{equation*}
\chi \equiv \beta+32 \alpha\|H\|, \quad \kappa \equiv 48 \xi \sqrt{m} \alpha\|H\|, \tag{8.27}
\end{equation*}
$$

$m$ is the number of distinct eigenvalues of $C_{0}$, and $\xi$ is the inverse spectral gap defined in Eq. (8.22).

The proof of Theorem 10 follows immediately from Lemma 11 and Eq. (8.25) [See Appendix F. 5 for the detailed calculations]. The key feature of Theorem 10 is that, to the lowest-order in $\frac{t}{r}$, the error scales with $\left\|\overline{v_{0}}\right\|$ instead of $\left\|v_{0}\right\|$. Since

$$
\begin{equation*}
\left\|\overline{v_{0}}\right\|=\left\|\frac{1}{r} \sum_{k=1}^{r} C_{k}^{\dagger} v_{0} C_{k}\right\| \tag{8.28}
\end{equation*}
$$

is generally smaller than $\left\|v_{0}\right\|$ when $\left[C_{k}, v_{0}\right] \neq 0$, we expect a smaller simulation error under the symmetry protection.

For demonstration, we consider the simulation of a Hamiltonian $H$ that is a sum of nearest-neighbor interactions on $n$ particles. It is straightforward to verify that for this Hamiltonian, $\|H\|=\mathcal{O}(n),\left\|v_{0}\right\| \leq \alpha=\mathcal{O}(n), \beta=\mathcal{O}(n)$, and $\chi=\mathcal{O}\left(n^{2}\right)$. We will also assume that the number of distinct eigenvalues of the $C_{0}$ is $m=\mathcal{O}(1)$ (corresponding
to local symmetries or highly degenerate transformations) which results in $\kappa=\mathcal{O}\left(n^{2}\right)$. We will estimate the required number of steps $r$-a good proxy for the gate count ${ }^{1}$-for simulations with and without the symmetry protection.

The first scenario corresponds to an unprotected simulation, where $\overline{v_{0}}=v_{0}$. The total error then scales as

$$
\begin{equation*}
\varepsilon=\mathcal{O}\left(\frac{n t^{2}}{r}\right)+\mathcal{O}\left(\frac{n^{2} t^{3} \log r}{r^{2}}\right) \tag{8.29}
\end{equation*}
$$

To meet a fixed error tolerance $\varepsilon$, we would have to choose the number of steps $r=$ $\Theta\left(n t^{2} / \varepsilon\right)$.

On the other hand, with symmetry protection, we later show that it is sometimes possible to make $\overline{v_{0}}$ vanish completely, making the higher order terms the dominant contribution to the total error [See Eq. (8.38) for an example]. For nearest-neighbor interactions, the total error is now

$$
\begin{equation*}
\varepsilon=\mathcal{O}\left(\frac{n^{2} t^{3} \log r}{r^{2}}\right) \tag{8.30}
\end{equation*}
$$

which decreases quadratically with $r$. As a result, we only need

$$
\begin{equation*}
r=\tilde{\Theta}\left(\frac{n t^{3 / 2}}{\sqrt{\varepsilon}}\right) \tag{8.31}
\end{equation*}
$$

where $\tilde{\Theta}(\cdot)$ is $\Theta(\cdot)$ up to a logarithmic correction. Note that this choice of $r$ also satisfies

[^9]the conditions in Theorem 10 when $t / \varepsilon>1$. Compared to the unprotected simulation, the symmetry protection results in a factor of $\sqrt{t / \varepsilon}$ improvement in the required number of steps. At $\varepsilon=0.01$, the improvement in the scaling with $\varepsilon$ alone would result in about a factor of ten reduction in the gate count of the simulation.

Finally, we consider a scenario where $\left\|\overline{v_{0}}\right\| \propto\left\|v_{0}\right\| / r^{\gamma}$ for some $\gamma \in(0,1)$. We provide an example of such a scaling in Sec. 8.3.1.1, where drawing the unitary transformations $C_{k}$ randomly from the symmetry group results in a scaling with $\gamma=0.5$. This scaling of $\left\|\overline{v_{0}}\right\|$ results in the total error

$$
\begin{equation*}
\varepsilon=\mathcal{O}\left(\frac{n t^{2}}{r^{1+\gamma}}\right)+\mathcal{O}\left(\frac{n^{2} t^{3} \log r}{r^{2}}\right) \tag{8.32}
\end{equation*}
$$

Hence, we require

$$
r=\max \left\{\Theta\left(\left(\frac{n t^{2}}{\varepsilon}\right)^{\frac{1}{1+\gamma}}\right), \tilde{\Theta}\left(\frac{n t^{3 / 2}}{\sqrt{\varepsilon}}\right)\right\}
$$

which is again better than the unprotected simulation by a factor of $\min \left\{\left(n t^{2} / \varepsilon\right)^{\gamma /(1+\gamma)}, \sqrt{t / \varepsilon}\right\}$.
We recall that in deriving Theorem 10, we have assumed that the symmetry transformations have the form $C_{k}=C_{0}^{k}$ for some $C_{0}$. We derive in Appendix F. 3 a different bound for the general case where each $C_{k}$ may be chosen independently. This general bound, while appearing more complicated, holds the same key feature to the bound in Theorem 10: the total error, to the lowest-order, scales with an averaged version of $v_{0}$ (under the symmetry transformations) instead of scaling with $\left\|v_{0}\right\|$.

### 8.3 Applications

In this section, we apply the symmetry protection technique to the simulation of the Heisenberg model (Sec. 8.3.1) and lattice field theories (Sec. 8.3.2). In both cases, we show that the symmetry protection results in a significant error reduction and thereby gives faster quantum simulation.

In particular, we use the simulation of the homogeneous Heisenberg model in Sec. 8.3.1.1 to demonstrate the improvement on the total error scaling as a function of the number of steps $r$ when the simulation is protected by a random set of unitary transformations and by an optimally chosen set. In Sec. 8.3.1.2, we estimate the required number of Trotter steps as a proxy for the gate count in simulating an instance of the Heisenberg model, commonly found in the studies of the many-body localization phenomenon. Finally, in Sec. 8.3.2, we consider the probability of the state leaking to unphysical subspaces in the digital simulation of the Schwinger model and show that the symmetry protection from the local gauge symmetries can suppress this leakage by a few orders of magnitude.

### 8.3.1 Heisenberg Interactions

In this section, we use the symmetries in the Heisenberg model to protect its simulation using the first-order Trotterization. A Heisenberg model of $n$ spins can be described
by the Hamiltonian

$$
\begin{align*}
H=\sum_{i=1}^{n-1} \sum_{j=i+1}^{n}\left(J_{i j}^{(x)} X_{i} X_{j}+J_{i j}^{(y)} Y_{i} Y_{j}\right. & \left.+J_{i j}^{(z)} Z_{i} Z_{j}\right) \\
& +\sum_{i=1}^{n} h_{i} Z_{i} \tag{8.33}
\end{align*}
$$

where $X_{i}, Y_{i}, Z_{i}$ are the Pauli matrices acting on site $i$, $J_{i j}^{(x, y, z)}$ represent the interaction strengths between the spins, and $h_{i}$ correspond to the strengths at site $i$ of an external magnetic field pointing in the $z$ direction. The Heisenberg model provides a good description for the behavior of magnetic materials in the presence of external magnetic fields. Depending on several factors, including the signs of the interactions and the dimensions of the system, the Heisenberg model may undergo a quantum phase transition as we increase the strength of the external magnetic field. Several important instances of the Heisenberg model includes the homogeneous Heisenberg model $\left(J^{(x)}=J^{(y)}=J^{(z)}\right.$ ), the XXZ model $\left(J^{(x)}=J^{(y)}\right)$ with local disorder, and the Ising model $\left(J^{(y)}=J^{(z)}=0\right)$. In the following subsections, we will consider two pedagogical instances of Eq. (8.33) with $\mathrm{SU}(2)$ and $\mathrm{U}(1)$ symmetries respectively and demonstrate how the symmetry protection helps reduce the error in simulating the dynamics of these systems even as they move across critical points.

### 8.3.1.1 Homogeneous, Random Heisenberg Interactions

We first consider a pedagogical toy model where interactions in Eq. (8.33) are homogeneous, i.e. $J_{i j}^{(x)}=J_{i j}^{(y)}=J_{i j}^{(z)}=J_{i j}$ for all $1 \leq i<j \leq n$, but each $J_{i j}$ is chosen
independently at random between $[-1,1]$. In addition, we assume that $h_{i}=0 \forall$ i, i.e. there is no external magnetic field. In this case, Eq. (8.33) simplifies to

$$
\begin{align*}
H & =\underbrace{\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} J_{i j} X_{i} X_{j}}_{\equiv H_{X}}+\underbrace{\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} J_{i j} Y_{i} Y_{j}}_{\equiv H_{Y}} \\
& +\underbrace{\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} J_{i j} Z_{i} Z_{j}}_{\equiv H_{Z}} . \tag{8.34}
\end{align*}
$$

The combination of homogeneous interactions and no external magnetic field make Eq. (8.34) invariant under $\mathcal{S}=\left\{W^{\otimes n}: W \in \mathrm{SU}(2)\right\}$, which contains unitaries that—in the Bloch sphere-simultaneously rotate each spin by the same angle.

To simulate the evolution $U_{t}$ under Eq. (8.34), we could use the first-order Trotterization to approximate

$$
\begin{equation*}
U_{t}=\left(e^{-i H \delta t}\right)^{r} \approx\left(e^{-i H_{X} \delta t} e^{-i H_{Y} \delta t} e^{-i H_{Z} \delta t}\right)^{r} \tag{8.35}
\end{equation*}
$$

by a product of evolutions of individual terms of the Hamiltonian. The number of Trotter steps $r$ and the time step $\delta t=t / r$ determine the error of the simulation. We refer to this approach as the raw Trotterization. To protect this simulation, we insert unitaries drawn from the symmetry group $\mathcal{S}$ in between the Trotter steps, resulting in the simulation

$$
\begin{equation*}
U_{t}=\left(e^{-i H \delta t}\right)^{r} \approx \prod_{k=1}^{r} C_{k}^{\dagger} e^{-i H_{X} \delta t} e^{-i H_{Y} \delta t} e^{-i H_{Z} \delta t} C_{k} \tag{8.36}
\end{equation*}
$$

where $\left\{C_{1}, \ldots, C_{r}\right\} \equiv \mathcal{C}$ is a subset of the symmetry group $\mathcal{S}$. Recall that the total error


Figure 8.3: The total error in simulating the Hamiltonian Eq. (8.34) at $n=4$ for a fixed evolution time $t=1$ as a function of the Trotter number $r$ using four different schemes: the raw first-order Trotterization ("Raw"), the first-order Trotterization protected by a random set symmetry transformation ("SP-Rand"), the first-order Trotterization protected by the optimal set in Eq. (8.38) ("SP-Det"), and the random-ordering scheme in Ref. [163] ("Random Ordering"). We indicate the scalings obtained from power-law fits to the right of the plot. We repeat the simulation 100 times, each with a different set of randomly generated interactions $J_{i j}$. The dots correspond to the median of the errors at each value of $r$ and the bars represent the corresponding $25 \%-75 \%$ percentiles regions.
of this symmetry-protected simulation is given by Theorem 10, with the lowest-order error being

$$
\begin{equation*}
\frac{t^{2}}{2 r}\left\|\overline{v_{0}}\right\|=\frac{t^{2}}{2 r}\left\|\sum_{k=1}^{r} C_{k}^{\dagger} v_{0} C_{k}\right\|, \tag{8.37}
\end{equation*}
$$

where $v_{0}=\left[H_{Y}, H_{X}\right]+\left[H_{Z}, H_{X}\right]+\left[H_{Z}, H_{Y}\right]$ comes from the leading contribution to the error in one Trotter step. Different choices of the set $\mathcal{C}$ lead to different total error of the simulation.

For minimal calculational overhead, we could choose each $C_{k}$ independently and uniformly at random from $S$ (i.e. $C_{k}=W_{k}^{\otimes n}$ where $W_{k}$ is a Haar random unitary on
the single-qubit Bloch sphere.) The sum in Eq. (8.37) is then the sum of $v_{0}$, each rotated under a random unitary. This is analogous to the total error being a random walker that, in each time step, "walks" a distance $\left\|v_{0}\right\|$ in a random direction (See Fig. 8.2). From this analogy, we then expect $\left\|\overline{v_{0}}\right\| \propto\left\|v_{0}\right\| / \sqrt{r}$ (to the lowest-order). Therefore, we expect the total error of this scheme to decrease with $r$ as $\mathcal{O}\left(r^{-3 / 2}\right)$ (at fixed total time $t$ ).

While randomly choosing the unitary transformation set $\mathcal{C}$ requires little to no knowledge about the error operator $v_{0}$, one can expect that this choice of $\mathcal{C}$ is not optimal. Indeed, by further exploiting the structure of $v_{0}$, we can construct a set of transformations $\mathcal{C}$ that makes Eq. (8.37) vanishes entirely. One such choice is $C_{k}=C_{0}^{k}$ for $k=1, \ldots, r$, where

$$
\begin{equation*}
C_{0}=U_{H}^{\otimes n} \tag{8.38}
\end{equation*}
$$

and $U_{H}$ is the single-qubit Hadamard matrix. Alternatively, we could also write

$$
C_{k}=\left\{\begin{array}{ll}
\mathbb{I} & \text { if } k \equiv 0  \tag{8.39}\\
\bmod 2 \\
U_{H}^{\otimes n} & \text { if } k \equiv 1
\end{array} \quad \bmod 2, ~ \$\right.
$$

for $k=1, \ldots, r$. Since the Hadamard matrix switches $X \leftrightarrow Z$ and $Y \leftrightarrow-Y$, it is straightforward to verify that Eq. (8.37) vanishes for all even values of $r$. Therefore, the total error of the simulation is given by the next lowest order in Theorem 10, which scales with $r$ as $\mathcal{O}\left(1 / r^{2}\right)$.

In Fig. 8.3, we plot the total error of the simulation at $n=4, t=1$ as a function of
the Trotter number $r$ for the three aforementioned scenarios: the first-order Trotterization without symmetry protection ("Raw"), with symmetry protection from a randomly cho$\operatorname{sen} \mathcal{C}$ ("SP-Rand"), and with symmetry protection from the optimal set $\mathcal{C}$ ("SP-Det"). The scalings of the errors as functions of $r$ agree remarkably well with our above prediction. In addition, we also compute the total error using the randomized simulation scheme in Ref. [163], which decreases the Trotter error by randomizing the ordering of the Hamiltonian terms in between Trotter steps. Our numerics shows that this scheme performs similarly to the simulation protected by random symmetry transformations, which are both outperformed by the optimal symmetry protection scheme.

### 8.3.1.2 Many-Body Localization

The homogeneous Heisenberg interactions without external fields considered in the previous section provides a good testbed for benchmarking the symmetry protection technique. In this section, we consider a more physically relevant instance of the Heisenberg model:

$$
\begin{equation*}
H=\sum_{i=1}^{n} \vec{\sigma}_{i} \cdot \vec{\sigma}_{i+1}+\sum_{i=1}^{n} h_{i} Z_{i} \tag{8.40}
\end{equation*}
$$

where we again assume homogeneity for the coupling strengths, but $J_{i j}=1$ only when $i, j$ are nearest neighbors and $J_{i j}=0$ otherwise. We also adopt the periodic boundary condition and identify the $(n+1)$ th qubit as the first qubit. In addition, we add an external magnetic field with the field strength $h_{i}$, each chosen randomly between $[-h, h]$. This model describes homogeneous Heisenberg interactions with a tunable local disor-
der strength $h$. At low disorder $h$, the system evolved under Eq. (8.40) thermalizes in the long-time limit, in agreement with the Eigenstate Thermalization Hypothesis (ETH). However, as $h$ increases, the system transitions to a many-body localized (MBL) phase where it no longer thermalizes (See [173] for a review of the many-body localization phenomenon.)

To simulate the dynamics of $H$, we again divide the terms of $H$ into groups of mutually commuting terms:

$$
\begin{equation*}
H=\underbrace{\sum_{i=1}^{n} X_{i} X_{i+1}}_{\equiv H_{X}}+\underbrace{\sum_{i=1}^{n} Y_{i} Y_{i+1}}_{\equiv H_{Y}}+\underbrace{\sum_{i=1}^{n} Z_{i} Z_{i+1}+\sum_{i=1}^{n} h_{i} Z_{i}}_{\equiv H_{Z}}, \tag{8.41}
\end{equation*}
$$

and use the first-order Trotterization similarly to Eq. (8.35). To symmetry-protect this simulation, we note that the field term breaks the $\mathrm{SU}(2)$ symmetry of the Heisenberg interactions, leaving the system invariant under a $\mathrm{U}(1)$ symmetry only. The symmetry group $\mathcal{S}=\left\{[\exp (-i \phi Z)]^{\otimes n}: \phi \in[0,2 \pi)\right\}$ is generated by the total spin components along the $z$ axis $S_{z} \equiv \sum_{i=1}^{n} Z_{i}$.

While selecting the unitary transformations $C_{k}$ from this $\mathrm{U}(1)$ symmetry is no longer sufficient to completely eliminate the lowest-order error-as we have done in the previous section-we can still expect significantly reduction of the total error due to the symmetry protection and thus a lower gate count for the simulation. In Fig. 8.4, we plot the number of Trotter steps $r$ in simulating the dynamics of Eq. (8.40) for time $t=n$ at different values of the disorder $h$ that correspond to the ETH and the MBL phases. The required numbers of steps are computed at each $n$ by binary searching for the minimum $r$
such that the total error of the simulation does not exceed $\varepsilon=0.01$. Figure 8.4 shows that protecting the simulation with the $U(1)$ symmetry results in several times reduction in the number of Trotter steps for all values of $n$. In addition, the Trotter number under symmetry protection also appears to scale better with the system size than in the raw simulation, suggesting an even greater advantage from the symmetry protection for simulating larger systems.

Out of curiosity, we study how the symmetry protection performs as the Hamiltonian moves across the ETH-MBL phase transition. In Fig. 8.5, we plot the required number of steps $r$ in simulating the Hamiltonian of $n=8$ qubits for time $t=n$ and error tolerance $\varepsilon=0.01$ as we tune the Hamiltonian from the ETH to the MBL phase [174]. The improvement due to the symmetry protection appears to be unaffected by the phase transition, suggesting that the symmetry protection technique can be useful for future numerical and experimental studies of the transition.

### 8.3.2 Simulation of Lattice Gauge Field Theories

Quantum field theories provide another key target for quantum simulation [175]. In particular, the quantum simulation of real-time Hamiltonian dynamics, for example scattering processes [176], has attracted much attention. An important class of field theories are models with local gauge symmetry, including quantum electrodynamics, chromodynamics, and the Standard Model of particle physics in addition to many condensed matter systems. Substantial effort has gone into the study of analog [177, 178, 179] and digital [180, 181, 182, 183, 184] quantum simulation of these models.

In a gauge theory, the system is invariant under a symmetry group which acts separately at each point in space and time (see eg. [185] for a review, as well as the lattice Hamiltonian formulation, of these models). This symmetry is fundamentally a redundancy of our description of the physics which we have introduced to give a local description. The Hilbert space $\mathcal{H}$ we use to describe the system contains a subspace $\mathcal{H}_{\text {phys }}$ of the physical states, those annihilated by the gauge constraints. For example, in electrodynamics, we have the charge and gauge field degrees of freedom, and the physical states are those annihilated by the Gauss law constraint $\mathcal{G}=\nabla \cdot \mathbf{E}-\rho$, where $\mathbf{E}$ is the electric field operator and $\rho$ is the charge density operator. There are many states in the full Hilbert space $\mathcal{H}$ which do not live in the kernel of $\mathcal{G}$, and these states are not allowed in nature. Although one can in principle work with a description strictly within the physical Hilbert space, it is in general computationally difficult to do the reduction. More importantly, this description would necessarily have a highly spatially non-local set of interactions, a major drawback in practice.

Thus in the simulation of a gauge theory we are faced with a fundamental source of possible errors: what if our dynamics takes us away from the physical Hilbert space? Although the exact Hamiltonian commutes with the gauge constraints, and thus leaves the physical space invariant, an approximate (for example, Trotterized) version of the Hamiltonian may induce leakage into the unphysical space [172, 184]. In this section, we apply the symmetry protection technique and use the gauge symmetry itself to protect the simulation against this undesirable leakage.

Explicitly, we consider the one-dimensional Schwinger model [183, 184, 186, 187, 188, 189] consisting of $n$ sites and $n-1$ nearest-neighbor links between the sites. We
use the formalism outlined in Ref. [184]. The Hamiltonian $H=H_{0}+H_{1}$ consists of two terms:

$$
\begin{align*}
H_{0}= & \sum_{i=1}^{n-1} F_{i}^{2}-\frac{\mu}{2} \sum_{i=1}^{n}(-1)^{i} Z_{i}  \tag{8.42}\\
H_{1}= & x \sum_{i=1}^{n-1}\left[\frac{1}{4}\left(U_{i}+U_{i}^{\dagger}\right)\left(X_{i} X_{i+1}+Y_{i} Y_{i+1}\right)\right. \\
& \left.+\frac{i}{4}\left(U_{i}-U_{i}^{\dagger}\right)\left(X_{i} Y_{i+1}-Y_{i} X_{i+1}\right)\right] \tag{8.43}
\end{align*}
$$

where

$$
\begin{align*}
F_{i} & =\sum_{j=-\Lambda}^{\Lambda-1} j|j\rangle_{i}\left\langle\left. j\right|_{i}\right.  \tag{8.44}\\
U_{i} & =\sum_{j=-\Lambda}^{\Lambda-2}|j+1\rangle_{i}\left\langle\left. j\right|_{i}+\mid-\Lambda\right\rangle_{i}\left\langle\Lambda-\left.1\right|_{i}\right. \tag{8.45}
\end{align*}
$$

and $\mu, x$ are positive constants. Here, $H_{0}$ describes the on-site and on-link terms, $H_{1}$ describes the site-link interaction, and $F_{i}$ is the electromagnetic field operator for the link that connects the $i$ th and $(i+1)$ th particles. We note that while the second term in Eq. (8.42) sometimes appears in the literature without the minus sign (see for example Ref. [183]), this discrepancy is the result of different conventions for mapping between fermions and spins and does not have any physical consequences. In a simulation, we have to put a cutoff $\Lambda$ specifying the maximum excitation number for the bosonic degree of freedom on a given link.

The Hamiltonian is subjected to local symmetries generated by the gauge operators:

$$
\begin{equation*}
\mathcal{G}_{i}=F_{i}-F_{i-1}-Q_{i}, \tag{8.46}
\end{equation*}
$$

where $Q_{i}=\frac{1}{2}\left[-Z_{i}+(-1)^{i}\right]$ counts the electric charge at site $i$. In particular, only states $|\psi\rangle$ that satisfy $\mathcal{G}_{i}=0$ for all $i$ are considered physical.

The physical states form a subspace $\mathcal{H}_{\text {phys }}$ which can be constructed from the kernels of the gauge operators:

$$
\begin{equation*}
\mathcal{H}_{\text {phys }} \equiv \bigcap_{i} \operatorname{Ker}\left(\mathcal{G}_{i}\right), \tag{8.47}
\end{equation*}
$$

where $\operatorname{Ker}\left(\mathcal{G}_{i}\right)=\left\{|\phi\rangle: \mathcal{G}_{i}|\phi\rangle=0\right\}$ is the kernel of $\mathcal{G}_{i}$.
Due to various errors, an initially physical state may leak to unphysical subspace during the simulation. Formally, we define the leakage of a state $|\psi(t)\rangle$ at time $t$ as

$$
\begin{equation*}
\left.1-\left|\langle\psi(t)| \Pi_{0}\right| \psi(t)\right\rangle \mid, \tag{8.48}
\end{equation*}
$$

where $\Pi_{0}$ is the projector onto the physical subspace $\mathcal{H}_{\text {phys }}$.
To simulate $e^{-i H \delta t}$ for a small time $\delta t$, we first decompose it into $e^{-i H_{0} \delta t} e^{-i H_{1} \delta t}$ using the first order Trotterization. Since both $H_{0}, H_{1}$ commute with $\mathcal{G}_{i}$, this decomposition respects the gauge symmetries and does not result in leakage from the physical subspace. However, to simulate the evolution under $H_{1}$, we need to further decompose it
into elementary quantum gates. For that, we follow the steps in Ref. [184] and write

$$
\begin{equation*}
U_{i}+U_{i}^{\dagger}=A_{i}+\tilde{A}_{i} \tag{8.49}
\end{equation*}
$$

where $A_{i}=\mathbb{I} \otimes \cdots \otimes \mathbb{I} \otimes X$ and $\tilde{A}_{i}=U_{i}^{\dagger} A_{i} U_{i}$. Similarly,

$$
\begin{equation*}
i\left(U_{i}-U_{i}^{\dagger}\right)=B_{i}+\tilde{B}_{i}, \tag{8.50}
\end{equation*}
$$

where $B_{i}=\mathbb{I} \otimes \cdots \otimes \mathbb{I} \otimes Y$ and $\tilde{B}_{i}=U_{i}^{\dagger} B_{i} U_{i}$. This representation allows us to decompose the evolution

$$
\begin{align*}
e^{-i H_{0} \delta t} e^{-i H_{1} \delta t} & \approx S_{\delta t} \equiv e^{-i H_{0} \delta t} \\
& \cdot \prod_{i} e^{-\frac{1}{4} i x \delta t A_{i} X_{i} X_{i+1}} e^{-\frac{1}{4} i x \delta t \tilde{A}_{i} X_{i} X_{i+1}} \\
& \cdot e^{-\frac{1}{4} i x \delta t A_{i} Y_{i} Y_{i+1}} e^{-\frac{1}{4} i x \delta t \tilde{A}_{i} Y_{i} Y_{i+1}} \\
& \cdot e^{-\frac{1}{4} i x \delta t B_{i} X_{i} Y_{i+1}} e^{-\frac{1}{4} i x \delta t \tilde{B}_{i} X_{i} Y_{i+1}} \\
& \cdot e^{+\frac{1}{4} i x \delta t B_{i} Y_{i} X_{i+1}} e^{+\frac{1}{4} i x \delta t \tilde{B}_{i} Y_{i} X_{i+1}} \tag{8.51}
\end{align*}
$$

into a product of three-qubit gates that can be readily implemented on quantum computers [184]. Note that the cost of simulating $e^{-\frac{1}{4} i x t \tilde{A}_{i} X_{i} X_{i+1}}$ is that of approximating $e^{-\frac{1}{4} i x t A_{i} X_{i} X_{i+1}}$, plus the cost of implementing $U_{i}, U_{i}^{\dagger}$ :

$$
\begin{equation*}
e^{-\frac{1}{4} i x \delta t \tilde{A}_{i} X_{i} X_{i+1}}=U_{i}^{\dagger} e^{-\frac{1}{4} i x \delta t A_{i} X_{i} X_{i+1}} U_{i} \tag{8.52}
\end{equation*}
$$

The entire raw first-order Trotterization simulation of $e^{-i H t}$ becomes

$$
\begin{equation*}
e^{-i H t} \approx S_{\delta t}^{r} \tag{8.53}
\end{equation*}
$$

Similarly to the Heisenberg model, we could protect this simulation by interweaving the Trotter steps with symmetry transformations of the system:

$$
\begin{equation*}
e^{-i H t} \approx \prod_{k=1}^{r} C_{k}^{\dagger} S_{\delta t} C_{k} \tag{8.54}
\end{equation*}
$$

where $C_{k}$ are generated by the gauge operators in Eq. (8.46). Specifically, we choose

$$
\begin{equation*}
C_{k}=\prod_{i=1}^{n} \exp \left(-i \phi_{k, i} \mathcal{G}_{i}\right) \tag{8.55}
\end{equation*}
$$

for some angles $\phi_{k, i}$.
Since we truncate the spectrum of each bosonic link to $[-\Lambda+1, \Lambda]$, the transformations $C_{k}$ in general commute with the Hamiltonian of the system only if we choose $\phi_{k, i}=m_{k, i} \pi / \Lambda$, where $m_{k, i}$ are integers. These transformations effectively form a $\mathbb{Z}_{2 \Lambda}$ symmetry of the truncated Hamiltonian [190, 191]. However, the $\mathrm{U}(1)$ symmetry can be recovered by assuming a vanishing background field and choosing a large enough cutoff level $\Lambda$ such that, in the physical subspace, the bosonic links never "see" the cutoff. More rigorously, if $\Lambda>n / 2+1$, the transformations $C_{k}$ commute with $\Pi_{0} H \Pi_{0}$, where $\Pi_{0}$ is the projection onto the physical subspace $\mathcal{H}_{\text {phys }}$, for all angles $\phi_{k, i} \in[0,2 \pi)$.

In Fig. 8.6, we plot the leakage outside the physical subspace due to the Trotter error during simulations with and without symmetry protection. Specifically, we simulate the
evolution of the ground state of the Schwinger model with 4 sites and 3 links at $x=0.6$, $\mu=0.1, \delta t=0.01$, and $\Lambda=4$. This choice of $\Lambda$ ensures that the Hamiltonian has a $\mathbb{Z}_{8}$ symmetry in general and a $U(1)$ symmetry when restricted to the physical subspace. We consider two choices of the angles $\phi_{k, i}: \phi_{k, i}=k \phi_{1, i}$ ("Uniform"), for some randomly chosen $\phi_{1, i}$, and $\phi_{k, i}$ chosen independently at random for each $k$ ("Random"). We repeat the simulation 100 times, each with a different choice of the angles.

Figure 8.6 shows that the symmetry protection can reduce the leakage to the unphysical subspace by several orders of magnitude compared to a raw simulation. While the leakage builds up in a raw simulation, the uniform choice of the transformations from the $U(1)$ symmetry results in bounded leakage during the entire simulation. This feature resembles the optimal symmetry protection discussed in Sec. 8.3.1.1 for the Heisenberg models, where the symmetry protection suppresses the simulation error nearly completely. Different choices of the symmetry transformations also affect performance of the scheme differently. While the random choices of transformations from $\mathbb{Z}_{8}$ and $U(1)$ have the same effect on the leakage, the uniform choice of transformations from $\mathbb{Z}_{8}$ performs significantly worse than the $\mathrm{U}(1)$ counterpart. This discrepancy is likely because we have only eight choices for the $\mathbb{Z}_{8}$ symmetry transformations, whereas with the $\mathrm{U}(1)$ symmetry the number of choices is theoretically infinite. Effectively, the symmetry group $\mathbb{Z}_{8}$ has less freedom and, therefore, is less effective in averaging out the simulation error than $\mathrm{U}(1)$.

While our analysis in Sec. 8.2 focuses on the application to the first-order Trotterization algorithm, it is clear from the analysis that the symmetry protection will suppress any simulation errors that violate the symmetries of the system, including errors
from more advanced algorithms. To support this claim, we provide in Fig. 8.7 numerical evidence of the symmetry protection suppressing the leakage to unphysical subspace in simulating the Schwinger model using the second-order Suzuki-Trotter formula, the fourth-order Suzuki-Trotter formula [160], and a multi-product formula implemented via a linear combination of unitaries [161].

Given a Hamiltonian $H=\sum_{\nu=1}^{L} H_{\nu}$ being a sum of $L$ terms, the second-order Suzuki-Trotter formula simulate the time evolution $e^{-i H \delta t}$ by

$$
\begin{equation*}
P_{2}(\delta t)=\prod_{\nu=1}^{L} e^{-i H_{\nu} \frac{\delta t}{2}} \cdot \prod_{\nu=L}^{1} e^{-i H_{\nu} \frac{\delta t}{2}} \tag{8.56}
\end{equation*}
$$

which is correct up to an $\mathcal{O}\left(\delta t^{3}\right)$ error. The formula can be generalized to any even order $p \geq 2$ through a recursive construction [160]:

$$
\begin{equation*}
P_{p}(\delta t)=P_{p-2}\left(\kappa_{p} \delta t\right)^{2} P_{p-2}\left(\left(1-4 \kappa_{p}\right) \delta t\right) P_{p-2}\left(\kappa_{p} \delta t\right)^{2} \tag{8.57}
\end{equation*}
$$

where $\kappa_{p}=1 /\left(4-4^{1 / p}\right)$. The $p$ th-order formula approximates $e^{-i H \delta t}$ up to an error $\mathcal{O}\left(\delta t^{p+1}\right)$. Given a small $\delta t$, the formulas can be made arbitrarily accurate by increasing $p$ at the cost of increasing the gate count exponentially with $p$.

In contrast, multi-product formulas [192] enable the construction of any $p$ th-order approximations using only poly $(p)$ quantum gates by approximating the time evolution by sums of product formulas. Asymptotically, the gate counts of the multi-product formulas have polylogarithmic dependence on the inverse of the error tolerance. Therefore, when used as a subroutine in the Lieb-Robinson-bound-based algorithm [76], the multi-product
formulas also result in asymptotically optimal gate counts, up to polylogarithmic corrections, in simulating geometrically local systems. Because a sum of product formulas is generally not unitary, it must be implemented using techniques such as linear combinations of unitaries (LCU) [161], which encodes the multi-product formula into a unitary acting in a larger Hilbert space. Here, we will simulate the Schwinger model using a multi-product formula constructed by Childs and Wiebe [161]:

$$
\begin{equation*}
M(\delta t)=\frac{16}{15} P_{2}(\delta t / 4)^{4}-\frac{1}{15} P_{2}(\delta t) \tag{8.58}
\end{equation*}
$$

which is a linear combination of two second-order product formulas.

Figure 8.7 plots the leakage to the unphysical subspace during the simulation at $n=4, x=0.6, \mu=0.1, \delta t=0.01$, and $\Lambda=4$ using the second-order Suzuki-Trotter formula, the fourth-order Suzuki-Trotter formula, and the multi-product formula [Eq. (8.58)] with and and without symmetry protection. We implement the multi-product formula using LCU and an additional ancillary qubit. For the considered algorithms, the numerics show similar features to Fig. 8.6, where the symmetry protection suppresses the leakage by several orders of magnitude and, in particular, the uniform choice of transformations results in bounded errors throughout the simulation. The figure therefore demonstrates the generality of our approach in protecting digital quantum simulations against errors that violate symmetries of the target system. We note that the dips in the leakage of the raw simulations are likely due to the small system size considered in the simulations.

### 8.4 Additional Protection Against Experimental Errors

So far, we have demonstrated that symmetries in quantum systems can be used to suppress the simulation error of the Trotterization algorithm. In this section, we discuss how the technique may also protect the simulation against other types of error, including the experimental errors that may arise in the implementation of Trotterization.

In our earlier derivation, we show that the lowest-order contribution to the total error is

$$
\begin{equation*}
\left\|\bar{v}_{0}\right\|=\frac{1}{r}\left\|\sum_{k=1}^{r} C_{k}^{\dagger} v_{0} C_{k}\right\| \tag{8.59}
\end{equation*}
$$

where $v_{0}$ is the lowest-order error from the simulation algorithm. This derivation applies equally well for the case when the error $v_{0}$ comes from sources other than the approximations in the simulation algorithms.

However, in our analysis, we require that $v_{0}$ remains the same for different steps of the simulation. In other words, the error $v_{0}$ for different Trotter steps are correlated in time. In particular, an error with temporal correlation lengths being longer than the time step $\delta t$ would enable us to choose the symmetry transformations such that the errors from several consecutive steps interfere destructively. Therefore, we expect the symmetry protection technique to help reduce low-frequency noises, such as the $1 / f$ noise typically found in solid-state qubit systems.

We provide numerical evidence for this argument by adding temporally correlated errors to the simulation of the Schwinger model. Specifically, after each step $k$ of the
simulation, we apply single-qubit rotations $\exp \left(-i \eta \vec{\sigma} \cdot \hat{n}_{k}\right)$ on the system, where $\eta=$ 0.01 is a small angle, around a random axis $\hat{n}_{k}$. These rotations mimic the effect of a depolarizing channel and violate the gauge symmetries, resulting in the state leaking to the unphysical subspace. To impart temporal correlations into this noise model, we choose the random unit vectors $\hat{n}_{k}$ again only after every $\lambda$ consecutive Trotter steps. The parameter $\lambda$ therefore plays the role of the correlation length of the noise.

In Fig. 8.8, we plot the probability that the state leaks to unphysical subspace (due to the simulation error) as a function of time for several values of the correlation length $\lambda$. To study the effect of the symmetry protection technique on the added experimental noise, we use the fourth-order Trotterization in the simulation to suppress the algorithm error, making the added noise the main contributor to the leakage observed in Fig. 8.8. As expected, at $\lambda=1$, the experimental error varies too fast between Trotter steps and is immune against the symmetry protection technique. However, the technique begins to suppress the experimental error as soon as the noise becomes temporally correlated ( $\lambda>1$ ) and becomes more effective as the correlation length $\lambda$ increases. Even at $\lambda=4$, we have managed to reduce error by about an of magnitude.

### 8.5 Discussion

In this chapter, we propose a general technique to suppress the error of quantum simulation using the symmetries available in quantum systems, ultimately resulting in faster digital quantum simulation. We have analyzed the technique when applied to the Trotterization algorithm and derived bounds on the total error of the simulation under
symmetry protection. The bound provides insights for choosing the set of unitary transformations that optimally suppress the simulation error. We then benchmarked the technique in simulating the Heisenberg model and lattice field theories. Both examples showed that the symmetry protection results in significant reduction in the total error, and thus the gate count, of the simulation. Finally, we argue that the technique can also protect digital quantum simulation against temporally correlated noise in experiments.

Lastly, we would like to note that, although our analysis focuses on digital quantum simulation, we expect the symmetry protection technique to apply equally well for analog quantum simulation and classical simulation of the dynamics of quantum systems.


Figure 8.4: The number of Trotter steps required for the simulation of $n$ qubits evolved under Eq. (8.40) for time $t=n$ to meet a fixed error tolerance $\varepsilon=0.01$. We compare this Trotter number of a simulation without any symmetry protection ("Raw", blue) and a simulation with random symmetry protection ("SP", orange) at $h=2$ (left panel) and $h=8$ (right panel), which correspond to the system being in the ETH and the MBL respectively. The dashed lines are the linear fits of the data in the log-log scale. The simulation is repeated 100 times with different instance of the disorder $h_{i}$. The dots represent the median of the Trotter number at each $n$ and the error bars correspond to the $25 \%-75 \%$ percentile region. The numerics show that symmetry protecting the simulation reduces the number of Trotter steps, and hence the gate count, by about 2 to 4 times in both the ETH and the MBL phases.


Figure 8.5: The required number of Trotter steps in simulating the Hamiltonian Eq. (8.40) of $n=8$ qubits for time $t=n$ as a function of the disorder strength in an unprotected simulation ("Raw", blue) and in a symmetry-protected simulation ("SP", orange). Each dot represents the median Trotter number over 100 different instances of the random fields. The bars correspond to the $25 \%-75 \%$ percentile region.


Figure 8.6: The probability for the final state to leak outside the physical subspace due to Trotter errors in simulating the Schwinger model. We consider simulations without symmetry protection (blue) and with symmetry protection under different schemes: uniform sets of transformations drawn from $\mathbb{Z}_{8}$ (red) and $\mathrm{U}(1)$ (orange) and random sets of transformations drawn from $\mathbb{Z}_{8}$ (purple) and $\mathrm{U}(1)$ (green). The purple and green areas overlap each other almost completely. The dots correspond to the median and the shaded areas correspond to the $25 \%-75 \%$ percentile of 100 repetitions.


Figure 8.7: The leakage to the unphysical subspace as a function of time in simulating the Schwinger model using advanced algorithms. We consider a raw simulation (blue), a simulation protected by a random set of transformations drawn from the $U(1)$ symmetry group (green), and a simulation protected by a uniform set of transformations (orange). The solid dots correspond to the median of 100 repetitions and the shaded area corresponds to the $25 \%-75 \%$ percentile.


Figure 8.8: The leakage probability due to experimental noise as a function of time at different values of the correlation length $\lambda$. The simulation is repeated 100 times with different instances of the experimental noise. The solid dots represent the median of the leakage and the bars correspond to the $25 \%-75 \%$ percentile regions.

## Chapter 9: Outlook

In this dissertation, we have demonstrated a natural relationship between digital quantum simulation, locality, and symmetry of quantum systems. In particular, the connection between quantum simulation algorithms and the Lieb-Robinson bounds that we have established in Chapter 5 suggests that one could potentially study properties of a system by merely analyzing a quantum circuit that simulates the dynamics of the system. This strategy opens another avenue for the condensed matter and atomic/molecular/optical physics communities to potentially benefit from future advances in quantum algorithms.

Conversely, the results presented in this dissertation also suggest that we can exploit advance knowledge about certain properties of a system (such as locality in Chapter 5 and symmetry in Chapter 8) to improve the performance of quantum simulation algorithms. More generally, it is conceivable that the optimal algorithm would always make the best use of information available prior to the simulation. However, it is not always clear how certain information, such as the results from shorter-time simulations or the statistics of past measurements, can be systematically incorporated to speed up digital quantum simulation.

Besides this general connection between quantum simulation algorithms and properties of quantum systems, there are several interesting open questions specific to locality
and symmetry of quantum systems. For example, since the Lieb-Robinson bound derived from the HHKL algorithm in Chapter 5 is not tight, does that imply the HHKL algorithm is not optimal in simulating power-law decaying interactions? If so, can we make use of a tighter Lieb-Robinson bound to invent a more efficient quantum simulation algorithm?

Concerning the fast state-transfer protocol described in Chapter 3, we do not know whether there exists a time-independent power-law Hamiltonian that propagates information at the same speed as our protocol does. Such a Hamiltonian would enable observation of fast information propagation in existing experimental platforms where arbitrary timedependent control is often not available. On the other hand, the lack of such a Hamiltonian would imply a more stringent speed limit for time-independent Hamiltonians than the one given by the Lieb-Robinson bound. Such a speed limit may in turn imply that the effective time-independent Floquet Hamiltonians constructed in Refs. [74, 75, 137] for periodically driven, power-law interacting systems would correctly generate the dynamics of local observables even in the regime $d<\alpha<2 d$, closing the gap in our understanding mentioned in Chapter 3. These observations emphasize the need for studies, in a similar spirit to Chapter 4, of fundamental speed limits for time-independent Hamiltonians and, more generally, systems under various physical constraints.

Another interesting open question is whether our optimal protocol can be generalized to the regime $0 \leq \alpha \leq d$, where there are still substantial gaps between the LiebRobinson bounds and achievable protocols [24, 30, 193, 194, 195]. The bounds suggest that, in addition to the distance, the information-propagation time also depends on the total number of sites on the lattice. Consequently, we would expect an optimal protocol to make use of all sites on the lattice, including those that are far from both the source
and the target of the propagation. We consider such a generalization an important future direction.

Concerning the symmetry-protected simulations described in Chapter 8, an immediate future direction is to generalize the analysis in this chapter to more advanced quantum simulation algorithms, such as the higher-order Suzuki-Trotter formulas [160], the truncated Taylor series [8], or qubitization [11]. We emphasize that our approach induces destructive interference between the errors from different steps of the simulation and, therefore, should suppress errors that violate the symmetries of the target system, regardless of the sources of the errors. However, the optimal choice of the symmetry transformations depends on the exact error structure in each step of the simulation. Since the error structures of more advanced algorithms are typically more complicated than the first-order Trotterization, it is more difficult to infer the set of symmetry transformations that optimally protects the simulation. Nevertheless, extensive analytical and numerical studies of the effectiveness of the technique for protecting these advanced algorithms, especially when applied to the simulations of various physically relevant systems, such as the lattice field theories [180, 181, 182], or the electronic structures [158, 196, 197, 198], would be useful for the long-term development of digital quantum simulation.

When the error structure of the algorithm is not readily available, an alternative promising approach for optimizing the set of symmetry transformations is to parameterize the transformations, variationally minimize the error of the first few simulation steps, and apply the same set of transformations repeatedly for the rest of the simulation [199]. Understanding when such a variational approach can suppress the error in a long simulation could provide a path towards a scalable symmetry protection with a minimal
calculation overhead.
In addition, our analysis in Chapter 8 focuses primarily on the error of the simulation algorithm under the symmetry protection in the full Hilbert space. It would be interesting to, for example, build upon the recent result of Ref. [200] and analyze the symmetry-protected simulation error in a low-energy subspace. The main ingredient of Ref. [200] is an analysis of how evolutions under the terms of the Hamiltonian take the system from one eigen-subspace to another. We can potentially generalize their approach to analyze the leakage between symmetry sectors and subsequently study the effects of the symmetry protection on such leakage.

Appendices

## Appendix A: Supplemental Material for Chapter 2

In this appendix, we provide a rigorous proof of Theorem 1 in the main text (Appendix A.1) and details on the applications of the bound to connected correlators, topologically ordered states, and simulations of local observables (Appendix A.2).

## A. 1 Proof of Theorem 1

In this section, we provide a rigorous proof of Theorem 11. We first summarize the lemmas we use in the proof of the theorem, followed by the proofs of the lemmas in Appendices A.1.1 to A.1.3.

For convenience, we first recall the definitions from the main text. We consider a $d$-dimensional lattice of qubits $\Lambda$ and, acting on this lattice, a two-body power-law Hamiltonian $H(t)$ with exponent $\alpha$. Specifically, we assume $H(t)=\sum_{i, j \in \Lambda} h_{i j}(t)$ is a sum of two-body terms $h_{i j}$ supported on sites $i, j$ such that $\left\|h_{i j}(t)\right\| \leq 1 / \operatorname{dist}(i, j)^{\alpha}$ for all $i \neq j$, where $\|\cdot\|$ is the operator norm and $\operatorname{dist}(i, j)$ is the distance between $i, j$. In this chapter, we assume $2 d<\alpha<2 d+1$.

We use $\mathcal{L}$ to denote the Liouvillian corresponding to the Hamiltonian $H$, i.e. $\mathcal{L} \mid O) \equiv$ $i \mid[H, O])$ for all operators $O$, and use $\left.\left.e^{\mathcal{L t}} \mid O\right) \equiv \mid O(t)\right)$ to denote the time evolved version of the operator $O$. Similarly to the main text, we use $\left.\mathbb{P}_{r}^{(i)} \mid O\right)$ to denote the projection of
$O$ onto sites that are at least a distance $r$ from site $i$. In particular, if $i$ is the origin of the lattice, we may also drop the superscript $i$ and simply write $\mathbb{P}_{r}$ for brevity.

Given a unit-norm operator $O$ initially supported at the origin, $\left.\mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right)$ provides the fraction of the time-evolved version of the operator $O$ that is supported at least a distance $r$ from the origin at time $t$. The identity [22]

$$
\begin{equation*}
\frac{1}{2} \leq \frac{\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \|}{\sup _{A}\left\|\left[A, e^{\mathcal{L} t} O\right]\right\|} \leq 2 \tag{A.1}
\end{equation*}
$$

where the supremum is taken over all unit-norm operators $A$ supported at least a distance $r$ from $O$, establishes the equivalence between the projector and the unequal-time commutator commonly used in the Lieb-Robinson literature.

Theorem 11. For any $\alpha \in(2 d, 2 d+1)$ and $\varepsilon \in\left(0, \frac{(\alpha-2 d)^{2}}{(\alpha-2 d)^{2}+\alpha-d}\right)$, there exist constants c, $C_{1}, C_{2} \geq 0$ such that

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq C_{1}\left(\frac{t}{r^{\alpha-2 d-\varepsilon}}\right)^{\frac{\alpha-d}{\alpha-2 d}-\frac{\varepsilon}{2}}+C_{2} \frac{t}{r^{\alpha-d}} \tag{A.2}
\end{equation*}
$$

holds for all $t \leq c r^{\alpha-2 d-\varepsilon}$.

Our strategy is to divide the terms of the Hamiltonian by their interaction range and prove a Lieb-Robinson-like bound recursively for each range. Specifically, let $\ell_{0}=0$ and $\ell_{k} \equiv L^{k}$ for $k=1,2, \ldots, n$, where $L>1$ to be chosen later,

$$
\begin{equation*}
n=\left\lfloor\frac{1}{\log L} \log \left[r\left(\frac{t}{r^{\alpha-2 d}}\right)^{\eta}\right]\right\rfloor, \tag{A.3}
\end{equation*}
$$

and $\eta \in\left(0, \frac{1}{\alpha-d}\right)$ is an arbitrary small constant. For our convenience, we set $\ell_{n+1}=r_{*}$, where $r_{*}$ is the diameter of the lattice. We then divide the Hamiltonian into $H=\sum_{k=1}^{n+1} V_{k}$, where $V_{k}=\sum_{i, j: \ell_{k-1}<\operatorname{dist}(i, j) \leq \ell_{k}} h_{i j}$ consists of terms $h_{i j}$ such that the distance between $i, j$ is between $\ell_{k-1}$ and $\ell_{k}$. We also use $H_{k}=\sum_{j=1}^{k} V_{k}$ to denote the sum of interactions whose lengths are at most $\ell_{k}$ and $\mathcal{L}_{k}=i\left[H_{k}, \cdot\right]$ are the corresponding Liouvillians. Note that $H_{n+1}=H$ contains every interaction of the Hamiltonian.

We start with a standard Lieb-Robinson bound for $H_{1}[18,34]$, i.e.

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{1} t} \mid O\right) \| \leq \exp \left[\frac{v_{1} t-r}{\ell_{1}}\right] \tag{A.4}
\end{equation*}
$$

where $v_{1}=4 e \tau \ell_{1}$ is proportional to $\ell_{1}$ and $\tau=\max _{i} \sum_{j \in \Lambda, j \neq i} 1 / \operatorname{dist}(i, j)^{\alpha}$ is a constant for all $\alpha>d$, and recursively prove bounds for $H_{2}, H_{3}, \ldots, H_{n}$ using the following lemma:

Lemma 12. Suppose for $\ell_{k} \geq 1$, we have

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{k} t} \mid O\right) \| \leq \exp \left[\frac{v_{k} t-r}{\ell_{k}}\right] \tag{A.5}
\end{equation*}
$$

for some unit-norm operator $O$ supported at the origin. Then for $\ell_{k+1}>\ell_{k}$, we have

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{k+1} t} \mid O\right) \| \leq \exp \left[\frac{v_{k+1} t-r}{\ell_{k+1}}\right] \tag{A.6}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{k+1}=\xi \log \left(r_{*}\right) v_{k}+\nu \lambda \frac{\ell_{k+1}^{2 d+1}}{\ell_{k}^{\alpha}} \tag{A.7}
\end{equation*}
$$

and $\xi, \nu, \lambda$ are constants that may depend only on $d$.

Note that each of the bounds in the series has a logarithmic dependence on the diameter $r_{*}$ of the lattice. We later show that this dependence on $r_{*}$ can be replaced by a similar logarithmic dependence on $r$, leading to a logarithmic correction in the light cone. After applying Lemma $12 n-1$ times, we arrive at a bound for the evolution under $H_{n}$ :

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{n} t} \mid O\right) \| \leq \exp \left[\frac{v_{n} t-r}{\ell_{n}}\right] \tag{A.8}
\end{equation*}
$$

where

$$
\begin{equation*}
v_{n}=x^{n-1}\left(v_{1}-L^{2 d+1} \nu \lambda\right)+x^{n-1} L^{2 d+1} \nu \lambda\left[1+\frac{L^{2 d+1-\alpha}}{x}+\ldots\left(\frac{L^{2 d+1-\alpha}}{x}\right)^{n-1}\right] \tag{A.9}
\end{equation*}
$$

and $x \equiv \xi \log r_{*}$. We now choose $L=x^{1 /(2 d+1-\alpha)}$ so that

$$
\begin{equation*}
v_{n}=x^{n-1}\left[v_{1}+(n-1) L^{2 d+1} \nu \lambda\right] . \tag{A.10}
\end{equation*}
$$

At this point, we have a bound for the evolution under $H_{n}$, which contains most terms of the Hamiltonian except for those with range larger than $\ell_{n}$. With the value of $n$ in Eq. (A.3), we eventually show that the bound Eq. (A.8) has the desired light cone
$t \gtrsim r / v_{n} \sim r^{\alpha-2 d}$.
Next, we add the remaining long-range interactions in $H-H_{n}$, i.e. those with range larger than $\ell_{n}$, to the bound. The result is the following lemma, which we prove in Appendix A.1.2.

Lemma 13. Given any $\varepsilon>0$, there exist constants $C, c, \kappa, \delta$ such that

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq C \log ^{\kappa} r_{*}\left(\frac{t}{r^{\alpha-2 d-\varepsilon}}\right)^{\frac{\alpha-d}{\alpha-2 d}-\varepsilon} \tag{A.11}
\end{equation*}
$$

holds for all $t \leq c r^{\alpha-2 d-\varepsilon} / \log ^{\delta} r_{*}$.

The bound at this point still has an undesirable feature: it depends on the size of the lattice $r_{*}$. Finally, we show in Appendix A.1.3 that we can remove this dependence on $r_{*}$ at the cost of adding additional terms to the bound. The result is Theorem 11 presented in the main text.

## A.1.1 Proof of Lemma 12

In this section, we prove Lemma 12.

Proof. For simplicity, let $V \equiv V_{k+1}=H_{k+1}-H_{k}$ in this section. We shall move into the interaction picture of $H_{k}$ and write the time evolution under $H_{k+1}$ as a product

$$
\begin{equation*}
\mathcal{T} \exp \left(-i \int_{0}^{t} d s H_{k+1}(s)\right)=\mathcal{T} \exp \left(-i \int_{0}^{t} d s e^{\mathcal{L}_{k} s} V\right) \cdot \mathcal{T} \exp \left(-i \int_{0}^{t} d s H_{k}(s)\right) \tag{A.12}
\end{equation*}
$$

of an evolution under $H_{k}$, for which Eq. (A.5) applies, and an evolution $e^{\mathcal{L}_{I} t}$ under the $V_{I}(t)=e^{\mathcal{L}_{k} t} V$.

We decompose every term $h_{i j}$ in $V$ into a sum of products of two single-site operators $u_{i}^{(\mu)}$ :

$$
\begin{equation*}
h_{i j}=\sum_{\mu} J_{i j}^{(\mu)} u_{i}^{(\mu)} u_{j}^{(\mu)} \tag{A.13}
\end{equation*}
$$

where $u_{i}^{(\mu)}$ have unit norms, $J_{i j}^{(\mu)}$ are nonnegative, and $\sum_{\mu} J_{i j}^{(\mu)} \leq 1 / \operatorname{dist}(i, j)^{\alpha}$. In doing so, we can reduce the evolution of $h_{i j}$ into the evolutions of single-site operators $u_{i}^{(\mu)}$ :

$$
\begin{equation*}
e^{\mathcal{L}_{k} t} h_{i j}=\sum_{\mu} J_{i j}^{(\mu)}\left[e^{\mathcal{L}_{k} t} u_{i}^{(\mu)}\right]\left[e^{\mathcal{L}_{k} t} u_{j}^{(\mu)}\right] . \tag{A.14}
\end{equation*}
$$

We then pick a parameter $R \geq \ell_{k}$ and divide the lattice around $i$ into shells of width R. Specifically, let $\mathcal{B}_{r}^{(i)}$ denote the ball of radius $r$ centered on $i$. Let $\mathcal{S}_{r}^{(i)}=\mathcal{B}_{r}^{(i)} \backslash \mathcal{B}_{r-R}^{(i)}$ denote the shell of inner radius $r-R$ and outer radius $r$ centered on $i$. For each $\mu$, we have

$$
\begin{equation*}
e^{\mathcal{L}_{k} t} u_{i}^{(\mu)}=\left[\left(\mathbb{I}-\mathbb{P}_{R}^{(i)}\right)+\left(\mathbb{P}_{R}^{(i)}-\mathbb{P}_{2 R}^{(i)}\right)+\left(\mathbb{P}_{2 R}^{(i)}-\mathbb{P}_{3 R}^{(i)}\right)+\ldots\right] e^{\mathcal{L}_{k} t} u_{i}^{(\mu)} \equiv \sum_{q=0}^{\infty} u_{i, q}^{(\mu)}(t) \tag{A.15}
\end{equation*}
$$

where the distance in the subscript of the projectors is with respect to $i$ and $u_{i, q}^{(\mu)}$ is supported on $\mathcal{B}_{(q+1) R}^{(i)}$ for $q=0,1,2, \ldots$

Using Eq. (A.5) and the triangle inequality, we can show that

$$
\begin{align*}
\left\|u_{i, q}^{(\mu)}(t)\right\| & \leq\left\|\mathbb{P}_{q R}^{(i)} e^{\mathcal{L}_{k} t} u_{i}^{(\mu)}\right\|+\left\|\mathbb{P}_{(q+1) R}^{(i)} e^{\mathcal{L}_{k} t} u_{i}^{(\mu)}\right\|  \tag{A.16}\\
& \leq \exp \left(\frac{v_{k} t-q R}{\ell_{k}}\right)+\exp \left(\frac{v_{k} t-(q+1) R}{\ell_{k}}\right) . \tag{A.17}
\end{align*}
$$

Choosing $R \geq v_{k} t$ and $R \geq(1+\varepsilon) \ell_{k}$ for some positive constant $\varepsilon$, we have

$$
\begin{equation*}
\left\|u_{i, q}^{(\mu)}(t)\right\| \leq e^{\frac{-(q-1) R}{\ell_{k}}}+e^{\frac{-q R}{\ell_{k}}} \leq e^{-(q-1)(1+\varepsilon)}+e^{-q(1+\varepsilon)} \leq\left(1+e^{1+\varepsilon}\right) e^{-q(1+\varepsilon)} \tag{A.18}
\end{equation*}
$$

for all $q=0,1,2, \ldots$ By combining the two legs of $h_{i j}$ together, we arrive at a decomposition $e^{\mathcal{L}_{k} t} h_{i j}=\sum_{p, q} w_{i, p ; j, q}(t)$, where $w_{i, p ; j, q}(t)=\sum_{\mu} J_{i j}^{(\mu)} u_{i, p}^{(\mu)}(t) u_{j, q}^{(\mu)}(t)$ and

$$
\begin{equation*}
\left\|w_{i, p ; j, q}(t)\right\| \leq \frac{\left(1+e^{1+\varepsilon}\right)^{2}}{\operatorname{dist}(i, j)^{\alpha}} e^{-(p+q)(1+\varepsilon)} \tag{A.19}
\end{equation*}
$$

Next, we divide the lattice into complementary hypercubes of length $R$. We shall prove that $V_{I}(t)$ actually consists of exponentially decaying interactions between hypercubes. We shall index the hypercubes by their centers, i.e. $\mathcal{C}_{x}$ denotes the hypercube center at $x$. Given $x, y$ as the centers of two hypercubes,

$$
\begin{equation*}
\tilde{h}_{x y}(t) \equiv \sum_{\substack{i, j, p, q \\ \mathcal{B}_{(p+1) R}^{(i)} \mathcal{C}_{x} \neq \varnothing \\ \mathcal{B}_{(q+1) R}^{(j)} \cap \mathcal{C}_{y} \neq \varnothing}} w_{i, p ; j, q}(t) \tag{A.20}
\end{equation*}
$$

defines the effective interaction between the cubes $\mathcal{C}_{x}$ and $\mathcal{C}_{y}$. Note that $\sum_{x, y} \tilde{h}_{x y} \neq V_{I}$ because some $w_{i, p ; j, q}$ might be double counted. The conditions $\mathcal{B}_{(p+1) R}^{(i)} \cap \mathcal{C}_{x} \neq \varnothing$ and


Figure A.1: The effective interaction between two hypercubes $\mathcal{C}_{x}$ and $\mathcal{C}_{y}$ comes from the terms $w_{i, p ; j, q}$ whose support (the shaded area) overlaps with the cubes.
$\mathcal{B}_{(q+1) R}^{(j)} \cap C_{y} \neq \varnothing$ ensure that we account for all terms $w_{i, p ; j, q}(t)$ whose support might overlap with the cubes $\mathcal{C}_{x}, \mathcal{C}_{y}$ (Fig. A.1). These conditions, together with $\operatorname{dist}(i, j) \leq \ell_{k+1}$, can be relaxed to

1. $\operatorname{dist}(i, x) \leq(p+1) R+R \frac{\sqrt{d}}{2}$,
2. $\operatorname{dist}(j, y) \leq(q+1) R+R \frac{\sqrt{d}}{2}$, and
3. $\operatorname{dist}(x, y) \leq(p+1) R+R \frac{\sqrt{d}}{2}+\ell_{k+1}+(q+1) R+R \frac{\sqrt{d}}{2}$,
where $(p+1) R$ and $(q+1) R$ are the radii of the balls around $i$ and $j, R \sqrt{d} / 2$ is the maximum distance between the center and the corner of a hypercube, and the middle term $\ell_{k+1}$ comes from the maximum distance between $i$ and $j$.

We bound the norm of $\tilde{h}_{x y}(t)$ using the triangle inequality and relax the conditions for $i, j, p, q$ as we discussed above:

$$
\begin{equation*}
\left\|\tilde{h}_{x y}(t)\right\| \leq \sum_{\substack{p, q, i, j \\(1),(2),(3)}}\left\|w_{i, p ; j, q}(t)\right\| \leq \sum_{\substack{p, q, i, j \\(1),(2),(3)}} \frac{\left(1+e^{1+\varepsilon}\right)^{2}}{\operatorname{dist}(i, j)^{\alpha}} e^{-(p+q)(1+\varepsilon)} \tag{A.21}
\end{equation*}
$$

where the subscript $(1),(2),(3)$ of the sum refers to the three conditions above, respec-
tively. Since $\operatorname{dist}(i, j) \geq \ell_{k}$, we can simplify the bound and carry out the sums over $i, j$ :

$$
\begin{align*}
& \left\|\tilde{h}_{i j}(t)\right\| \leq \frac{\left(1+e^{1+\varepsilon}\right)^{2}}{\ell_{k}^{\alpha}} \sum_{\substack{p, q, i, j \\
(1),(2),(3)}} e^{-(p+q)(1+\varepsilon)}  \tag{A.22}\\
& \leq \frac{\left(1+e^{1+\varepsilon}\right)^{2}}{\ell_{k}^{\alpha}} \sum_{\substack{p, q \\
(3)}} 4^{d}\left(R+p R+R \frac{\sqrt{d}}{2}\right)^{d}\left(R+q R+R \frac{\sqrt{d}}{2}\right)^{d} e^{-(p+q)(1+\varepsilon)}  \tag{A.23}\\
& =\frac{\left(1+e^{1+\varepsilon}\right)^{2}}{\ell_{k}^{\alpha}}(2 R)^{2 d} \sum_{\substack{p, q \\
(3)}}\left(p+1+\frac{\sqrt{d}}{2}\right)^{d}\left(q+1+\frac{\sqrt{d}}{2}\right)^{d} e^{-(p+q)(1+\varepsilon)} \tag{A.24}
\end{align*}
$$

We then use the following identity to simplify the expression: For every $\varepsilon>0$,

$$
\begin{equation*}
x^{d} \leq g_{\varepsilon} e^{\varepsilon x} \tag{A.25}
\end{equation*}
$$

holds for all $x \geq 0$, where $g_{\varepsilon}=d!/ \varepsilon^{d}$. Therefore, we can bound

$$
\begin{equation*}
\left(p+1+\frac{\sqrt{d}}{2}\right)^{d} \leq g_{\varepsilon} e^{\varepsilon+\varepsilon \frac{\sqrt{d}}{2}} e^{\varepsilon p} \tag{A.26}
\end{equation*}
$$

Substituting back to the earlier equation, we have

$$
\begin{equation*}
\left\|\tilde{h}_{x y}(t)\right\| \leq g_{\varepsilon}^{2} e^{2 \varepsilon+2 \varepsilon \frac{\sqrt{d}}{2}} \frac{\left(1+e^{1+\varepsilon}\right)^{2}}{\ell_{k}^{\alpha}}(2 R)^{2 d} \sum_{\substack{p, q \\(3)}} e^{-(p+q)(1+\varepsilon-\varepsilon)} \leq \frac{\tilde{g}_{\varepsilon}}{\ell_{k}^{\alpha}} R^{2 d} \sum_{\substack{p, q \\(3)}} e^{-(p+q)} \tag{A.27}
\end{equation*}
$$

where $\tilde{g}_{\varepsilon}$ absorbs all constants that depend only on $\varepsilon$ and $d$. Recall that condition (3) is
equivalent to

$$
\begin{equation*}
p+q \geq \frac{\operatorname{dist}(x, y)}{R}-2-\sqrt{d}-\frac{\ell_{k+1}}{R} \equiv a . \tag{A.28}
\end{equation*}
$$

We consider two cases. For $q \geq a$, the sum over $p$ can be taken from 0 to $\infty$ :

$$
\begin{align*}
\frac{\tilde{g}_{\varepsilon}}{\ell_{k}^{\alpha}} R^{2 d} \sum_{q \geq a} \sum_{p \geq 0} e^{-(p+q)} & \leq \frac{\tilde{g}_{\varepsilon}}{\ell_{k}^{\alpha}} R^{2 d} e^{-a+1} \sum_{q \geq 0} \sum_{p \geq 0} e^{-(p+q)}=\frac{e^{3} \tilde{g}_{\varepsilon}}{(e-1)^{2} \ell_{k}^{\alpha}} R^{2 d} e^{-a} \\
& =\frac{e^{3} \tilde{g}_{\varepsilon}}{(e-1)^{2}} e^{2+\sqrt{d}} e^{\frac{\ell_{k+1}}{R}} \frac{R^{2 d}}{\ell_{k}^{\alpha}} e^{-\frac{\operatorname{dist}(i, j)}{R}} . \tag{A.29}
\end{align*}
$$

For $q<a$, we sum over $p \geq a-q$ :

$$
\begin{equation*}
\frac{\tilde{g}_{\varepsilon}}{\ell_{k}^{\alpha}} R^{2 d} \sum_{q<a} \sum_{p \geq a-q} e^{-(p+q)} \leq \frac{e^{2}}{e-1} \frac{\tilde{g}_{\varepsilon}}{\ell_{k}^{\alpha}} R^{2 d} g_{\varepsilon} e^{-(1-\varepsilon) a} \leq \frac{e^{2} \tilde{g}_{\varepsilon} g_{\varepsilon} e^{2+\sqrt{d}}}{e-1} e^{\frac{\ell_{k+1}}{R}} \frac{R^{2 d}}{\ell_{k}^{\alpha}} e^{-(1-\varepsilon) \frac{\operatorname{dist}(i, j)}{R}}, \tag{A.30}
\end{equation*}
$$

where we have used the identity Eq. (A.25) again with $d \geq 1$ and $\varepsilon>0$ having the same value as before.

Combining Eqs. (A.29) and (A.30), we have

$$
\begin{equation*}
\left\|\tilde{h}_{x y}(t)\right\| \leq \underbrace{\tilde{g}_{\varepsilon} \frac{e^{2}}{e-1} e^{2+\sqrt{d}}\left(\frac{e}{e-1}+g_{\varepsilon}\right) e^{\frac{\ell_{k+1}}{R}} \frac{R^{2 d}}{\ell_{k}^{\alpha}}}_{=\mathcal{E}_{0}} e^{-(1-\varepsilon) \frac{\operatorname{dis}(x, y)}{R}} . \tag{A.31}
\end{equation*}
$$

Note that $\frac{\operatorname{dist}(x, y)}{R}$ is the rescaled distance between the hypercubes $\mathcal{C}_{x}$ and $\mathcal{C}_{y}$. Therefore, the interaction between the hypercubes decays exponentially with the rescaled distance between them. Using the standard Lieb-Robinson bound for exponentially decaying in-
teractions, there exists a constant $\nu$ such that

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{I} t} \mid O\right) \| \leq \exp \left(\nu \mathcal{E}_{0} t-\frac{(1-\varepsilon) r}{R}\right) \tag{A.32}
\end{equation*}
$$

for any unit-norm operator $O$ supported on a single hypercube (including operators supported on single sites.) We now choose $R=(1-\varepsilon) \ell_{k+1}$ and rewrite

$$
\begin{equation*}
\mathcal{E}_{0}=\underbrace{\tilde{g}_{\varepsilon} \frac{e^{2}}{e-1} e^{2+\sqrt{d}}\left(\frac{e}{e-1}+g_{\varepsilon}\right) e^{\frac{1}{1-\varepsilon}}(1-\varepsilon)^{2 d}}_{\equiv \lambda} \frac{\ell_{k+1}^{2 d}}{\ell_{k}^{\alpha}}, \tag{A.33}
\end{equation*}
$$

where the constant $\lambda$ depends only on $\varepsilon$ and $d$. Plugging this expression into the earlier bound, we get

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{I} t} \mid O\right) \| \leq \exp \left(\frac{\nu \frac{\ell_{k+1}^{2 d+1}}{\ell_{k}^{\alpha}} t-r}{\ell_{k+1}}\right)=\exp \left(\frac{\Delta v t-r}{\ell_{k+1}}\right) \tag{A.34}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta v \equiv \nu \lambda \frac{\ell_{k+1}^{2 d+1}}{\ell_{k}^{\alpha}} \tag{A.35}
\end{equation*}
$$

Note that we assume $R=(1-\varepsilon) \ell_{k+1} \geq(1+\varepsilon) \ell_{k}$. A constant $\varepsilon$ satisfying this condition exists as long as $\ell_{k+1}>\ell_{k}$.

Next, we use the following lemma to "merge" this bound for $e^{\mathcal{L}_{I} t}$ with the bound in Eq. (A.5) for $e^{\mathcal{L}_{k} t}$.

Lemma 14. Let $H_{1}, H_{2}$ be two possibly time-dependent Hamiltonians and $\mathcal{L}_{1}, \mathcal{L}_{2}$ be the
corresponding Liouvillians. Suppose that for all unit-norm, single-site operators $O$ and for all times $t \leq \Delta t$ for some $\Delta t$,

$$
\begin{align*}
& \left.\| \mathbb{P}_{r} e^{\mathcal{L}_{1} t} \mid O\right) \| \leq c_{1} r^{\xi_{1}} e^{\frac{v_{1} t-r}{\ell_{1}}}  \tag{A.36}\\
& \left.\| \mathbb{P}_{r} e^{\mathcal{L}_{2} t} \mid O\right) \| \leq c_{2} r^{\xi_{2}} e^{\frac{v_{2} t-r}{\ell_{2}}} \tag{A.37}
\end{align*}
$$

for some $\ell_{2} \geq \ell_{1}$ and $c_{1}, c_{2} \geq 1 ; \xi_{1}, \xi_{2} \geq 0$ are constants. We have

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{2} t} e^{\mathcal{L}_{1} t} \mid O\right) \| \leq 2^{d+5} c_{1} c_{2} r^{\xi_{1}+\xi_{2}+d+1} e^{\frac{\left(v_{1}+v_{2}\right) t-r}{\ell_{2}}}, \tag{A.38}
\end{equation*}
$$

for all $t \leq \Delta t$.

We prove Lemma 14 in Appendix A.1.1.1. Using the lemma, we obtain a bound for the evolution under $H_{k+1}$ :

$$
\begin{equation*}
\left.\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{k+1} t} \mid O\right)\|=\| \mathbb{P}_{r} e^{\mathcal{L}_{I} t} e^{\mathcal{L}_{k} t} \mid O\right) \| \leq 2^{d+5} r^{d+1} e^{\frac{\left(v_{k}+\Delta v\right) t-r}{\ell_{k+1}}} \tag{A.39}
\end{equation*}
$$

However, because we assume $v_{k} t \leq R$ in deriving Eq. (A.34), Eq. (A.39) is only valid for small time $t \leq(1-\varepsilon) \ell_{k+1} / v_{k} \equiv \Delta t$. To extend the bound to all time, we use a corollary of Lemma 14:

Corollary 4. Suppose we have a single-site, unit-norm operator $O$, a Hamiltonian $H$ with a corresponding Liouvillian $\mathcal{L}$, a constant $\Delta t$, and

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq c_{0} r^{\xi_{0}} e^{(v t-r) / \ell} \tag{A.40}
\end{equation*}
$$

holds for all $t \leq \Delta t$. Then, for all $t \leq 2^{k} \Delta t$ for any $k \in \mathbb{N}$, we have

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq c_{k} r^{\xi_{k}} e^{(v t-r) / \ell} \tag{A.41}
\end{equation*}
$$

where $c_{k}=2^{(d+5)\left(2^{k}-1\right)} c_{0}^{2^{k}}, \xi_{k}=\left(2^{k}-1\right)(d+1)+2^{k} \xi_{0}$ are constants. In particular,

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq e^{\frac{\chi t}{\Delta t}+\frac{v t-r}{\ell}} \tag{A.42}
\end{equation*}
$$

where $\chi=2\left[\log \left(2^{d+5} c_{0}\right)+\left(d+1+\xi_{0}\right) \log r\right]$, holds for all time $t$.

We prove the corollary in Appendix A.1.1.2. Using the corollary, we can extend Eq. (A.39) to a bound for all time:

$$
\begin{align*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{k+1} t} \mid O\right) \| & \leq \exp \left(\frac{\chi t}{\Delta t}+\frac{\left(v_{k}+\Delta v\right) t-r}{\ell_{k+1}}\right)  \tag{A.43}\\
& \leq \exp \left(\frac{\chi_{*} v_{k} t}{(1-\varepsilon) \ell_{k+1}}+\frac{\left(v_{k}+\Delta v\right) t-r}{\ell_{k+1}}\right)  \tag{A.44}\\
& =\exp \left(\frac{v_{k+1} t-r}{\ell_{k+1}}\right) \tag{A.45}
\end{align*}
$$

where we have upper bounded $\chi$ by $\chi_{*}=4(d+5) \log 2+4(d+1) \log r_{*}, r_{*} \geq r$ is the diameter of the lattice, and

$$
\begin{equation*}
v_{k+1}=\left(\frac{\chi_{*}}{1-\varepsilon}+1\right) v_{k}+\nu \lambda \frac{\ell_{k+1}^{2 d+1}}{\ell_{k}^{\alpha}} \leq 4(4 d+13) \log \left(r_{*}\right) v_{k}+\nu \lambda \frac{\ell_{k+1}^{2 d+1}}{\ell_{k}^{\alpha}} \tag{A.46}
\end{equation*}
$$

Here, we have assumed that $r_{*} \geq 2$ and $\varepsilon \leq 1 / 2$ so that $1 /(1-\varepsilon) \leq 2, \chi_{*} \leq 4(2 d+$ 6) $\log r_{*}$, and $1 \leq 4 \log r_{*}$. Therefore, Lemma 12 holds with $\xi=4(4 d+13)$.

## A.1.1.1 Proof of Lemma 14

In this section, we prove Lemma 14.

Proof. The bound is trivial for $r<v t$, where $v=v_{1}+v_{2}$. Therefore, we will consider $r \geq v t$ in the rest of the proof.

The strategy is to apply Eqs. (A.36) and (A.37) consecutively. A technical difficulty comes from the fact that after the first evolution $e^{\mathcal{L}_{1} t}$, the operator has spread to more than one site. Therefore, we cannot directly apply Eq. (A.37), which assumes that the operator is single-site. Instead, we need to use [25, Lemma 4] to extend the bound for sing-site operators to multi-site operators. In particular, given the assumed bound Eq. (A.37) and an unit-norm operator $O_{X}$ supported on a ball $X$ of radius $x \leq r$, we have

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{2} t} \mid O_{X}\right) \| \leq \frac{9}{2}|X| c_{2} r^{\xi_{2}} e^{\left(v_{2} t-r+x\right) / \ell_{2}} \tag{A.47}
\end{equation*}
$$

With that in mind, we divide the lattice into:

1. A ball of radius $v_{1} t$ around the origin,
2. Shells of inner radius $v_{1} t+(q-1) \ell_{1}$ and outer radius $v_{1} t+q \ell_{1}$ for $q=1, \ldots, \frac{r-v_{1} t}{\ell_{1}}$,
3. The rest of the lattice, i.e. sites at least a distance $r$ from the origin.

We then project $\left.e^{\mathcal{L}_{1} t} \mid O\right)$ into these regions:

$$
\begin{align*}
\left.e^{\mathcal{L}_{1} t} \mid O\right) & \left.=\left[\left(\mathbb{I}-\mathbb{P}_{v_{1} t}\right)+\sum_{q=1}^{\left(r-v_{1} t\right) / \ell_{1}}\left(\mathbb{P}_{v_{1} t+(q-1) \ell_{1}}-\mathbb{P}_{v_{1} t+q \ell_{1}}\right)+\mathbb{P}_{r}\right] e^{\mathcal{L}_{1} t} \mid O\right)  \tag{A.48}\\
& \left.\left.\left.\equiv \mid O_{0}\right)+\sum_{q=1}^{q_{*}} \mid O_{q}\right)+\mid O_{*}\right) \tag{A.49}
\end{align*}
$$

where $q_{*}=\left(r-v_{1} t\right) / \ell_{1}$. We then apply the other evolution, i.e. $e^{\mathcal{L}_{2} t}$, on each term of the above expansion.

First, we consider $\left.\mid O_{0}\right)$, which has norm at most three and is supported on at most $\left(2 v_{1} t\right)^{d}=\left(2 v_{1} t\right)^{d} \leq(2 r)^{d}$ sites that are at least a distance $r-v_{1} t$ from the outside. Using the assumed bound, we have

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{2} t} \mid O_{0}\right) \| \leq \frac{27}{2}(2 r)^{d} c_{2} r^{\xi_{2}} e^{\left(v_{2} t-r+v_{1} t\right) / \ell_{2}}=\frac{27}{2} 2^{d} c_{2} r^{\xi_{2}+d} e^{(v t-r) / \ell_{2}} \tag{A.50}
\end{equation*}
$$

Next, we consider $\left.\mid O_{*}\right)$. Because $\left\|O_{*}\right\| \leq c_{1} r^{\xi_{1}} e^{\left(v_{1} t-r\right) / \ell_{1}}$,

$$
\begin{align*}
& \left.\| \mathbb{P}_{r} e^{\mathcal{L}_{2} t} \mid O_{*}\right)\|\leq 2\| O_{*} \| \leq 2 c_{1} r^{\xi_{1}} e^{\left(v_{1} t-r\right) / \ell_{1}}  \tag{A.51}\\
& \leq 2 c_{1} c_{2} r^{\xi_{1}+\xi_{2}} e^{(v t-r) / \ell_{1}} \leq 2 c_{1} c_{2} r^{\xi_{1}+\xi_{2}} e^{(v t-r) / \ell_{2}} \tag{A.52}
\end{align*}
$$

Finally, we consider $\left.\mid O_{q}\right)$. Note that $O_{q}$ is supported on a ball of volume at most $2^{d}\left(v_{1} t+q \ell_{1}\right)^{d} \leq(2 r)^{d},\left\|O_{q}\right\| \leq(1+e) c_{1} r^{\xi_{1}} e^{-q}$ and the distance between $O_{q}$ and $\mathbb{P}_{r}$ is
$r-v_{1} t-q \ell_{1} \leq r$. Therefore, we have

$$
\begin{align*}
\left.\sum_{q} \| \mathbb{P}_{r} e^{\mathcal{L}_{2} t} \mid O_{q}\right) \| & \leq \sum_{q} \frac{9}{2}(2 r)^{d}\left\|O_{q}\right\| c_{2} r^{\xi_{2}} e^{\left(v_{2} t-\left(r-v_{1} t-q \ell_{1}\right)\right) / \ell_{2}}  \tag{A.53}\\
& \leq \sum_{q} \frac{9}{2}(2 r)^{d}(1+e) c_{1} r^{\xi_{1}} e^{-q} c_{2} r^{\xi_{2}} e^{(v t-r) / \ell_{2}} e^{q \frac{\ell_{1}}{\ell_{2}}}  \tag{A.54}\\
& \leq \sum_{q} 17 \times 2^{d} c_{1} c_{2} r^{\xi_{1}+\xi_{2}+d} e^{(v t-r) / \ell_{2}}  \tag{A.55}\\
& \leq 17 \times 2^{d} c_{1} c_{2} r^{\xi_{1}+\xi_{2}+d+1} e^{(v t-r) / \ell_{2}} \tag{A.56}
\end{align*}
$$

where we have used $\ell_{1} \leq \ell_{2}$ and the fact that there are at most $\frac{r-v_{1} t}{\ell_{1}} \leq r$ different $q$.
Combining Eqs. (A.50), (A.52) and (A.56) with $c_{1}, c_{2} \geq 1, d \geq 1$ and $\xi_{1}, \xi_{2} \geq 0$, we have

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{2} t} e^{\mathcal{L}_{1} t} \mid O\right) \| \leq 2^{d+5} c_{1} c_{2} r^{\xi_{1}+\xi_{2}+d+1} e^{(v t-r) / \ell_{2}} \tag{A.57}
\end{equation*}
$$

with $v=v_{1}+v_{2}$. Therefore, the lemma follows.

## A.1.1.2 Proof of Corollary 4

In this section, we prove Corollary 4, an application of Lemma 14 which extends the validity of a bound from $t \leq \Delta t$ to arbitrary time.

Proof. The lemma clearly holds for $k=0$. So we will prove it by induction. Suppose Eq. (A.41) holds for some $k \in \mathbb{N}$. We will prove that it holds for $k+1$.

The strategy is to apply the assumed bound for $k$ [Eq. (A.41)] twice:

$$
\begin{equation*}
\left.\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right)\|=\| \mathbb{P}_{r} e^{\mathcal{L} t / 2} e^{\mathcal{L} t / 2} \mid O\right) \| \tag{A.58}
\end{equation*}
$$

where the evolutions under $e^{\mathcal{L} t / 2}$ can be bounded by the assumed bound because $t / 2 \leq$ $2^{k} \Delta t$. We then use Lemma 14 to merge the two identical bounds with $v_{1}=v_{2} \rightarrow v / 2$, $\ell_{1}=\ell_{2} \rightarrow \ell, c_{1}=c_{2} \rightarrow c_{k}, \xi_{1}=\xi_{2} \rightarrow \xi_{k}:$

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq 2^{d+5} c_{k}^{2} r^{2 \xi_{k}+d+1} e^{(v t-r) / \ell} \tag{A.59}
\end{equation*}
$$

We choose

$$
\begin{array}{ll}
c_{k+1}=2^{d+5} c_{k}^{2} & \Rightarrow c_{k}=2^{(d+5)\left(2^{k}-1\right)} c_{0}^{2^{k}} \\
\xi_{k+1}=2 \xi_{k}+d+1 & \Rightarrow \xi_{k}=\left(2^{k}-1\right)(d+1)+2^{k} \xi_{0} \tag{A.61}
\end{array}
$$

Therefore, by induction, Eq. (A.41) holds for $k+1$.
Next, to prove Eq. (A.42), we choose $k=\left\lceil\log _{2}(t / \Delta t)\right\rceil$ so that $t \leq 2^{k} \Delta t$. We also have $2^{k} \leq \frac{2 t}{\Delta t}$. Therefore, $c_{k} \leq\left(2^{d+5} c_{0}\right)^{\frac{2 t}{\Delta t}}, \xi_{k} \leq\left(d+1+\xi_{0}\right) \frac{2 t}{\Delta t}$. Plugging them into Eq. (A.41), we have

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathbb{P}_{r} t} \mid O\right) \| \leq\left(2^{d+5} c_{0}\right)^{\frac{2 t}{\Delta t}} r^{\left(d+1+\xi_{0}\right) \frac{2 t}{\Delta t}} e^{\frac{v t-r}{\ell}}=e^{\chi \frac{t}{\Delta t}+\frac{v t-r}{\ell}} \tag{A.62}
\end{equation*}
$$

with $\chi=2\left[\log \left(2^{d+5} c_{0}\right)+\left(d+1+\xi_{0}\right) \log r\right]$.

## A.1.2 Proof of Lemma 13

In this section, we prove Lemma 13.

Proof. First, we need the following lemma, which uses an existing bound to prove a tighter bound. We will use the lemma recursively to prove the nearly optimal bound in Lemma 13.

Lemma 15. Let $\eta \in\left(0, \frac{1}{\alpha-d}\right)$ be an arbitrary constant and

$$
\begin{equation*}
\delta=\frac{2 d+1}{(2 d+1-\alpha)(1+\eta(2 d+1-\alpha))} \tag{A.63}
\end{equation*}
$$

be another constant. Suppose there exist constants $\gamma, C, c \geq 0, \kappa \geq \delta$, and $\beta>d$ such that

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq C \log ^{\kappa} r_{*} \frac{t^{\gamma}}{r^{\beta}}, \tag{A.64}
\end{equation*}
$$

holds for all $t^{\gamma} \leq c r^{\beta} / \log ^{\delta} r_{*}$. Then, there exist constants $C^{\prime}, c^{\prime}>0$, and $\kappa^{\prime}>\delta$ such that

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq C^{\prime} \log ^{\kappa^{\prime}} r_{*} \frac{t^{\gamma^{\prime}}}{r^{\beta^{\prime}}} \tag{A.65}
\end{equation*}
$$

holds for all $t^{\gamma^{\prime}} \leq c^{\prime} r^{\beta^{\prime}} / \log ^{\delta} r_{*}$, where

$$
\begin{align*}
& \kappa^{\prime}=\max \left\{\kappa-\frac{\delta(\beta-d)}{\beta}+\frac{\alpha-d}{2 d+1-\alpha}, \delta\right\}  \tag{A.66}\\
& \gamma^{\prime}=\gamma d / \beta+1-\eta(\alpha-d)  \tag{A.67}\\
& \beta^{\prime}=\alpha-d-\eta(\alpha-2 d)(\alpha-d)>d \tag{A.68}
\end{align*}
$$

Proof. Let $V=H-H_{n}$ to be the sum over interactions of range more than $\ell_{n}$. We have [34]

$$
\begin{equation*}
\left.\left.\left.e^{\mathcal{L} t} \mid O\right)=e^{\mathcal{L}_{n} t} \mid O\right)+\sum_{h_{i j}} \int_{0}^{t} d s e^{\mathcal{L}(t-s)} \mathcal{L}_{h_{i j}} e^{\mathcal{L}_{n} s} \mid O\right) \tag{A.69}
\end{equation*}
$$

where the sum is over all $h_{i j}$ in $V$. The first term is the evolution under $H_{n}$, which we can bound using Eq. (A.8). Our task is to bound the second term.

Without loss of generality, we assume $i \leq j$. Because $\left.\mathcal{L}_{h_{i j}} \mid O\right)$ only acts nontrivially on the part of $O$ supported at least a distance $\operatorname{dist}(i, 0)$ from the origin, we can insert $\mathbb{P}_{\text {dist }(i, 0)}$ in the middle of the intergrand and use the triangle inequality:

$$
\begin{align*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| & \left.\left.\leq \| \mathbb{P}_{r} e^{\mathcal{L}_{n} t} \mid O\right)\|+\| \mathbb{P}_{r} \sum_{h_{i j}} \int_{0}^{t} d s e^{\mathcal{L}(t-s)} \mathcal{L}_{h_{i j}} \mathbb{P}_{\text {dist }(i, 0)} e^{\mathcal{L}_{n} s} \mid O\right) \|  \tag{A.70}\\
& \left.\left.\leq \| \mathbb{P}_{r} e^{\mathcal{L}_{n} t} \mid O\right)\left\|+4 \sum_{h_{i j}} \int_{0}^{t} d s\right\| h_{i j}\| \| \mathbb{P}_{\text {dist }(i, 0)} e^{\mathcal{L}_{n} s} \mid O\right) \| \tag{A.71}
\end{align*}
$$

Because $\left\|h_{i j}\right\| \leq 1 / \operatorname{dist}(i, j)^{\alpha}$ and $\operatorname{dist}(i, j)>\ell_{n}$, there exist a constant $K_{1}$ such
that $\sum_{j: \operatorname{dist}(i, j)>\ell_{n}}\left\|h_{i j}\right\| \leq K_{1} / \ell_{n}^{\alpha-d}$ for all $i \in \Lambda$. Therefore, we have

$$
\begin{equation*}
\left.\left.\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right)\|\leq\| \mathbb{P}_{r} e^{\mathcal{L}_{n} t} \mid O\right) \left.\left\|+\frac{4 K_{1}}{\ell_{n}^{\alpha-d}} \int_{0}^{t} d s \sum_{i}\right\| \mathbb{P}_{\text {dist }(i, 0)} e^{\mathcal{L}_{n} s} \right\rvert\, O\right) \|, \tag{A.72}
\end{equation*}
$$

We then consider two cases for the sum over $i$. If $\operatorname{dist}(i, 0)^{\beta} \leq \frac{1}{c} \log ^{\delta}\left(r_{*}\right) s^{\gamma}$, we use a trivial bound on the projection:

$$
\begin{align*}
\left.\left.\sum_{i: \operatorname{dist}(i, 0)^{\beta} \leq \frac{1}{c} \log ^{\delta}\left(r_{*}\right) s^{\gamma}} \| \mathbb{P}_{\text {dist }(i, 0)} e^{\mathcal{L}_{n} s} \right\rvert\, O\right) \| & \leq\left(2 c^{-1 / \beta}\left(\log r_{*}\right)^{\delta / \beta} s^{\gamma / \beta}\right)^{d} \times 2  \tag{A.73}\\
& =2^{d+1} c^{-d / \beta}\left(\log r_{*}\right)^{\delta d / \beta} s^{\gamma d / \beta} \tag{A.74}
\end{align*}
$$

Otherwise, if $\operatorname{dist}(i, 0)^{\beta}>\frac{1}{c} \log ^{\delta}\left(r_{*}\right) s^{\gamma}$, we apply Eq. (A.64):

$$
\begin{equation*}
\left.\left.\sum_{i: \operatorname{dist}(i, 0)^{\beta}>\frac{1}{c} \log ^{\delta}\left(r_{*}\right) s^{\gamma}} \| \mathbb{P}_{\operatorname{dist}(i, 0)} \mathcal{C}^{\mathcal{L}_{n} s} \right\rvert\, O\right) \| \leq C \log ^{\kappa} r_{*} \sum_{i: \operatorname{dist}(i, 0)^{\beta}>\frac{1}{c} \log ^{\delta}\left(r_{*}\right) s^{\gamma}} \frac{s^{\gamma}}{\operatorname{dist}(i, 0)^{\beta}} \tag{A.75}
\end{equation*}
$$

$$
\begin{align*}
& \leq C K_{2} \log ^{\kappa} r_{*} \frac{s^{\gamma}}{\left[c^{-1 / \beta}\left(\log r_{*}\right)^{\delta / \beta} s^{\gamma / \beta}\right]^{\beta-d}}  \tag{A.76}\\
& \leq C K_{2} c^{\frac{\beta-d}{\beta}}\left(\log r_{*}\right)^{\kappa-\frac{\delta(\beta-d)}{\beta}} s^{\gamma d / \beta} \tag{A.77}
\end{align*}
$$

where $K_{2}$ is a constant such that

$$
\begin{equation*}
\sum_{i: \operatorname{dist}(i, 0)>a} \frac{1}{\operatorname{dist}(i, 0)^{\beta}} \leq \frac{K_{2}}{a^{\beta-d}} \tag{A.78}
\end{equation*}
$$

for all $a>0$. Such a constant $K_{2}$ exists because $\beta>d$ by assumption.

Combining Eqs. (A.74) and (A.77) and accounting for $\kappa \geq \delta$, we can upper bound

$$
\begin{equation*}
\left.\left.\frac{4 K_{1}}{\ell_{n}^{\alpha-d}} \int_{0}^{t} d s \sum_{i} \| \mathbb{P}_{\mathrm{dist}(i, 0)} e^{\mathcal{L}_{n} s} \right\rvert\, O\right) \| \leq K\left(\log r_{*}\right)^{\kappa-\frac{\delta(\beta-d)}{\beta}} \frac{t^{\frac{\gamma d}{\beta}+1}}{\ell_{n}^{\alpha-d}} \tag{A.79}
\end{equation*}
$$

where we absorb all constants into $K=4 K_{1}\left(2^{d+1} c^{-d / \beta}+C K_{2} / c^{\frac{\beta-d}{\beta}}\right) \frac{\beta}{\gamma d+\beta}$. Substituting Eq. (A.79) in Eq. (A.72), we have a bound for the evolution under $H$ :

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq e^{\frac{v_{n} t-r}{\ell_{n}}}+K\left(\log r_{*}\right)^{\kappa-\frac{\delta(\beta-d)}{\beta}} \frac{t^{\frac{\gamma d}{\beta}+1}}{\ell_{n}^{\alpha-d}} \tag{A.80}
\end{equation*}
$$

We now substitute the values of $v_{n}$ and $\ell_{n}$ into the bound. Recall from Eq. (A.3) that

$$
\begin{equation*}
n=\left\lfloor\frac{1}{\log L} \log \left[r\left(\frac{t}{r^{\alpha-2 d}}\right)^{\eta}\right]\right\rfloor, \tag{A.81}
\end{equation*}
$$

where $\eta \in\left(0, \frac{1}{\alpha-d}\right)$ is an arbitrary small constant. With this choice, we can bound $\ell_{n}$ from both above and below:

$$
\begin{equation*}
r \geq r\left(\frac{t}{r^{\alpha-2 d}}\right)^{\eta} \geq \ell_{n}=L^{n} \geq \frac{r}{L}\left(\frac{t}{r^{\alpha-2 d}}\right)^{\eta}=\frac{r}{\left(\xi \log r_{*}\right)^{1 /(2 d+1-\alpha)}}\left(\frac{t}{r^{\alpha-2 d}}\right)^{\eta} . \tag{A.82}
\end{equation*}
$$

With $v_{1}=4 e \tau \ell_{1}, x=\xi \log r_{*}=L^{2 d+1-\alpha}$, we also have a bound for $v_{n}$ from Eq. (A.10):

$$
\begin{equation*}
v_{n} \leq r^{2 d+1-\alpha}\left(\frac{t}{r^{\alpha-2 d}}\right)^{\eta(2 d+1-\alpha)} \frac{4 e \tau x^{1 /(2 d+1-\alpha)}+\nu \lambda(n-1) x^{(2 d+1) /(2 d+1-\alpha)}}{x} \tag{A.83}
\end{equation*}
$$

Assuming that $r_{*} \geq e^{e^{2 d+1-\alpha} / \xi}$ so that $\log L \geq 1$ and $x \geq 1$, we have $n \leq \log r / \log L \leq$ $\log r_{*}=x / \xi$. We can then crudely upper bound

$$
\begin{align*}
& v_{n} \leq(4 e \tau+\nu \lambda / \xi)\left(\xi \log r_{*}\right)^{\frac{2 d+1}{2 d+1-\alpha}} \frac{r}{t}\left(\frac{t}{r^{\alpha-2 d}}\right)^{1+\eta(2 d+1-\alpha)}  \tag{A.84}\\
& =K_{3}\left(\log r_{*}\right)^{\frac{2 d+1}{2 d+1-\alpha}} \frac{r}{t}\left(\frac{t}{r^{\alpha-2 d}}\right)^{1+\eta(2 d+1-\alpha)} \tag{A.85}
\end{align*}
$$

where $K_{3}$ is a constant. Assuming

$$
\begin{equation*}
t \leq r^{\alpha-2 d} /\left[2 K_{3}\left(\log r_{*}\right)^{\frac{2 d+1}{2 d+1-\alpha}}\right]^{\frac{1}{1+\eta(2 d+1-\alpha)}} \tag{A.86}
\end{equation*}
$$

so that $v_{n} t \leq r / 2$, we can simplify the first term of Eq. (A.80):

$$
\begin{equation*}
e^{\frac{v_{n} t-r}{\ell_{n}}} \leq e^{-\frac{r}{2 \ell_{n}}} \leq \exp \left[-\frac{1}{2}\left(\frac{r^{\alpha-2 d}}{t}\right)^{\eta}\right] \tag{A.87}
\end{equation*}
$$

Similarly, the second term of Eq. (A.80) can be simplified to

$$
\begin{align*}
K\left(\log r_{*}\right)^{\kappa-\frac{\delta(\beta-d)}{\beta}} \frac{t^{\gamma d / \beta+1}}{\ell_{n}^{\alpha-d}} & \leq K\left(\log r_{*}\right)^{\kappa-\frac{\delta(\beta-d)}{\beta}} t^{\gamma d / \beta+1}\left[\frac{r}{\left(\xi \log r_{*}\right)^{1 /(2 d+1-\alpha)}}\left(\frac{t}{r^{\alpha-2 d}}\right)^{\eta}\right]^{d-\alpha} \\
& =K \xi^{(\alpha-d) /(2 d+1-\alpha)}\left(\log r_{*}\right)^{\kappa-\frac{\delta(\beta-d)}{\beta}+\frac{\alpha-d}{2 d+1-\alpha}} \frac{t^{\gamma d / \beta+1-\eta(\alpha-d)}}{r^{\alpha-d-\eta(\alpha-2 d)(\alpha-d)}}  \tag{A.88}\\
& =K_{4} \log ^{\kappa^{\prime}} r_{*} \frac{t^{\gamma^{\prime}}}{r^{\beta^{\prime}}}, \tag{A.90}
\end{align*}
$$

where $K_{4}, \kappa^{\prime}, \gamma^{\prime}$ are constants. In particular, $\gamma^{\prime}=\gamma d / \beta+1-\eta(\alpha-d)$ and $\beta^{\prime}=$
$\alpha-d-\eta(\alpha-2 d)(\alpha-d)>d$. Combining Eqs. (A.87) and (A.90), we get a bound for the evolution under $H$.

We now simplify the bound by considering $t$ such that

$$
\begin{equation*}
t^{\gamma^{\prime}} \leq \frac{c^{\prime} r^{\beta^{\prime}}}{\left(\log r_{*}\right)^{\delta \gamma^{\prime}}} \tag{A.91}
\end{equation*}
$$

for some constant $c^{\prime}$ and $\delta=\frac{2 d+1}{(2 d+1-\alpha)(1+\eta(2 d+1-\alpha))}$. Since $\beta / \gamma \leq \alpha-2 d$ by assumption, we also have

$$
\begin{equation*}
\frac{\beta^{\prime}}{\gamma^{\prime}}=\frac{\alpha-d-\eta(\alpha-2 d)(\alpha-d)}{\frac{\gamma d}{\beta}+1-\eta(\alpha-d)} \leq \frac{\alpha-d-\eta(\alpha-2 d)(\alpha-d)}{\frac{d}{\alpha-2 d}+1-\eta(\alpha-d)}=\alpha-2 d . \tag{A.92}
\end{equation*}
$$

Therefore, with $c^{\prime}=\left(2 K_{3}\right)^{\frac{-\gamma^{\prime}}{(1+\eta(2 d+1-\alpha))}}$, Eq. (A.91) satisfies the condition in Eq. (A.86). In addition, for $r^{\alpha-2 d} \geq t$, there exists a constant $K_{5}$ such that

$$
\begin{equation*}
\exp \left[-\frac{1}{2}\left(\frac{r^{\alpha-2 d}}{t}\right)^{\eta}\right] \leq K_{5}\left(\frac{t}{r^{\alpha-2 d}}\right)^{\gamma^{\prime}} \leq K_{5} \frac{t^{\gamma^{\prime}}}{r^{\beta^{\prime}}} \tag{A.93}
\end{equation*}
$$

where we have again used $\gamma^{\prime}(\alpha-2 d) \geq \beta^{\prime}$ in the last inequality. Replacing Eq. (A.87) by Eq. (A.93) and combining with Eq. (A.90), we arrive at a bound

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq C^{\prime} \log ^{\kappa^{\prime}} r_{*} \frac{t^{\gamma^{\prime}}}{r^{\beta^{\prime}}} \tag{A.94}
\end{equation*}
$$

for all $t^{\gamma^{\prime}} \leq c^{\prime} r^{\beta^{\prime}} / \log ^{\delta} r_{*}$, where $C^{\prime} \geq K_{4}+K_{5}$ and $c^{\prime}$ are constants,

$$
\begin{align*}
& \kappa^{\prime}=\kappa-\frac{\delta(\beta-d)}{\beta}+\frac{\alpha-d}{2 d+1-\alpha}  \tag{A.95}\\
& \gamma^{\prime}=\gamma d / \beta+1-\eta(\alpha-d)  \tag{A.96}\\
& \beta^{\prime}=\alpha-d-\eta(\alpha-2 d)(\alpha-d)>d \tag{A.97}
\end{align*}
$$

If $\kappa^{\prime}<\delta$, we simply replace $\kappa^{\prime}$ by $\delta$ in Eq. (A.94). Such replacement can only increase the bound in Eq. (A.94). Therefore, Lemma 15 follows.

We now use Lemma 15 to prove Lemma 13. To satisfy the assumption of Lemma 15, we start with the bound in Ref. [19]: There exist constants $K_{6}, K_{7}$, and $v_{F}$ such that

$$
\begin{equation*}
\left\|\left[O^{\prime}, e^{\mathcal{L} t} O\right]\right\| \leq K_{6} \exp \left(v_{F} t-\frac{r}{t^{(1+d) /(\alpha-2 d)}}\right)+K_{7} \frac{t^{\frac{\alpha(\alpha-d+1)}{\alpha-2 d}}}{r^{\alpha}} \tag{A.98}
\end{equation*}
$$

for all single-site, unit-norm operators $O^{\prime}$ supported a distance $r$ from $O$. We consider the regime

$$
\begin{equation*}
t^{\frac{\alpha(\alpha-d+1)}{\alpha-2 d}} \leq c r^{\alpha-d} / \log ^{\delta} r_{*} \leq c r^{\alpha-d} \leq c r^{\alpha}, \tag{A.99}
\end{equation*}
$$

where we choose $c=\left(2 v_{F}\right)^{-\alpha}$ so that

$$
\begin{equation*}
v_{F} t \leq \frac{r}{2 t^{(1+d) /(\alpha-2 d)}} \tag{A.100}
\end{equation*}
$$

Therefore, there exists a constant $K_{8}$ such that

$$
\begin{align*}
& K_{6} \exp \left(v_{F} t-\frac{r}{t^{(1+d) /(\alpha-2 d)}}\right) \leq K_{6} \exp \left(-\frac{r}{2 t^{(1+d) /(\alpha-2 d)}}\right)  \tag{A.101}\\
& \leq K_{8}\left(\frac{t^{(1+d) /(\alpha-2 d)}}{r}\right)^{\frac{\alpha(\alpha-d+1)}{1+d}} \leq K_{8} \frac{t^{\alpha(\alpha-d+1) /(\alpha-2 d)}}{r^{\alpha}} \tag{A.102}
\end{align*}
$$

holds for all $t$ satisfying Eq. (A.99). In the last inequality, we have used $\alpha-d+1 \geq d+1$ to lower bound the exponent of $r$. Substituting Eq. (A.102) into Eq. (A.98), we get a simplified version of the bound in Ref. [19]:

$$
\begin{equation*}
\left\|\left[O^{\prime}, e^{\mathcal{L} t} O\right]\right\| \leq K_{9} \frac{t^{\frac{\alpha(\alpha-d+1)}{\alpha-2 d}}}{r^{\alpha}} \tag{A.103}
\end{equation*}
$$

where $K_{9}=K_{7}+K_{8}$. Applying Lemma 4 in Ref. [25], there exists a constant $K_{10}$ such that:

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq K_{10} \frac{t^{\frac{\alpha(\alpha-d+1)}{\alpha-2 d}}}{r^{\alpha-d}}<K_{10} \log ^{\delta} r_{*} \frac{t^{\frac{\alpha(\alpha-d+1)}{\alpha-2 d}}}{r^{\alpha-d}} \tag{A.104}
\end{equation*}
$$

where the additional factor $-d$ in the exponent of $r$ comes from "integrating" over sites that are at least a distance $r$ from the origin. Equation (A.104) satisfies the assumption of Lemma 15, with $C \rightarrow K_{10}, c \rightarrow\left(2 v_{F}\right)^{-\alpha}, \kappa \rightarrow \delta, \gamma \rightarrow \frac{\alpha(\alpha-d+1)}{\alpha-2 d}, \beta \rightarrow \alpha-d$. Therefore, by the lemma, there exist constants $C_{1}, c_{1}, \kappa_{1}$ such that

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{r}} \mid O\right) \| \leq C_{1} \log ^{\kappa_{1}} r_{*} \frac{t^{\gamma_{1}}}{r^{\beta_{1}}} \tag{A.105}
\end{equation*}
$$

holds for all $t^{\gamma_{1}} \leq c_{1} r^{\beta_{1}} / \log ^{\delta} r_{*}$, where

$$
\begin{align*}
& \gamma_{1}=\frac{\alpha(\alpha-d+1)}{\alpha-2 d} \frac{d}{\alpha-d}+1-\eta(\alpha-d),  \tag{A.106}\\
& \beta_{1}=\alpha-d-\eta(\alpha-2 d)(\alpha-d) \tag{A.107}
\end{align*}
$$

Equation (A.105) again satisfies the assumption of Lemma 15. Applying the lemma again with $\gamma \rightarrow \gamma_{1}, \beta \rightarrow \beta_{1}$, we obtain

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{r}} \mid O\right) \| \leq C_{2} \log ^{\kappa_{2}} r_{*} \frac{t^{\gamma_{2}}}{r^{\beta_{2}}} \tag{A.108}
\end{equation*}
$$

for some constants $C_{2}, \kappa_{2}, \beta_{2}=\beta_{1}$, and

$$
\begin{equation*}
\gamma_{2}=\frac{\gamma_{1} d}{\beta_{1}}+1-\eta(\alpha-d) \equiv f\left(\gamma_{1}\right) \tag{A.109}
\end{equation*}
$$

After applying Lemma 15 for $m$ times, we obtain

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{r}} \mid O\right) \| \leq C_{m} \log ^{\kappa_{m}} r_{*} \frac{t^{\gamma_{m}}}{r^{\beta_{m}}}=C_{m} \log ^{\kappa_{m}} r_{*}\left(\frac{t}{r^{\beta_{m} / \gamma_{m}}}\right)^{\gamma_{m}} \tag{A.110}
\end{equation*}
$$

for some constants $C_{m}, \kappa_{m}, \beta_{m}=\beta_{1}$, and

$$
\begin{equation*}
\gamma_{m}=f^{\circ(m-1)}\left(\gamma_{1}\right) \tag{A.111}
\end{equation*}
$$

where $f^{\circ(m-1)}$ denotes the $(m-1)$-th composition of the function $f$. It is straightforward
to show that

$$
\begin{align*}
& \lim _{\eta \rightarrow 0} \lim _{m \rightarrow \infty} \gamma_{m}=\lim _{\eta \rightarrow 0} \frac{\alpha-d-\eta(\alpha-2 d)(\alpha-d)}{\alpha-2 d}=\frac{\alpha-d}{\alpha-2 d},  \tag{A.112}\\
& \lim _{\eta \rightarrow 0} \lim _{m \rightarrow \infty} \frac{\beta_{m}}{\gamma_{m}}=\alpha-2 d . \tag{A.113}
\end{align*}
$$

Therefore, for all $\varepsilon>0$, there exist $m \geq 1, \eta \in\left(0, \frac{1}{\alpha-d}\right)$ such that $\beta_{m} / \gamma_{m} \geq \alpha-2 d-\varepsilon$ and $\gamma_{m} \geq \frac{\alpha-d}{\alpha-2 d}-\varepsilon$. We obtain

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L}_{r}} \mid O\right) \| \leq C_{m} \log ^{\kappa_{m}} r_{*}\left(\frac{t}{r^{\alpha-2 d-\varepsilon}}\right)^{\frac{\alpha-d}{\alpha-2 d}-\varepsilon} \tag{A.114}
\end{equation*}
$$

which holds for all $t \leq c_{m}^{1 / \gamma_{m}} r^{\alpha-2 d-\varepsilon} /\left(\log r_{*}\right)^{\delta / \gamma_{m}} \leq r^{\alpha-2 d-\varepsilon}$. Lemma 13 thus follows.

## A.1.3 Removing the Dependence on the Lattice Size

In this section, we use Lemma 13 to prove Theorem 11 by removing the dependence on $r_{*}$.

Proof. Let $H_{\text {out }}=\mathbb{P}_{r_{0}} H$ denote the terms of the Hamiltonian $H$ that have support outside a distance $r_{0}$ from the origin, $H_{\mathrm{in}}=H-H_{\text {out }}$ be the rest of the Hamiltonian, and $\mathcal{L}_{\text {out }}$, $\mathcal{L}_{\text {in }}$ are the corresponding Liouvillians. Using the triangle inequality, we have

$$
\begin{equation*}
\left.\left.\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right)\|\leq\| \mathbb{P}_{r} e^{\mathcal{L}_{\mathrm{in}} t} \mid O\right)\left\|+\sum_{h_{i j}}\right\| \mathbb{P}_{r} \int_{0}^{t} d s e^{\mathcal{L}(t-s)} \mathcal{L}_{h_{i j}} e^{\mathcal{L}_{\mathrm{in}} s} \mid O\right) \| \tag{A.115}
\end{equation*}
$$

where the sum is taken over terms $h_{i j}$ in $H_{\text {out }}$. Without loss of generality, we assume
$\operatorname{dist}(i, 0) \leq \operatorname{dist}(j, 0)$, which implies $\operatorname{dist}(j, 0) \geq r_{0}$. In addition, since $\left.e^{\mathcal{L}_{\text {in } s}} \mid O\right)$ is supported entirely within the radius $r_{0}$ from the origin, only terms where $\operatorname{dist}(i, 0) \leq r_{0}$ contribute to the above sum. We consider two cases: $\operatorname{dist}(i, 0)>r_{0} / 2$ and $\operatorname{dist}(i, 0) \leq r_{0} / 2$.

In the former case, we insert $\mathbb{P}_{\text {dist }(i, 0)}$ in the middle of the integrand and bound

$$
\begin{align*}
& \left.\left.\quad \sum_{h_{i j}: \operatorname{dist}(i, 0) \in\left(\frac{r_{0}}{2}, r_{0}\right]} \| \mathbb{P}_{r} \int_{0}^{t} d s e^{\mathcal{L}(t-s)} \mathcal{L}_{h_{i j}} \mathbb{P}_{\text {dist }(i, 0)} e^{\mathcal{L}_{\mathrm{in}} s} \right\rvert\, O\right) \| \\
& \left.\left.\leq 4 \sum_{h_{i j}: \operatorname{dist}(i, 0) \in\left(\frac{r_{0}}{2}, r_{0}\right]}\left\|h_{i j}\right\| \int_{0}^{t} d s \| \mathbb{P}_{\text {dist }(i, 0)} e^{\mathcal{L}_{\text {in }} s} \right\rvert\, O\right) \|  \tag{A.116}\\
& \leq 4 K_{1} C \log ^{\kappa}\left(2 r_{0}\right) \sum_{i: \operatorname{dist}(i, 0) \in\left(\frac{r_{0}}{2}, r_{0}\right]} \int_{0}^{t} d s\left(\frac{t}{\operatorname{dist}(i, 0)^{\alpha-2 d-\varepsilon}}\right)^{\frac{\alpha-d}{\alpha-2 d}-\varepsilon}  \tag{A.117}\\
& \leq K_{2} r_{0}^{d} t\left(\frac{t}{r_{0}^{\alpha-2 d-\varepsilon}}\right)^{\frac{\alpha-d}{\alpha-2 d}-\varepsilon} \tag{A.118}
\end{align*}
$$

where $K_{2}$ is a constant. We have used Lemma 13 to bound the evolution under $e^{\mathcal{L}_{\text {in }} s}$, which is supported entirely within a truncated lattice of diameter $2 r_{0}$, and used the fact that the interaction $h_{i j}$ decays as a power law with an exponent $\alpha>2 d$ to bound the sum over $j$ by a constant. We require $t \leq c_{1} r^{\alpha-2 d-\varepsilon} / \log ^{\delta}\left(2 r_{0}\right)$, for some constant $c_{1}, \delta$, to satisfy the conditions of Lemma 13.

On the other hand, when $\operatorname{dist}(i, 0) \leq r_{0} / 2$, we have $\operatorname{dist}(i, j) \geq r_{0} / 2$. Therefore, there exists a constant $c_{2}$ such that $\sum_{j}\left\|h_{i j}\right\| \leq c_{2} / r_{0}^{\alpha-d}$ for all $i$. We can then bound

$$
\begin{equation*}
\left.\left.\sum_{h_{i j}: \text { dist }(i, 0) \leq \frac{r_{0}}{2}} \| \mathbb{P}_{r} \int_{0}^{t} d s e^{\mathcal{L}(t-s)} \mathcal{L}_{h_{i j}} e^{\mathcal{L}_{\mathrm{in}} s} \right\rvert\, O\right) \| \leq 4 \sum_{i: \operatorname{dist}(i, 0) \leq \frac{r_{0}}{2}} \frac{c_{2}}{r_{0}^{\alpha-d}} \int_{0}^{t} d s \leq K_{3} \frac{t}{r_{0}^{\alpha-2 d}} \tag{A.119}
\end{equation*}
$$

for some constant $K_{3}$.
Using Lemma 13 on the first term of Eq. (A.115) and combining with Eqs. (A.118) and (A.119), we have:

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq C \log ^{\kappa}\left(2 r_{0}\right)\left(\frac{t}{r^{\alpha-2 d-\varepsilon}}\right)^{\frac{\alpha-d}{\alpha-2 d}-\varepsilon}+K_{2} r_{0}^{d} t\left(\frac{t}{r_{0}^{\alpha-2 d-\varepsilon}}\right)^{\frac{\alpha-d}{\alpha-2 d}-\varepsilon}+K_{3} \frac{t}{r_{0}^{\alpha-2 d}} \tag{A.120}
\end{equation*}
$$

We choose $r_{0}=r^{\xi}$, where

$$
\begin{equation*}
\xi=\left(1+\frac{\alpha-d}{\alpha-2 d}-\varepsilon\right) \frac{\alpha-2 d-\varepsilon}{\alpha-2 d-\varepsilon \frac{(\alpha-2 d)^{2}+\alpha-d}{\alpha-2 d}+\varepsilon^{2}} \geq \frac{\alpha-d}{\alpha-2 d} \tag{A.121}
\end{equation*}
$$

and we require $\varepsilon \leq(\alpha-2 d)^{2} /\left[(\alpha-2 d)^{2}+\alpha-d\right]$ so that the lower bound on $\xi$ holds. Under this choice,

$$
\begin{equation*}
K_{2} r_{0}^{d} t\left(\frac{t}{r_{0}^{\alpha-2 d-\varepsilon}}\right)^{\frac{\alpha-d}{\alpha-2 d}-\varepsilon}=K_{2}\left(\frac{t}{r^{\alpha-2 d-\varepsilon}}\right)^{1+\frac{\alpha-d}{\alpha-2 d}-\varepsilon} \leq K_{4}\left(\frac{t}{r^{\alpha-2 d-\varepsilon}}\right)^{\frac{\alpha-d}{\alpha-2 d}-\varepsilon} \tag{A.122}
\end{equation*}
$$

for all $t \leq c_{1} r^{\alpha-2 d-\varepsilon}$, where $K_{4}$ is a constant. In addition, for $\varepsilon \leq(\alpha-2 d)^{2} /\left[(\alpha-2 d)^{2}+\right.$ $\alpha-d], \xi \geq(\alpha-d) /(\alpha-2 d)$ and, therefore,

$$
\begin{equation*}
K_{3} \frac{t}{r_{0}^{\alpha-2 d}} \leq K_{3} \frac{t}{r^{\alpha-d}} \tag{A.123}
\end{equation*}
$$

Combining Eqs. (A.121)-(A.123), we have

$$
\begin{equation*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| \leq K_{5} \log ^{\kappa}(r)\left(\frac{t}{r^{\alpha-2 d-\varepsilon}}\right)^{\frac{\alpha-d}{\alpha-2 d}-\varepsilon}+K_{6} \frac{t}{r^{\alpha-d}} \tag{A.124}
\end{equation*}
$$

which holds for all $t \leq c_{1} r^{\alpha-2 d-\varepsilon} / \log ^{\delta}\left(2 r^{\xi}\right)$ for some constants $K_{5}, K_{6}$ independent of $t, r$.

Next, we simplify Eq. (A.124) by "hiding" the factor $\log ^{\kappa} r$ inside the constant $\varepsilon$. Specifically, there exist a constant $K_{7}$ such that $\log ^{\kappa} r \leq K_{7} r^{\varepsilon^{\prime}}$, where $\varepsilon^{\prime}=\frac{\varepsilon}{2}\left(\frac{\alpha-d}{\alpha-2 d}-\frac{\varepsilon}{2}\right)$, and constants $K_{8}, K_{9}$ such that

$$
\begin{align*}
\left.\| \mathbb{P}_{r} e^{\mathcal{L} t} \mid O\right) \| & \leq K_{8} \log ^{\kappa}(r)\left(\frac{t}{r^{\alpha-2 d-\varepsilon / 2}}\right)^{\frac{\alpha-d}{\alpha-2 d}-\frac{\varepsilon}{2}}+K_{9} \frac{t}{r^{\alpha-d}}  \tag{A.125}\\
& \leq K_{7} K_{8}\left(\frac{t}{r^{\alpha-2 d-\varepsilon}}\right)^{\frac{\alpha-d}{\alpha-2 d}-\frac{\varepsilon}{2}}+K_{9} \frac{t}{r^{\alpha-d}}, \tag{A.126}
\end{align*}
$$

which holds for all $t \leq c_{1} r^{\alpha-2 d-\varepsilon / 2} / \log ^{\delta}\left(2 r^{\xi}\right)$. In addition, there exists a constant $K_{10}$ such that $K_{10} \log ^{\delta}\left(2 r^{\xi}\right) \leq r^{\varepsilon / 2}$ for all $r \geq 1$. By requiring that $t \leq K_{10} c_{1} r^{\alpha-2 d-\varepsilon}$, we also ensure $t \leq c_{1} r^{\alpha-2 d-\varepsilon / 2} / \log ^{\delta}\left(2 r^{\xi}\right)$. Therefore, Theorem 11 follows with $c \rightarrow$ $c_{1} K_{10}, C_{1} \rightarrow K_{7} K_{8}$, and $C_{2} \rightarrow K_{9}$.

## A. 2 Applications of Theorem 11

We discussed in the main text that the tightened light cone and nearly optimal tail in Theorem 11 improved the scaling for various applications of Lieb-Robinson bounds to problems of physical interest in the regime $2 d<\alpha<2 d+1$ Here we provide some
mathematical details to justify those assertions. We also provide a table briefly summarizing the bounds we will use to compare, where we consider each bound to take the form $\|[A(t), B]\| \leq c t^{\gamma} / r^{\beta}$ for some constants $c, \gamma$ and $\beta$, where $A$ is single-site, but $B$ may generally be some large multi-site operator.

| Bound | Light cone | Tail | $\gamma$ | $\beta$ | $\gamma^{\prime}$ | $\beta^{\prime}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| This work (B1) | $t \gtrsim r^{\alpha-2 d}$ | $1 / r^{\alpha-d}$ | $\frac{\alpha-d}{\alpha-2 d}$ | $\alpha-d$ | $\gamma+1$ | $\beta$ |
| Ref. [19] (B2) | $t \gtrsim r^{\frac{(\alpha-d)(\alpha-2 d)}{\alpha(\alpha-d+1)}}$ | $1 / r^{\alpha-d}$ | $\frac{\alpha(\alpha-d+1)}{\alpha-2 d}$ | $\alpha-d$ | $\gamma+1$ | $\beta$ |
| Ref. [21] (B3) | $t \gtrsim r^{\frac{\alpha-2 d}{\alpha-d}}$ | $1 / r^{\alpha-2 d}$ | $\alpha-d$ | $\alpha-2 d$ | $\gamma$ | $\beta$ |

Table A.1: Comparison of Lieb-Robinson bounds for $2 d<\alpha<2 d+1$. We name the bounds B1, B2, and B3 for brevity. We ignore the arbitrarily small parameter $\varepsilon$ in B 1 for simplicity, as it does not affect the conclusions.

We first consider the application of the bound on the growth of connected correlators. Consider two unit-norm, single-site observables $A$ and $B$ initially supported on sites $x$ and $y$, respectively, such that $x$ and $y$ are separated by a distance $r$. Let $|\psi\rangle$ be a product state between $\mathcal{B}_{r / 2}(x)$ and $\mathcal{B}_{r / 2}(y)$, where $\mathcal{B}_{r / 2}(x)$ is the ball of radius $r / 2$ around $x$. The connected correlator is defined by

$$
\begin{equation*}
C(r, t) \equiv\langle A(t) B(t)\rangle-\langle A(t)\rangle\langle B(t)\rangle \tag{A.127}
\end{equation*}
$$

where $\langle\cdot\rangle \equiv\langle\psi| \cdot|\psi\rangle$. Define $\tilde{A}(t) \equiv \operatorname{Tr}_{\mathcal{B}_{r / 2}^{c}(x)}[A(t)]$ and $\tilde{B}$ similarly. It is elementary to bound $C(r, t)$ by

$$
\begin{equation*}
C(r, t) \leq 2\|A(t)-\tilde{A}(t)\|+2\|B(t)-\tilde{B}(t)\| \tag{A.128}
\end{equation*}
$$

That is, the connected correlator is controlled by the error in truncating $A(t)$ and $B(t)$ to
within a ball of radius $r / 2$ around their initial support. A simple result from Ref. [36] allows us to bound this error

$$
\begin{equation*}
\|A(t)-\tilde{A}(t)\| \leq \int_{\mathcal{B}_{r / 2}^{c}(x)} d U\|[U, A(t)]\| \leq c \frac{t^{\gamma}}{(r / 2)^{\beta}} \tag{A.129}
\end{equation*}
$$

where $d U$ is the Haar measure on unitaries supported outside a ball of radius $r / 2$ around $x$. Thus, for a given Lieb-Robinson bound

$$
\begin{equation*}
C(r, t) \leq 2^{\beta+2} c \frac{t^{\gamma}}{r^{\beta}} \tag{A.130}
\end{equation*}
$$

Ignoring constants and focusing on the asymptotics with respect to $t$ and $r$, we see that

$$
\begin{align*}
& R_{12} \equiv \frac{\mathrm{~B} 1}{\mathrm{~B} 2} \sim\left(\frac{t^{\alpha-d}}{t^{\alpha(\alpha-d+1)}}\right)^{\frac{1}{\alpha-2 d}}  \tag{A.131}\\
& R_{13} \equiv \frac{\mathrm{~B} 1}{\mathrm{~B} 3} \sim\left(\frac{t^{\frac{1}{\alpha-2 d}}}{t}\right)^{\alpha-d} r^{-d} \tag{A.132}
\end{align*}
$$

Thus, as $t$ increases, the tighter light cone of B1 leads to significant improvement in bounding the connected correlator as compared to B2. While B1 has a slightly worse time-dependence than B3 (as $0<\alpha-2 d<1$ ), it has a much better $r$-dependence. And, of course, when taken together, B1 follows a tighter light cone than B3, leading to an overall more useful bound. Thus, while B3 may strictly have a better time-dependence, B1 provides the tightest holistic bound on the growth of connected correlators.

A nearly identical calculation allows us to place stricter bounds on the time required to generate topologically ordered states from topologically trivial ones. We define topo-
logically ordered states as follows: consider a lattice $\Lambda$ with diameter $L$ and $O\left(L^{d}\right)$ sites. We say that a set of orthonormal states $\left\{\left|\psi_{1}\right\rangle, \ldots,\left|\psi_{k}\right\rangle\right\}$ are topologically ordered if there exists a constant $\delta$ such that

$$
\begin{equation*}
\left.\varepsilon \equiv \sup _{O} \max _{1 \leq i, j \leq k}\left\{\left|\left\langle\psi_{i}\right| O\right| \psi_{j}\right\rangle-\left\langle\psi_{j}\right| O\left|\psi_{i}\right\rangle, 2\left\langle\psi_{i}\right| O\left|\psi_{j}\right\rangle \mid\right\} \tag{A.133}
\end{equation*}
$$

is bounded $\varepsilon=O\left(L^{-\delta}\right)$. The supremum is taken over operators $O$ supported on a subset of the lattice with diameter $\ell^{\prime}<L$, so $\varepsilon$ essentially measures the ability to distinguish between states $\left|\psi_{i}\right\rangle$ using an operator $O$ supported on only a fraction of the lattice. In contrast, we say the states are topologically trivial if $\varepsilon$ is independent of $L$. Given a set of topologically trivial states $\left\{\left|\phi_{i}\right\rangle\right\}_{i}$ and a set of topologically ordered states $\left\{\left|\psi_{i}\right\rangle\right\}_{i}$, the question is how long it takes to generate a unitary $U$ such that $U\left|\phi_{i}\right\rangle=\left|\psi_{i}\right\rangle$ for all $i$ using a power-law Hamiltonian. Ref. [25] proves that this time is controlled by the time it takes $\left\|O(t)-O\left(t, \ell^{\prime}\right)\right\|$ to become non-vanishing in $L$, where $O\left(t, \ell^{\prime}\right)$ is the truncation of the time evolution of $O$ to a radius $\ell^{\prime}$. This expression is bounded in the exact same way as the connected correlator was, and so we see the same improvement from B1 as compared to both B2 and B3.

Finally, we consider the task of simulating the evolution of a local observable under a power-law Hamiltonian $H$ using quantum simulation algorithms. In contrast to the earlier applications, it is not sufficient to simply truncate the time-evolved observable to the light cone. Instead, to simulate the observable, we need to construct the Hamiltonian that generates the dynamics of the observable inside the light cone.

Let $A$ be a unit-norm, single-site observable originally supported on site $x$, and
consider $A(t)$ its evolution under a 2-local power-law Hamiltonian $H$. Define $H_{r}$ to be the Hamiltonian constructed by taking terms of $H$ that are fully supported within $\mathcal{B}_{r}(x)$, and let $\tilde{A}(t)$ be $A(0)$ evolved under $H_{r}$ (note that this is different than our previous definition of $\tilde{A}$ ). The question is how large $r$ must be (i.e., how many terms of $H$ must we simulate) for $\|A(t)-\tilde{A}(t)\|$ to have small error. Intuitively, this observable should be constrained to lie mostly within the light cone of a Lieb-Robinson bound for $H$ as long as the tail of the bound decays sufficiently quickly, so we expect $r$ to be related to the lightcone of our bounds. Refs. [21, 25] make this intuition rigorous and yield

$$
\begin{equation*}
\|A(t)-\tilde{A}(t)\| \lesssim \frac{t^{\gamma^{\prime}}}{r^{\beta^{\prime}}} \tag{A.134}
\end{equation*}
$$

where $\gamma^{\prime}$ and $\beta^{\prime}$ are listed in Table A.1. In particular, in order to ensure only a constant error, we must choose $r \sim t^{\prime} / \beta^{\prime}$, which corresponds to simulating about $r^{2} \sim t^{2 d \gamma^{\prime} / \beta^{\prime}}$ terms of the Hamiltonian. We can compare this exponent $\phi \equiv \gamma^{\prime} / \beta^{\prime}$ between bounds:

$$
\begin{align*}
& \phi_{\mathrm{B} 1}-\phi_{\mathrm{B} 2}=-\frac{(\alpha-1)(\alpha-d)+\alpha}{(\alpha-d)(\alpha-2 d)}  \tag{A.135}\\
& \phi_{\mathrm{B} 1}-\phi_{\mathrm{B} 3}=-\frac{(\alpha-d)^{2}+d}{(\alpha-2 d)(\alpha-d)} \tag{A.136}
\end{align*}
$$

These differences are all negative for $2 d<\alpha<2 d+1$, meaning the current work provides the tightest bound on how many terms must be kept to get constant error when simulating the evolution of local observables in this regime.

## Appendix B: Supplemental Material for Chapter 5

## B. 1 Evaluations of the Sum in Lemma 3

In this section, we shall show how we bound $\delta_{\text {trunc }}$ from Eq. (5.10) (Appendix B.1.1) and $\delta_{\text {overlap }}$ from Eq. (5.11) (Appendix B.1.2) in the proof of Lemma 3.

## B.1.1 Evaluation of $\delta_{\text {trunc }}$

In this subsection, we provide explicit calculations of $\delta_{\text {trunc }}$ in Eq. (5.10). Recall that $\ell=\operatorname{dist}(A, C)$ is the shortest distance between any two points in $A$ and $C$. Therefore, $\|\vec{a}-\vec{c}\|$ is always greater than $\ell$. For each $\vec{a} \in A$, let $\ell_{\vec{a}}=\operatorname{dist}(\vec{a}, C)$ be the minimum distance from $\vec{a}$ to the set $C$ and $C_{\vec{a}}=\left\{\vec{\imath} \in \Lambda: \operatorname{dist}(\vec{a}, \vec{\imath}) \geq \ell_{\vec{a}}\right\}$. Clearly, $C$ is a subset of $C_{\vec{a}}$. Therefore,

$$
\begin{align*}
\left\|\delta_{\text {trunc }}\right\| & =\left\|H_{A: C}\right\| \leq \sum_{\vec{a} \in A} \sum_{\vec{c} \in C} \frac{1}{\|\vec{a}-\vec{c}\|^{\alpha}}  \tag{B.1}\\
& \leq \sum_{\vec{a} \in A} \sum_{\vec{c} \in C_{\vec{a}}} \frac{1}{\|\vec{a}-\vec{c}\|^{\alpha}}=\sum_{\vec{a} \in A} \sum_{\| \vec{r}} \frac{1}{\|\vec{r}\|^{\alpha} \geq \ell_{\vec{a}}}  \tag{B.2}\\
& \leq \lambda_{1} \sum_{\vec{a} \in A} \frac{1}{\left(\ell_{\vec{a}}-\sqrt{D}\right)^{\alpha-D}}, \tag{B.3}
\end{align*}
$$

where $\lambda_{1}$ is a constant independent of $\vec{a}$ and the sum over $\vec{r}$ is bounded using Lemma 18 in Appendix B.7.

Next, to evaluate the sum over $\vec{a}$, we parameterize the sites in the set $A$ by their distance to its boundary $\partial A$. Note that by assumption the interior of $A$ is non-empty, so that $A \neq \partial A$. Roughly speaking, there will be at most $\mathcal{O}(\Phi(A))$ sites whose distances to the boundary $\partial A$ is between $\ell$ and $\ell+\mu$, for each $\mu=0,1, \ldots$, where $\Phi(A)$ is the boundary area of $A$. Therefore, we have (see Lemma 22 in Appendix B.7.2 for a rigorous proof)

$$
\begin{align*}
\left\|\delta_{\text {trunc }}\right\| & \leq 2 \eta \lambda_{1} \Phi(A) \sum_{\mu=0}^{\infty} \frac{1}{(\ell+\mu-\sqrt{D})^{\alpha-D}}  \tag{B.4}\\
& \leq 2 \eta \lambda_{1} \lambda_{2} 2^{\alpha-D} \frac{\Phi(A)}{\ell^{\alpha-D-1}}=c_{\mathrm{tr}} 2^{\alpha} \frac{\Phi(A)}{\ell^{\alpha-D-1}} \tag{B.5}
\end{align*}
$$

for $\ell>2 \sqrt{D}$, where $\lambda_{2}$ is a constant that arises after using Lemma 18 to bound the sum, and the factor $2^{\alpha-D}$ is because we lower bound $\ell-\sqrt{D} \geq \ell / 2$ to simplify the expression. The constants are later absorbed into the definition of $c_{\mathrm{tr}}$.

## B.1.2 Evaluation of $\delta_{\text {overlap }}$

In this section, we show how we bound $\delta_{\text {overlap }}$ from Eq. (5.11) in the proof of Lemma 3. To estimate $\delta_{\text {overlap }}$, we use the following lemma, which generalizes a similar lemma in Ref. [76] to arbitrary, time-dependent Hamiltonians.

Lemma 16. Let $\Omega \subset \Lambda$ be a subset of sites. Let $H_{\Omega}(t)=\sum_{i, j \in \Omega} h_{i j}(t)$ be the terms of $H_{\Lambda}(t)$ supported entirely on $\Omega$. Let $O_{X}(\tau)$ be an observable supported on a subset $X$ at
a fixed time $\tau$. We have:

$$
\begin{align*}
& \left\|\left(U_{0, t}^{\Lambda}\right)^{\dagger} O_{X}(\tau) U_{0, t}^{\Lambda}-\left(U_{0, t}^{\Omega}\right)^{\dagger} O_{X}(\tau) U_{0, t}^{\Omega}\right\| \\
& \leq \int_{0}^{t} d s\left\|\left[\left(U_{s, t}^{\Omega}\right)^{\dagger} O_{X}(\tau) U_{s, t}^{\Omega}, H_{\Lambda}(s)-H_{\Omega}(s)\right]\right\| \tag{B.6}
\end{align*}
$$

where $U_{0, t}^{\Lambda}=\mathcal{T} \exp \left(-i \int_{0}^{t} H_{\Lambda}(s) d s\right)$.

Proof. To prove the lemma, we shall move into the interaction picture of $H_{\Omega}(t)$ and treat $V(t) \equiv H_{\Lambda}(t)-H_{\Omega}(t)$ as a perturbation. Let $V_{I}(t)=\left(U_{0, t}^{\Omega}\right)^{\dagger} V(t) U_{0, t}^{\Omega}$ and $U_{I}(t)=$ $\mathcal{T} \exp \left(-i \int_{0}^{t} V_{I}(s) d s\right)$ be respectively the Hamiltonian and the evolution operator in the interaction picture. We have:

$$
\begin{align*}
& \left\|\left(U_{0, t}^{\Lambda}\right)^{\dagger} O_{X}(\tau) U_{0, t}^{\Lambda}-\left(U_{0, t}^{\Omega}\right)^{\dagger} O_{X}(\tau) U_{0, t}^{\Omega}\right\| \\
& =\left\|\int_{0}^{t} d s \frac{d}{d s}\left(U_{I}^{\dagger}(s)\left(U_{0, t}^{\Omega}\right)^{\dagger} O_{X}(\tau) U_{0, t}^{\Omega} U_{I}(s)\right)\right\|  \tag{B.7}\\
& =\left\|\int_{0}^{t} d s U_{I}^{\dagger}(s)\left[\left(U_{0, t}^{\Omega}\right)^{\dagger} O_{X}(\tau) U_{0, t}^{\Omega}, V_{I}(s)\right] U_{I}(s)\right\|  \tag{B.8}\\
& \leq \int_{0}^{t} d s\left\|\left[\left(U_{0, t}^{\Omega}\right)^{\dagger} O_{X}(\tau) U_{0, t}^{\Omega}, V_{I}(s)\right]\right\|  \tag{B.9}\\
& \leq \int_{0}^{t} d s\left\|\left[\left(U_{s, t}^{\Omega}\right)^{\dagger} O_{X}(\tau) U_{s, t}^{\Omega}, V(s)\right]\right\| . \tag{B.10}
\end{align*}
$$

Thus, Lemma 16 follows.

By substituting $\Lambda \rightarrow A B, \Omega \rightarrow B, O_{X} \rightarrow H_{B: C}, \tau \rightarrow t$, and noting that operators
supported on disjoint subsets commute, we can show using Lemma 16 that

$$
\begin{align*}
& \left\|\delta_{\text {overlap }}\right\|=\left\|\left(U_{0, t}^{A B}\right)^{\dagger} H_{B: C}(t) U_{0, t}^{A B}-\left(U_{0, t}^{B}\right)^{\dagger} H_{B: C}(t) U_{0, t}^{B}\right\| \\
& \leq \int_{0}^{t} d s\left\|\left[\left(U_{s, t}^{B}\right)^{\dagger} H_{B: C}(t) U_{s, t}^{B}, H_{A: B}(s)\right]\right\| \\
& \leq \sum_{\vec{a} \in A} \sum_{\vec{b}, \vec{b}^{\prime} \in B} \sum_{\vec{c} \in C} \int_{0}^{t} d s\left\|\left[\left(U_{s, t}^{B}\right)^{\dagger} h_{\vec{b}, \vec{c}}(t) U_{s, t}^{B}, h_{\vec{a}, \vec{b}^{\prime}}(s)\right]\right\|, \tag{B.11}
\end{align*}
$$

where the observables are, in general, evaluated at different times $s \leq t$. We note that while it is necessary to keep track of $s, t$ for completeness, one should pay more attention to the supports of the operators, as they carry useful information about the locality of the system.

In fact, let us pause for a moment to discuss why the right hand side of Eq. (B.11) should be small when $\ell$, the distance between $A$ and $C$, is large. Whenever the supports of $h_{\vec{a}, \overrightarrow{b^{\prime}}}(s)$ and $h_{\vec{b}, \vec{c}}(t)$ are far from each other, we can bound their commutator norm using a Lieb-Robinson bound for long-range interactions. We use the bound by Gong et al. [29]:

$$
\begin{align*}
& \left\|\left[\left(U_{s, t}^{B}\right)^{\dagger} h_{\vec{b}, \vec{c}}(t) U_{s, t}^{B}, h_{\vec{a}, \vec{b}^{\prime}}(s)\right]\right\| \\
& \leq c e^{v(t-s)}\left\|h_{\vec{b}, \vec{c}}(t)\right\|\left\|h_{\vec{a}, \vec{b}^{\prime}}(s)\right\|\left(\frac{1}{(1-\gamma)^{\alpha}} \frac{1}{r^{\alpha}}+\frac{1}{e^{\gamma r}}\right), \tag{B.12}
\end{align*}
$$

where $r=\operatorname{dist}\left(\left\{\vec{a}, \vec{b}^{\prime}\right\},\{\vec{b}, \vec{c}\}\right)$ is the distance between the supports, $\gamma \in(0,1)$ is a constant that can be made arbitrarily close to 1 , and $c, v$ are constants that depend only on D.

However, in contrast to short-range interacting systems, here $\vec{b}, \overrightarrow{b^{\prime}}$ run over all possible sites in $B$, so in principle the distance between the supports of $h_{\vec{a}, \overrightarrow{b^{\prime}}}(s)$ and $h_{\vec{b}, \vec{c}}(t)$


Figure B.1: An illustration of $h_{a b^{\prime}}$ and $h_{b c}$ in a one-dimensional lattice. For short-range interactions, the sets $\left\{a, b^{\prime}\right\}$ and $\{b, c\}$ are separated by distance of the same order as the size of $B$ (upper figure). The contributions from these terms to $\delta_{\text {overlap }}$ are bounded using a Lieb-Robinson bound. However, for long-range interactions, $\left\{a, b^{\prime}\right\}$ and $\{b, c\}$ can be geometrically close to each other (lower figure). In such cases, the norms of $h_{a b^{\prime}}$ and $h_{b c}$ decay as $\left|b^{\prime}-a\right|^{-\alpha}$ and $|c-b|^{-\alpha}$ and, therefore, their contributions to $\delta_{\text {overlap }}$ are small.
can be small (Fig. B.1). Fortunately, if that is indeed the case, then although the LiebRobinson bound is trivial, the assumption that $\left\|h_{\vec{a}, \overrightarrow{b^{\prime}}}\right\|$ and $\left\|h_{\vec{b}, \vec{c}}\right\|$ fall off as $\left\|\overrightarrow{b^{\prime}}-\vec{a}\right\|^{-\alpha}$ and $\|\vec{c}-\vec{b}\|^{-\alpha}$, respectively, makes the summand in Eq. (B.11) small.

Let us now evaluate the sum in Eq. (B.11). In the following, we shall consider $\vec{b} \neq \vec{b}^{\prime}$, since the estimation for the case $\vec{b}=\vec{b}^{\prime}$ follows a similar, but less complicated argument. Using Gong et al.'s Lieb-Robinson bound for long-range interactions [29]:

$$
\begin{align*}
& \int_{0}^{t} d s\left\|\left[\left(U_{s, t}^{B}\right)^{\dagger} h_{\vec{b}, \vec{c}}(t) U_{s, t}^{B}, h_{\vec{a} \vec{b}^{\prime}}(s)\right]\right\| \\
& \leq c \int_{0}^{t} d s\left\|h_{\vec{b}, \vec{c}}(t)\right\|\left\|h_{\vec{a}, \vec{b}^{\prime}}(s)\right\|\left(\frac{e^{v(t-s)}}{((1-\gamma) r)^{\alpha}}+\frac{e^{v(t-s)}}{e^{\gamma r}}\right) \\
& \leq \frac{c}{v} \frac{\left(e^{v t}-1\right)}{\|\vec{b}-\vec{c}\|^{\alpha}\left\|\vec{a}-\vec{b}^{\prime}\right\|^{\alpha}}\left(\frac{1}{(1-\gamma)^{\alpha}} \frac{1}{r^{\alpha}}+\frac{1}{e^{\gamma r}}\right), \tag{B.13}
\end{align*}
$$

where $\gamma \in(0,1)$ is a constant that can be chosen arbitrarily close to 1 , while $c, v$ are finite
and bounded constants for all $\alpha$, and

$$
\begin{align*}
r & =\operatorname{dist}\left(\left\{\vec{a}, \vec{b}^{\prime}\right\},\{\vec{b}, \vec{c}\}\right) \\
& =\min \left\{\left\|\vec{b}^{\prime}-\vec{b}\right\|,\left\|\overrightarrow{b^{\prime}}-\vec{c}\right\|,\|\vec{a}-\vec{b}\|,\|\vec{a}-\vec{c}\|\right\} \tag{B.14}
\end{align*}
$$

is the distance between the supports of $h_{\vec{b}, \vec{c}}(t)$ and $h_{\vec{a}, \vec{b}^{\prime}}(s)$ (see Fig. B.1). Since each term of $\delta_{\text {overlap }}$ contributes a sum of an algebraically decaying as $1 / r^{\alpha}$ and an exponential decaying as $e^{-\gamma r}$ terms, it is convenient to evaluate their contributions separately.

First, let us find the contribution from the algebraically decaying part. It is straightforward to find out their contributions to $\delta_{\text {overlap }}$ when $r$ takes one of the four allowed values. Depending on which value $r$ takes, we use either Lemma 18 or Lemma 20 in Appendix B. 7 to evaluate the sums over $\vec{b}$ and $\vec{b}^{\prime}$. For example, the contribution from the terms where $r=\left\|\overrightarrow{b^{\prime}}-\vec{b}\right\|$ is at most

$$
\begin{align*}
& \sum_{\vec{a} \in A} \sum_{\vec{b} \neq \vec{b}^{\prime} \in B} \sum_{\vec{c} \in C} \frac{c\left(e^{v t}-1\right)\left(\frac{1}{1-\gamma}\right)^{\alpha}}{v\|\vec{b}-\vec{c}\|^{\alpha}\left\|\vec{a}-\vec{b}^{\prime}\right\|^{\alpha}\left\|\overrightarrow{b^{\prime}}-\vec{b}\right\|^{\alpha}} \\
& \leq \frac{c}{v} \lambda_{3} \sum_{\vec{a} \in A} \sum_{\vec{b} \in B} \sum_{\vec{c} \in C} \frac{\left(e^{v t}-1\right)\left(\frac{2}{1-\gamma}\right)^{\alpha}}{\|\vec{b}-\vec{c}\|^{\alpha}\|\vec{a}-\vec{b}\|^{\alpha}}  \tag{B.15}\\
& \leq \frac{c}{v} \lambda_{3} \lambda_{4} \sum_{\vec{a} \in A} \sum_{\vec{c} \in C} \frac{\left(e^{v t}-1\right)\left(\frac{4}{1-\gamma}\right)^{\alpha}}{\|\vec{a}-\vec{c}\|^{\alpha}}  \tag{B.16}\\
& \leq \lambda_{5}\left(e^{v t}-1\right)\left(\frac{8}{1-\gamma}\right)^{\alpha} \frac{\Phi(A)}{\ell^{\alpha-D-1}} \tag{B.17}
\end{align*}
$$

where $\lambda_{3}, \lambda_{4}$ are constants that arise after we use Lemma 20 in Appendix B. 7 twice to evaluate the sums over $\overrightarrow{b^{\prime}}$ and $\vec{b}$ consecutively, and the sums over $\vec{a}, \vec{c}$ have been bounded
in the previous section (see Eq. (B.2)). The constant $\lambda_{5}$ absorbs both $\lambda_{3}, \lambda_{4}$ and the constants from the sums over $\vec{a}, \vec{c}$.

On the other hand, if $r=\left\|\overrightarrow{b^{\prime}}-\vec{c}\right\|$, we use Lemma 20 to evaluate the sum over $\overrightarrow{b^{\prime}}$ and Lemma 18 for the sum over $\vec{b}$ :

$$
\begin{align*}
& \sum_{\vec{a} \in A} \sum_{\vec{b} \neq \vec{b}^{\prime} \in B} \sum_{\vec{c} \in C} \frac{1}{\|\vec{b}-\vec{c}\|^{\alpha}} \frac{1}{\left\|\vec{a}-\vec{b}^{\prime}\right\|^{\alpha}} \frac{c\left(e^{v t}-1\right)\left(\frac{1}{1-\gamma}\right)^{\alpha}}{v\left\|\overrightarrow{b^{\prime}}-\vec{c}\right\|^{\alpha}} \\
& \leq \frac{c}{v} \lambda_{6} \sum_{\vec{a} \in A} \sum_{\vec{b} \in B} \sum_{\vec{c} \in C} \frac{1}{\|\vec{b}-\vec{c}\|^{\alpha}} \frac{\left(e^{v t}-1\right)\left(\frac{2}{1-\gamma}\right)^{\alpha}}{\|\vec{a}-\vec{c}\|^{\alpha}}  \tag{B.18}\\
& \leq \frac{c}{v} \lambda_{6} \lambda_{7} \sum_{\vec{a} \in A} \sum_{\vec{c} \in C} \frac{\left(e^{v t}-1\right)\left(\frac{2}{1-\gamma}\right)^{\alpha}}{\|\vec{a}-\vec{c}\|^{\alpha}}  \tag{B.19}\\
& \leq \lambda_{8}\left(e^{v t}-1\right)\left(\frac{4}{1-\gamma}\right)^{\alpha} \frac{\Phi(A)}{\ell^{\alpha-D-1}}, \tag{B.20}
\end{align*}
$$

where $\lambda_{6}, \lambda_{7}$ come from the uses of Lemma 20 and Lemma 18 respectively. The constant $\lambda_{8}$ absorbs both $\lambda_{6}, \lambda_{7}$ and the constants from the sums over $\vec{a}, \vec{c}$. Repeating for the other values of $r$, we find that the contribution from the algebraically decaying terms in Equation (B.13) to $\delta_{\text {overlap }}$ is at most

$$
\begin{equation*}
\lambda_{9}\left(e^{v t}-1\right)\left(\frac{8}{1-\gamma}\right)^{\alpha} \frac{\Phi(A)}{\ell^{\alpha-D-1}} \tag{B.21}
\end{equation*}
$$

for some constant $\lambda_{9}$.
Next, let us find the contribution from the exponentially decaying term in Equa-
tion (B.13). If $r=\left\|\overrightarrow{b^{\prime}}-\vec{b}\right\|$, we have

$$
\begin{align*}
& \sum_{\vec{a} \in A} \sum_{\vec{b} \neq \overrightarrow{b^{\prime}} \in B} \sum_{\vec{c} \in C} \frac{c\left(e^{v t}-1\right)}{v\|\vec{b}-\vec{c}\|^{\alpha}\left\|\vec{a}-\overrightarrow{b^{\prime}}\right\|^{\alpha} e^{\gamma\left\|\overrightarrow{b^{\prime}}-\vec{b}\right\|}} \\
& \leq \frac{c}{v} \lambda_{10} \sum_{\vec{a} \in A} \sum_{\vec{b} \in B} \sum_{\vec{c} \in C} \frac{\left(e^{v t}-1\right)}{\|\vec{b}-\vec{c}\|^{\alpha}}\left(\frac{\left(\frac{4}{1-\gamma}\right)^{\alpha}}{\|\vec{a}-\vec{b}\|^{\alpha}}+\frac{\|\vec{a}-\vec{b}\|^{D-1}}{e^{\gamma\|\vec{a}-\vec{b}\|}}\right) \\
& \leq \frac{c}{v} \lambda_{10} \lambda_{11} \sum_{\vec{a} \in A} \sum_{\vec{c} \in C}\left(e^{v t}-1\right)\left(\frac{\left(\frac{8}{1-\gamma}\right)^{\alpha}}{\|\vec{a}-\vec{c}\|^{\alpha}}+\frac{\|\vec{a}-\vec{c}\|^{2 D-2}}{e^{\gamma\|\vec{a}-\vec{c}\|}}\right) \\
& \leq \lambda_{12}\left(e^{v t}-1\right) \Phi(A)\left(\frac{\left(\frac{16}{1-\gamma}\right)^{\alpha}}{\ell^{\alpha-D-1}}+\frac{\ell^{3 D-3}}{e^{\gamma \ell}}\right), \tag{B.22}
\end{align*}
$$

where we have applied Lemma 21 in Appendix B. 7 to obtain the first inequality, Lemma 21 twice again and Lemma 20 to get the second inequality, and then Lemma 18 and Lemma 19 for the sums over $\vec{a}, \vec{c}$ similarly to Appendix B.1.1. The constants $\lambda_{10}, \lambda_{11}$ arise from the applications of the lemmas and are absorbed into a constant $\lambda_{12}$. We note that the constant $\gamma$ in the last three lines are different from the one in the first line (see Lemma 21 for details). However, they both are constants that can be chosen arbitrarily between 0 and 1 . Therefore, we denote them by the same constant $\gamma$ for convenience.

Repeating the argument for other choices of $r$ in Eq. (B.14), we find that the contribution from the exponentially decaying terms to $\delta_{\text {overlap }}$ is still at most the right hand side of Eq. (B.22).

Combining Eq. (B.21) and Eq. (B.22), we have

$$
\begin{equation*}
\left\|\delta_{\text {overlap }}\right\| \leq \lambda_{13}\left(e^{v t}-1\right) \Phi(A)\left(\frac{\left(\frac{16}{1-\gamma}\right)^{\alpha}}{\ell^{\alpha-D-1}}+\frac{\ell^{3 D-3}}{e^{\gamma \ell}}\right) \tag{B.23}
\end{equation*}
$$

for a constant $\lambda_{13}$. Since $\ell^{D-1} \leq \frac{(D-1)!}{\varepsilon^{D-1}} e^{\varepsilon \ell}$ for any arbitrary small positive constant $\varepsilon$, we can upper bound

$$
\begin{equation*}
\left\|\delta_{\text {overlap }}\right\| \leq c_{\mathrm{ov}}\left(e^{v t}-1\right) \Phi(A)\left(\frac{\left(\frac{16}{1-\gamma}\right)^{\alpha}}{\ell^{\alpha-D-1}}+\frac{1}{e^{\gamma \ell}}\right) \tag{B.24}
\end{equation*}
$$

where we have absorbed $\varepsilon$ into the definition of $\gamma$ and $c_{\mathrm{ov}}$. This completes the estimation of $\delta_{\text {overlap }}$.

## B. 2 Error Propagation from Generating Function

In this section, we reproduce a lemma in Ref. [76] which shows how the error in approximating the generating function $\mathcal{G}_{W}$ propagates to an error of the unitary $W_{t}$ in Eq. (5.6). Suppose we approximate $\mathcal{G}_{W}$ by $\mathcal{G}_{W}^{\prime}$ such that

$$
\begin{equation*}
\left\|\mathcal{G}_{W}-\mathcal{G}_{W}^{\prime}\right\| \leq f(t) \delta, \tag{B.25}
\end{equation*}
$$

for some function of time $f(t)$ and $\delta$ is time-independent. We shall prove that the unitary $W_{t}^{\prime}$ generated by $\mathcal{G}_{W}^{\prime}$ approximates $W_{t}$ with error

$$
\begin{equation*}
\left\|W_{t}^{\prime}-W_{t}\right\| \leq \delta \int_{0}^{t} \mathrm{~d} s f(s) \tag{B.26}
\end{equation*}
$$

Proof. By simple differentiation, we have

$$
\begin{align*}
\left\|W_{t}^{\dagger} W_{t}^{\prime}-\mathbb{I}\right\| & =\left\|\int_{0}^{t} \mathrm{~d} s \frac{\mathrm{~d}}{\mathrm{~d} s}\left(W_{s}^{\dagger} W_{s}^{\prime}\right)\right\|  \tag{B.27}\\
& =\left\|\int_{0}^{t} \mathrm{~d} s W_{s}^{\dagger}\left(G_{W}-G_{W}^{\prime}\right) W_{s}^{\prime}\right\|  \tag{B.28}\\
& \leq \int_{0}^{t} \mathrm{~d} s\left\|W_{s}^{\dagger}\left(G_{W}-G_{W}^{\prime}\right) W_{s}^{\prime}\right\|  \tag{B.29}\\
& =\int_{0}^{t} \mathrm{~d} s\left\|G_{W}-G_{W}^{\prime}\right\|  \tag{B.30}\\
& \leq \delta \int_{0}^{t} \mathrm{~d} s f(s) . \tag{B.31}
\end{align*}
$$

## B. 3 Proof of the Lieb-Robinson Bound from Quantum Simulation Algorithms

We present a more detailed proof of Theorem 7 in this section. The key ingredient in the proof of Theorem 7 is the following lemma.

Lemma 17. Denote by $\mathcal{B}_{r}=\{\vec{\imath} \in \Lambda:\|\vec{\imath}\| \leq r\}$ a D-ball of radius $r$ centered around the origin. Let $O_{X}$ be an observable supported on $X=\mathcal{B}_{r_{0}}$ with $r_{0}$ being finite. For each $U_{0, T}^{\Lambda}$ and a positive integer $M$, there exists a unitary $\tilde{U}$ supported on a D-ball $\mathcal{B}_{r}$ with $r=r_{0}+M \ell$ such that

$$
\begin{equation*}
\left\|\left(U_{0, T}^{\Lambda}\right)^{\dagger} O_{X} U_{0, T}^{\Lambda}-\tilde{U}^{\dagger} O_{X} \tilde{U}\right\| \leq b_{1} M e^{v t}(r-\ell)^{D-1} \xi_{\alpha}(\ell) \tag{B.32}
\end{equation*}
$$

where $b_{1}$ is a constant, $t=T / M$ and $\ell \in(0, R)$ is a free parameter.


Figure B.2: An example of the subset $X=\mathcal{B}_{r_{0}}$ and five shells $\mathcal{S}_{r}$ for $r=r_{0}, r_{0}+$ $\ell, \ldots, r_{0}+4 \ell$. The operator $O_{Y}$ is supported on $Y$, which lies on $\mathcal{B}_{r_{0}+5 \ell}^{c}$, the complement of the ball $\mathcal{B}_{r_{0}+5 \ell}$.

Proof. We shall prove the lemma by constructing the unitary $\tilde{U}$. In addition to $\mathcal{B}_{r}$ above, we define

$$
\begin{equation*}
\mathcal{S}_{r}=\mathcal{B}_{r+\ell} \backslash \mathcal{B}_{r} \tag{B.33}
\end{equation*}
$$

to be a shell consisting of sites between $r$ and $r+l$ away from the origin (Fig. B.2).
We divide $[0, T]$ into $M$ equal time intervals, namely $[(M-k-1) t,(M-k) t]$ for $k=0, \ldots, M-1$, where $t=T / M$. The unitary $U_{0, T}^{\Lambda}$ then naturally decomposes into a product of unitaries $U_{k}^{\Lambda} \equiv U_{(M-k-1) t,(M-k) t}^{\Lambda}$ :

$$
\begin{equation*}
U_{0, T}^{\Lambda}=U_{0}^{\Lambda} U_{1}^{\Lambda} \ldots U_{M-1}^{\Lambda} . \tag{B.34}
\end{equation*}
$$

We now use Lemma 3 to further decompose each $U_{k}^{\Lambda}$ into evolutions of subsystems. We start with $k=0$ and use Lemma 3 with $A \rightarrow X=\mathcal{B}_{r_{0}}, B \rightarrow \mathcal{S}_{r_{0}}$, and $C \rightarrow \mathcal{B}_{r_{0}+\ell}^{c}$ (Fig. 5.3) to decompose $\left(U_{0}^{\Lambda}\right)^{\dagger}$ (instead of $U_{0}^{\Lambda}$ ):

$$
\begin{align*}
& \left\|\left(U_{0}^{\Lambda}\right)^{\dagger}-\left(U_{0}^{\mathcal{B}_{r_{0}+\ell}}\right)^{\dagger} U_{0}^{\mathcal{S}_{r_{0}}}\left(U_{0}^{\mathcal{B}_{r_{0}}^{c}}\right)^{\dagger}\right\| \\
& \leq c_{0} e^{v t} \Phi\left(\mathcal{B}_{r_{0}}\right) \xi_{\alpha}(\ell) \tag{B.35}
\end{align*}
$$

where again $\mathcal{B}_{r_{0}}^{c}$ denotes the complement subset $\mathbb{R}^{D} \backslash \mathcal{B}_{r_{0}}$, and $\Phi\left(\mathcal{B}_{r_{0}}\right)$ is the boundary area of $\mathcal{B}_{r_{0}}$. This choice of decomposition allows us to eliminate the contribution to the evolution from the terms of the Hamiltonian that commute with $X$, i.e. those supported entirely on $\mathcal{B}_{r_{0}}^{c}$. Explicitly, we have:

$$
\begin{align*}
& \left(U_{0}^{\Lambda}\right)^{\dagger} O_{X} U_{0}^{\Lambda} \\
& \approx\left(U_{0}^{\mathcal{B}_{r_{0}+\ell}}\right)^{\dagger} U_{0}^{\mathcal{S}_{r_{0}}}\left(U_{0}^{\mathcal{B}_{r_{0}}^{c}}\right)^{\dagger} O_{X} U_{0}^{\mathcal{B}_{r_{0}}^{c}}\left(U_{0}^{\mathcal{S}_{r_{0}}}\right)^{\dagger} U_{0}^{\mathcal{B}_{r_{0}+\ell}}  \tag{B.36}\\
& =\left(U_{0}^{\mathcal{B}_{r_{0}+\ell}}\right)^{\dagger} O_{X} U_{0}^{\mathcal{B}_{r_{0}+\ell}}=\tilde{U}_{0}^{\dagger} O_{X} \tilde{U}_{0}, \tag{B.37}
\end{align*}
$$

where $\tilde{U}_{0} \equiv U_{0}^{\mathcal{B}_{r_{0}+\ell}}$ is supported entirely on $\mathcal{B}_{r_{0}+\ell}$.
If we repeat the above argument for $U_{1}^{\Lambda}$ but with $O_{X}$ replaced by $\tilde{U}_{0}^{\dagger} O_{X} \tilde{U}_{0}$, we can approximate

$$
\begin{equation*}
\left(U_{1}^{\Lambda}\right)^{\dagger} \tilde{U}_{0}^{\dagger} O_{X} \tilde{U}_{0} U_{1}^{\Lambda} \approx \tilde{U}_{1}^{\dagger} \tilde{U}_{0}^{\dagger} O_{X} \tilde{U}_{0} \tilde{U}_{1} \tag{B.38}
\end{equation*}
$$

for some $\tilde{U}_{1}$ supported entirely on $\mathcal{B}_{r_{0}+2 \ell}$. The error of this approximation is at most
$c_{0} e^{v t} \Phi\left(\mathcal{B}_{r_{0}+\ell}\right) \xi_{\alpha}(\ell)$.
By induction to all $k=2, \ldots, M-1$, we can construct $\tilde{U}=\tilde{U}_{0} \tilde{U}_{1} \ldots \tilde{U}_{T-1}$ such that

$$
\begin{equation*}
\left(U_{0, T}^{\Lambda}\right)^{\dagger} O_{X} U_{0, T}^{\Lambda} \approx \tilde{U}^{\dagger} O_{X} \tilde{U} \tag{B.39}
\end{equation*}
$$

where the overall error is at most

$$
\begin{align*}
& \sum_{k=0}^{M-1} c_{0} e^{v t} \Phi\left(\mathcal{B}_{r_{0}+k \ell}\right) \xi_{\alpha}(\ell) \\
& \leq M c_{0} e^{v t} \Phi\left(\mathcal{B}_{r_{0}+(M-1) \ell}\right) \xi_{\alpha}(\ell)  \tag{B.40}\\
& \leq \underbrace{c_{0} \frac{2 \pi^{\frac{D}{2}}}{\Gamma\left(\frac{D}{2}\right)}}_{\equiv b_{1}} M e^{v t}\left(r_{0}+(M-1) \ell\right)^{D-1} \xi_{\alpha}(\ell) \tag{B.41}
\end{align*}
$$

and where we have replaced the surface area $\Phi\left(\mathcal{B}_{r}\right)$ of a $D$-ball $\mathcal{B}_{r}$ by $\frac{2 \pi^{\frac{D}{2}}}{\Gamma\left(\frac{D}{2}\right)} r^{D-1}$ and $M$ by $T / t$. Also by induction, the unitary $\tilde{U}$ is supported entirely on $\mathcal{B}_{r_{0}+M \ell}$. Therefore the lemma follows.

We are now ready to prove our Lieb-Robinson bound in Theorem 7. Without loss of generality, we assume the origin is in $X$. Since $\|X\|=\mathcal{O}(1)$, there exists $r_{0}=\mathcal{O}(1)$ such that $X$ is a subset of $\mathcal{B}_{r_{0}}$. By Lemma 17 , there exists a unitary $\tilde{U}$ supported entirely on a $D$-ball $\mathcal{B}_{r}$ with $r=r_{0}+M \ell$ such that

$$
\begin{align*}
\varepsilon & =\left\|\left(U_{0, T}^{\Lambda}\right)^{\dagger} O_{X} U_{0, T}^{\Lambda}-\tilde{U}^{\dagger} O_{X} \tilde{U}\right\| \\
& \leq b_{1} M e^{v t}(r-\ell)^{D-1} \xi_{\alpha}(\ell) \tag{B.42}
\end{align*}
$$

If we choose the number of time slices $(M)$ and the block size $(\ell)$ such that $r \leq R+r_{0}$, the set $Y$ will lie outside the support $\mathcal{B}_{r}$ of $\tilde{U}^{\dagger} O_{X} \tilde{U}$, and therefore $\tilde{U}^{\dagger} O_{X} \tilde{U}$ will commute with $O_{Y}$. Note that for a fixed value of $M$, the error should decrease with a larger value of $\ell$. Therefore, to prove the strongest bound, we should choose $\ell$ as large as possible, i.e., $\ell=R / M$, and hence $M=R / \ell$. Substituting the value of $M$ and $t=T / M$ into Eq. (B.42), we obtain the error bound in terms of $\ell$ alone:

$$
\begin{equation*}
\varepsilon \leq b_{2} \frac{R}{\ell}\left(e^{\frac{v T \ell}{R}}-1\right)(1+R-\ell)^{D-1} \xi_{\alpha}(\ell) \tag{B.43}
\end{equation*}
$$

where $b_{2}=b_{1} r_{0}^{D-1}$ is a finite constant. We note that the above bound is valid for all values of $\ell \leq R$. The tightest bound can therefore be obtained by choosing a value for $\ell$ that minimizes the above expression. Our intuition and numerical evidence suggest that this happens when $\ell \sim \frac{R \alpha}{v T}$, so in the below analysis, we aim to choose $\ell$ as close to this value as possible.

To proceed, we consider two regimes of time $T$, when $v T \geq \alpha$ and when $v T<\alpha$. In the former regime, we choose $\ell=\frac{R \alpha}{v T} \leq R$ and substitute into Eq. (B.43) to get

$$
\begin{align*}
\varepsilon & \leq b_{2} \frac{v T}{\alpha}\left(e^{\alpha}-1\right)\left(1+R\left(1-\frac{\alpha}{v T}\right)\right)^{D-1} \xi_{\alpha}\left(\frac{R \alpha}{v T}\right) \\
& \leq \underbrace{b_{2} v 2^{D-1}}_{\equiv c_{\mathrm{I}}} T R^{D-1} \xi_{\alpha}\left(\frac{R \alpha}{v T}\right) \tag{B.44}
\end{align*}
$$

where we have used $\frac{e^{\alpha}-1}{\alpha} \leq 1$ for all $\alpha \geq 1,1-\frac{\alpha}{v T} \leq 1$ and $1+R \leq 2 R$. In particular, if $\frac{R \alpha}{v T}>x_{0}$, where $x_{0}$ is the larger solution of $x^{\alpha-D-1}=e^{\gamma x}$, the algebraically decaying
term in $\xi_{\alpha}$ dominates the exponentially decaying one, and therefore

$$
\begin{align*}
\xi_{\alpha}\left(\frac{R \alpha}{v T}\right) & =\left(\frac{16}{1-\gamma}\right)^{\alpha} \frac{1}{\left(\frac{R \alpha}{v T}\right)^{\alpha-D-1}}+e^{-\gamma\left(\frac{R \alpha}{v T}\right)}  \tag{B.45}\\
& \leq 2\left(\frac{16}{1-\gamma}\right)^{\alpha} \frac{1}{\left(\frac{R \alpha}{v T}\right)^{\alpha-D-1}}  \tag{B.46}\\
& =2\left(\frac{16}{1-\gamma}\right)^{\alpha}\left(\frac{v}{\alpha}\right)^{\alpha-D-1}\left(\frac{T}{R}\right)^{\alpha-D-1} \tag{B.47}
\end{align*}
$$

Combining Eqs. (B.44) and (B.47), we obtain a bound on the commutator norm:

$$
\begin{equation*}
\mathcal{C}(T, R) \leq \varepsilon \leq c_{\mathrm{lr}, \alpha} \frac{T^{\alpha-D}}{R^{\alpha-2 D}} \tag{B.48}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{\mathrm{lr}, \alpha}:=2 c_{\mathrm{lr}}\left(\frac{16}{1-\gamma}\right)^{\alpha}\left(\frac{v}{\alpha}\right)^{\alpha-D-1} \tag{B.49}
\end{equation*}
$$

The light cone implied by the bound is

$$
\begin{equation*}
T \gtrsim R^{\frac{\alpha-2 D}{\alpha-D}} \tag{B.50}
\end{equation*}
$$

In the limit $\alpha \rightarrow \infty$, the exponent of the light cone converges to one at a rate given by

$$
\begin{equation*}
\mu=\lim _{\alpha \rightarrow \infty} \frac{\left|\frac{\alpha+1-2 D}{\alpha+1-D}-1\right|}{\left|\frac{\alpha-2 D}{\alpha-D}-1\right|}=1 \tag{B.51}
\end{equation*}
$$

On the other hand, if $v T<\alpha$, we simply choose $\ell=R$. Equation (B.43) then
becomes

$$
\begin{equation*}
\mathcal{C}(T, R) \leq \varepsilon \leq b_{2}\left(e^{v T}-1\right) \xi_{\alpha}(R) \tag{B.52}
\end{equation*}
$$

Therefore, we arrive at the Lieb-Robinson bound in Theorem 7 with $\tilde{c}_{\mathrm{lr}}=b_{2}$.

## B. 4 Proof of Lemma 4 in Higher Dimensions

In this section, we discuss the construction of the circuit in Lemma 4 that generalizes the lemma to higher dimensions. Similar to the $D=1$ case, we first break the unitary into $\mathcal{O}(T)$ unitaries $\exp (-i H t)$ for some $t=\mathcal{O}(1)$. We then use an algorithm consisting of $D$ steps to break the simulation of $\exp (-i H t)$ into simulations of Hamiltonians on smaller hypercubes of size at most $2 \ell$. In the first of the $D$ steps, we cut the $D$-dimensional lattice into $L / \ell$ layers, each with the same thickness $\ell$, a parameter to be chosen later. In this step, the cross section of the cut is $L^{D-1}$. Therefore, by Lemma 3, each time a new layer is generated, we accumulate an error of

$$
\mathcal{O}\left(\frac{L^{D-1}}{\ell^{\alpha-D-1}}\right) .
$$

For $T L / \ell$ layers of the first step, the accumulated error will be $\varepsilon^{(1)}=\mathcal{O}\left(T L^{D} / \ell^{\alpha-D}\right)$.

Next, for each of the $\mathcal{O}(T L / \ell)$ layers of $D-1$ dimensions, we break them again into $L / \ell$ layers of $D-2$ dimensions. Using Lemma 3 with a cross section $L^{D-2}$, we find
the error of the second step

$$
\begin{equation*}
\varepsilon^{(2)}=\frac{T L}{\ell} \frac{L}{\ell} \mathcal{O}\left(\frac{L^{D-2}}{\ell^{\alpha-(D-1)-1}}\right)=\mathcal{O}\left(\frac{T L^{D}}{\ell^{\alpha-D+2}}\right) \tag{B.53}
\end{equation*}
$$

which decreases with $\ell$ faster than the error of the first step.
More explicitly, in the $k$ th of the $D$ steps, the error is $\varepsilon^{(k)}=\mathcal{O}\left(L^{D} / \ell^{\alpha-D-2 k}\right)$, which is dominated by the error in the first step for all $k>1$. Therefore, the error of cutting the $D$-dimensional lattice of size $L$ into $L^{D} / \ell^{D}$ subsystems is still $\mathcal{O}\left(T L^{D} / \ell^{\alpha-D}\right)$. To meet a fixed total error $\varepsilon$, we need to choose $\ell \propto\left(T L^{D} / \varepsilon\right)^{\frac{1}{\alpha-D}}$. The geometrical constraint $\ell<L$ requires $\alpha>2 D$. Finally, simulating each of the $\mathcal{O}\left(T L^{D} / \ell^{D}\right)$ subsystems using the LCU algorithm up to $\varepsilon \ell^{D} /\left(T L^{D}\right)$ accuracy requires $\mathcal{O}\left(\ell^{3 D} \log \left(T L^{D} / \varepsilon \ell^{D}\right)\right)$ quantum gates. Therefore, the overall gate complexity of the algorithm is

$$
\begin{equation*}
G_{D}=\mathcal{O}\left(\frac{(T n)^{1+\frac{2 D}{\alpha-D}}}{\varepsilon^{\frac{2 D}{\alpha-D}}} \log \frac{T n}{\varepsilon}\right) \tag{B.54}
\end{equation*}
$$

## B. 5 Estimation of the Actual Gate Count

In this section, we describe how we estimate the actual gate count of the HHKL algorithm and the QSP algorithm in simulating one-dimensional power-law systems.

The direct implementation of the QSP algorithm requires computing a sequence of rotation angles on a classical computer, which is prohibitive for large-size Hamiltonian simulation. Instead, we use a suboptimal approach described in Ref. [7]. To simulate $H=$ $\sum_{j=1}^{L} \beta_{j} H_{j}$ for time $t$ and accuracy $\varepsilon$, where $L$ is the number of terms in the Hamiltonian,
$\beta_{j} \geq 0$ and $H_{j}$ are both unitary and Hermitian, we divide the entire evolution into $r$ segments. We choose $r$ sufficiently large so that each segment is short enough for the classical preprocessing. Specifically, we choose

$$
\begin{equation*}
r=\left\lceil\frac{\sum_{j} \beta_{j} t}{\tau_{\max }}\right\rceil \tag{B.55}
\end{equation*}
$$

and $\tau_{\max }=1000$ [76]. Within each segment, we choose $q$ to be the smallest positive integer satisfying

$$
\begin{equation*}
\frac{4\left(\sum_{j} \beta_{j} t / r\right)^{q}}{2^{q} q!} \leq \frac{\varepsilon}{8 r}, \tag{B.56}
\end{equation*}
$$

so that the overall error is at most $\varepsilon$. This gives $M=2(q-1)$ phased iterates within each segment [7].

The number of elementary operations of each phased iterate is $\log (L)+4 L+8 L$. Here, the first term corresponds to the reflection along an $L$-dimensional state $|0\rangle$; the second term costs the preparation/unpreparation of an $L$-dimensional state; and the third term is the cost of selecting $L$ two-body operators. We thus estimate the gate complexity of the QSP algorithm as $(\log (L)+12 L) r M$.

Next, in order to determine the gate count of the HHKL algorithm, we need an estimate for the error of the unitary decomposition in Lemma 3. Recall that for $D=1$, the error given by our analysis is $b / \ell^{\alpha-2}$, where $b$ is a constant that can be estimated numerically by computing the actual error for small values of $\ell$ and extrapolating for larger $\ell$.

Since simulating the evolution of a generic system is classically intractable even for


Figure B.3: The empirical error of the unitary decomposition in Lemma 3, computed for the single-excitation one-dimensional Heisenberg chain $(\alpha=4)$ in Eq. (7.18) at different values of $\ell$. The system size is fixed at $n=300$ and the evolution time at $t=0.01$. We fit the data (blue square) to the theoretical model $b / \ell^{\alpha-2}$ and obtain $b=1.62 \times 10^{-3}$.
a moderate system size, we study only the one-dimensional Heisenberg model given in Eq. (7.18) and restrict our calculation to the single-excitation subspace. In Fig. B.3, we plot the error of the unitary decomposition in Lemma 3 at several different values of $\ell$ (for system size $n=300$ and evolution time $t=0.01$. The scaling of the error agrees well with our prediction. By fitting the data to $b / \ell^{\alpha-2}$, we obtain an estimate $b=1.62 \times 10^{-3}$.

Recall that there are $T / t$ time slices in the HHKL algorithm. In each time slice, there are $n / \ell$ blocks of size $\ell$ and $2 n /(2 \ell)$ blocks of size $2 \ell$. To meet the total error at most $\varepsilon$, we need to choose (see also Eq. (5.20))

$$
\begin{equation*}
\ell=\left(\frac{T}{t} \frac{2 n b}{\varepsilon}\right)^{\frac{1}{\alpha-1}} \tag{B.57}
\end{equation*}
$$

By multiplying the number of blocks by the gate count for using QSP to simulate a single
block, we arrive at the total gate count presented in Fig. 5.5.

## B. 6 Numerical Performance of the Product Formula

This section includes the numerical performance of the fourth-order product formula (PF4) used to simulate the evolution of the system given in Eq. (7.18) for time $T=n$. We plot this numerical performance as well as the theoretical estimates for the gate counts of the PF4, LCU, QSP, and HHKL algorithms in Fig. B.4.


Figure B.4: The empirical gate count of PF4 (purple dots) from $n=4$ to $n=12$, extrapolated to larger system sizes (solid, purple), for simulating the dynamics of the Hamiltonian in Eq. (7.18) for time $T=n$ at a fixed error tolerance. The error bars are smaller than the size of the markers and hence not visible in the plot. Also shown in dashed lines are the slopes of the gate counts of several advanced algorithms for comparison. These slopes represent the scaling of the gate counts as functions of $n$. Their $y$-intercepts, which represent a constant multiplicative factor, should be ignored.

## B. 7 Mathematical Tools

This section contains a collection of mathematical results omitted from the previous sections. In Appendix B.7.1, we present the upper bounds on standard sums we use in the proof of Lemma 3 in Appendix B.1. In Appendix B.7.2, we show how we estimate the sum over the convex set $A$ in Eq. (B.3) by parameterizing the elements of the set by their distance to the boundary of $A$. We also note that we use the same notation " $\lambda$ " for constants that appear in different lemmas.

## B.7.1 Standard Sums

In this section, we present upper bounds on a a few standard sums used in the previous sections. Specifically, we use Lemma 18 to bound Eq. (B.2), Eq. (B.18), Lemma 19 to bound Eq. (B.15), Eq. (B.22), Lemma 20 to bound Eq. (B.18), Eq. (B.22), and Lemma 21 to bound Eq. (B.22).

Lemma 18. Let $\Lambda$ be a D-dimensional lattice and $\vec{r}$ be the coordinates of sites in $\Lambda$. For $\alpha>D+1$ and $R>\sqrt{D}$, there exists a constant $\lambda$ that may depend on $D$ but not on $R, \alpha$ such that:

$$
\begin{equation*}
\sum_{\substack{\vec{r} \in \Lambda \\\|\vec{r}\| \geq R}} \frac{1}{\|\vec{r}\|^{\alpha}} \leq \frac{\lambda}{(R-\sqrt{D})^{\alpha-D}} . \tag{B.58}
\end{equation*}
$$

In particular, it implies that the sum $\sum_{\vec{r} \in \Lambda}$ converges for all $\alpha>D$.

Proof. The proof of this bound is straightforward. For simplicity, we first assume none
of the coordinates of $\vec{r}$ is zero. Since $\frac{1}{x^{\alpha}}$ is a decreasing function of $x$ for all $\alpha>0$, we can always bound the sum over such $\vec{r}$ by an integral

$$
\begin{align*}
& \sum_{\substack{\vec{r} \in \Lambda \\
\|\vec{r}\| \geq R}} \frac{1}{\|\vec{r}\|^{\alpha}} \leq \int_{\|\vec{r}\| \geq R-\sqrt{D}} \frac{\mathrm{~d}^{D} \vec{r}}{\|\vec{r}\|^{\alpha}} \\
& =\frac{2 \pi^{D}}{\Gamma\left(\frac{D}{2}\right)} \int_{R-\sqrt{D}}^{\infty} \frac{\mathrm{d} r}{r^{\alpha-D+1}} \leq \frac{g(D)}{(R-\sqrt{D})^{\alpha-D}} \tag{B.59}
\end{align*}
$$

where $\sum^{\prime}$ denotes the sum over $\vec{r}$ with no zero coordinate and $g(D) \equiv 2 \pi^{\frac{D}{2}} / \Gamma\left(\frac{D}{2}\right)$.
Next, consider $\vec{r}$ with exactly one zero coordinate. These sites lie on $D$ hyperplanes, each of dimension $(D-1)$. Therefore the contribution from them can be evaluated using the above integral with $D \rightarrow D-1$ :

$$
\begin{equation*}
\frac{D g(D-1)}{(R-\sqrt{D-1})^{\alpha-D+1}}<\frac{D g(D-1)}{(R-\sqrt{D})^{\alpha-D}} . \tag{B.60}
\end{equation*}
$$

By repeating this argument for the sums over $\vec{r}$ with different number of zero coordinates, we arrive at

$$
\begin{equation*}
\sum_{\substack{\vec{r} \in \Lambda \\\|\vec{r}\| \geq R}} \frac{1}{\|\vec{r}\|^{\alpha}} \leq \frac{\lambda}{(R-\sqrt{D})^{\alpha-D}} \tag{B.61}
\end{equation*}
$$

where $\lambda=\sum_{d=0}^{D}\binom{D}{d} g(D-d)$ is a constant independent of $R$.

Lemma 19. Let $\Lambda$ be a D-dimensional lattice and $\vec{r}$ be the coordinates of sites in $\Lambda$. For
all $R>0$, there exists a constant $\lambda$ that may depend on $\beta, D$ but not on $R$ such that:

$$
\begin{equation*}
\sum_{\substack{\vec{r} \in \Lambda \\\|\vec{r}\| \geq R}} \frac{\|\vec{r}\|^{\beta}}{e^{\|\vec{r}\|}} \leq \frac{\lambda R^{\beta+D-1}}{e^{R}} \tag{B.62}
\end{equation*}
$$

where $\beta$ is a positive constant. In particular, it also implies that the sum $\sum_{\vec{r} \in \Lambda}$ converges.

Proof. The proof of this lemma follows the same idea as of Lemma 18. However, note that the function $x^{\beta} e^{-x}$ is a decreasing function of $x$ only when $x \geq x_{0}$ for some $x_{0}$ that depends only on $\beta$. Therefore, if $R \geq x_{0}$, we follow the exact same lines as in the proof of Lemma 18. For example, if none of the coordinates of $\vec{r}$ is zero, we can bound

$$
\begin{align*}
& \sum_{\substack{\vec{r} \in \Lambda \\
\|\vec{r}\| \geq R}} \frac{\|\vec{r}\|^{\beta}}{e^{\| \vec{r}} \|} \leq \int_{\|\vec{r}\| \geq R-\sqrt{D}} \frac{\|\vec{r}\|^{\beta}}{e^{\|\vec{r}\|}} \mathrm{d}^{D} \vec{r} \\
& =\frac{2 \pi^{\frac{D}{2}}}{\Gamma\left(\frac{D}{2}\right)} \int_{R-\sqrt{D}}^{\infty} \frac{r^{\beta+D-1} \mathrm{~d} r}{e^{r}}  \tag{B.63}\\
& \leq \lambda_{1} \frac{(R-\sqrt{D})^{\beta+D-1}}{e^{R-\sqrt{D}}} \leq \lambda_{2} \frac{R^{\beta+D-1}}{e^{R}}, \tag{B.64}
\end{align*}
$$

for some constants $\lambda_{1}, \lambda_{2}$ that depend only on $\beta, D$.
On the other hand, if $R<x_{0}$, we consider

$$
\begin{equation*}
\lambda=\max \left\{\frac{e^{R}}{R^{\beta+D-1}}, \sum_{\substack{\vec{r} \in \Lambda \\\|\vec{r}\| \geq R}} \frac{\|\vec{r}\|^{\beta}}{e^{\|\vec{r}\|}}\right\} . \tag{B.65}
\end{equation*}
$$

The lemma should follow if we can argue that $\lambda$ can be chosen independently of $R$. Indeed, since $1 \leq R<x_{0}$ and from the previous calculation, we know that the sum over $\vec{r}$ converges to a constant that depends only on $\beta, D$. This concludes the proof of

Lemma 19.

Lemma 20. Let $\vec{a}, \vec{b}, \vec{c}$ be three distinct sites in a $D$-dimensional lattice $\Lambda$. For all $\alpha>D$,

$$
\begin{equation*}
\sum_{\vec{b} \in \Lambda} \frac{1}{\|\vec{a}-\vec{b}\|^{\alpha}} \frac{1}{\|\vec{b}-\vec{c}\|^{\alpha}} \leq \frac{\lambda 2^{\alpha}}{\|\vec{a}-\vec{c}\|^{\alpha}} \tag{B.66}
\end{equation*}
$$

where $\lambda$ is a constant independent of $\vec{a}, \vec{c}, \alpha$.

Proof. A proof of the lemma is presented in Ref. [18].

Lemma 21. Let $\vec{a}, \vec{b}, \vec{c}$ be three distinct sites in a $D$-dimensional lattice $\Lambda$. For all $\alpha>D$, $\gamma \in(0,1)$, and positive integers $\beta \in \mathbb{Z}^{+}$, there exists a constant $\gamma^{\prime} \in(0,1)$ such that

$$
\begin{equation*}
\sum_{\vec{b} \in \Lambda} \frac{1}{\|\vec{a}-\vec{b}\|^{\alpha}} \frac{\|\vec{b}-\vec{c}\|^{\beta}}{e^{\gamma\|\vec{b}-\vec{c}\|}} \leq \frac{\lambda\left(\frac{4}{1-\gamma^{\prime}}\right)^{\alpha}}{\|\vec{a}-\vec{c}\|^{\alpha}}+\frac{\lambda^{\prime}\|\vec{a}-\vec{c}\|^{\beta+D-1}}{e^{\gamma^{\prime}\|\vec{a}-\vec{c}\|}} \tag{B.67}
\end{equation*}
$$

where $\lambda, \lambda^{\prime}$ are constants that may depend on $\beta, D$, but not on $\vec{a}, \vec{c}, \alpha$.

Proof. Without loss of generality, assume $\vec{c}=0$. Let $\ell=\|\vec{c}-\vec{a}\|=\|\vec{a}\|$ be the distance between $\vec{c}$ and $\vec{a}$. We need to prove

$$
\begin{equation*}
\sum_{\vec{b} \in \Lambda} \frac{1}{\|\vec{a}-\vec{b}\|^{\alpha}} \frac{\|\vec{b}\|^{\beta}}{e^{\gamma\|\vec{b}\|}} \leq \frac{\lambda\left(\frac{4}{1-\gamma^{\prime}}\right)^{\alpha}}{\ell^{\alpha}}+\frac{\lambda^{\prime} \ell^{\beta+D-1}}{e^{\gamma^{\prime} \ell}} \tag{B.68}
\end{equation*}
$$

Let $\mathcal{B}_{\mu \ell}$ be a $D$-ball of radius $\mu \ell$ centered around $\vec{c}$ for some arbitrary constant $\mu \in(0,1)$. We shall divide the sum over $\vec{b}$ into two regimes, corresponding to $\vec{b}$ inside and outside $\mathcal{B}_{\mu \ell}$.

In the first regime where $\vec{b}$ is inside $\mathcal{B}_{\mu \ell}$, we can show using the triangle inequality
that $\|\vec{a}-\vec{b}\| \geq(1-\mu) \ell$. Therefore, the sum over these $\vec{b}$ can be bounded by

$$
\begin{equation*}
\frac{1}{((1-\mu) \ell)^{\alpha}} \sum_{\vec{b} \in \mathcal{B}_{\mu \ell}} \frac{\|\vec{b}\|^{\beta}}{\|^{\|\vec{b}\|}} \leq \frac{\lambda\left(\frac{2}{1-\mu}\right)^{\alpha}}{\ell^{\alpha}} \tag{B.69}
\end{equation*}
$$

where we have used the fact that $\sum_{\vec{b} \in \mathcal{B}_{\mu \ell}} \frac{\|\vec{b}\|^{\beta}}{e\|\vec{b}\|}$ converges and is bounded by a constant $\lambda$ which may depend only on $D, \beta$.

In the second regime, we bound $\|\vec{a}-\vec{b}\| \geq 1$ to obtain

$$
\begin{align*}
\sum_{\vec{b} \notin \mathcal{B}_{\mu \ell}} \frac{1}{\|\vec{a}-\vec{b}\|^{\alpha}} \frac{\|\vec{b}\|^{\beta}}{e^{\gamma\|\vec{b}\|}} & \leq \sum_{\vec{b} \notin \mathcal{B}_{\mu \ell}} \frac{\|\vec{b}\|^{\beta}}{e^{\gamma\|\vec{b}\|}} \\
& \leq \lambda^{\prime} \frac{\ell^{\beta+D-1}}{2^{\alpha} e^{\gamma \mu \ell}} \tag{B.70}
\end{align*}
$$

where the last sum is bounded using Lemma 19 and noting that $\mu<1$.
Combining Eq. (B.69), Eq. (B.70), we arrive at a bound

$$
\begin{equation*}
\sum_{\vec{b} \in \Lambda} \frac{1}{\|\vec{a}-\vec{b}\|^{\alpha}} \frac{\|\vec{b}\|^{\beta}}{e^{\gamma\|\vec{b}\|}} \leq \frac{\lambda\left(\frac{2}{1-\mu}\right)^{\alpha}}{\ell^{\alpha}}+\frac{\lambda^{\prime} \ell^{\beta+D-1}}{e^{\gamma \mu \ell}} \tag{B.71}
\end{equation*}
$$

Let $\gamma^{\prime}=\gamma \mu$ and take $\mu \leq \frac{1}{2-\gamma}$, it is straightforward to show that $\frac{2}{1-\mu} \leq \frac{4}{1-\gamma^{\prime}}$, and therefore,

$$
\begin{equation*}
\sum_{\vec{b} \in \Lambda} \frac{1}{\|\vec{a}-\vec{b}\|^{\alpha}} \frac{\|\vec{b}\|^{\beta}}{e^{\gamma\|\vec{b}\|}} \leq \frac{\lambda\left(\frac{4}{1-\gamma^{\prime}}\right)^{\alpha}}{\ell^{\alpha}}+\frac{\lambda^{\prime} \ell^{\beta+D-1}}{e^{\gamma^{\prime} \ell}} \tag{B.72}
\end{equation*}
$$

Note that if we choose $\mu=\frac{1}{2-\gamma}$, then $\gamma^{\prime}=\frac{\gamma}{2-\gamma}$ takes on a value between 0 and 1 , which can be arbitrarily close to 1 .

## B.7.2 Parameterizing a Convex Set

In this subsection, we show how we evaluate the sum over $\vec{a}$ in Eq. (B.3). First, we parameterize a convex set by the distance to its boundary. The following lemma simplifies a sum over every site in a convex set to a sum over the above distance, multiplied by the boundary area of the set.

Lemma 22. Let $A \subset \mathbb{R}^{D}$ be a compact and convex set in $\mathbb{R}^{D}$ with non-empty interior. Let $C \subset \mathbb{R}^{D}$ be another subset disjoint from $A$, and let $\ell=\operatorname{dist}(A, C)$ be the smallest distance between elements of the two sets. Furthermore, we denote by $\ell_{\vec{a}}=\operatorname{dist}(\vec{a}, C)$ the minimal distance from a given lattice site $\vec{a}$ in $A$ to $C$. For a decreasing function $f: \mathbb{R} \rightarrow \mathbb{R}$, we shall have

$$
\begin{equation*}
\sum_{\vec{a} \in A \cap \Lambda} f\left(\ell_{\vec{a}}\right) \leq 2 \eta \Phi(A) \sum_{\mu=0}^{\infty} f(\ell+\mu) \tag{B.73}
\end{equation*}
$$

where $\eta$ is a constant that may depend only on $D$ and $\Phi(A)$ is the boundary area of $A$.

Proof. Let us divide the set $A \in \mathbb{R}^{D}$ into disjoint subsets

$$
\begin{equation*}
S_{\mu}=\{\vec{a} \in A: \mu \leq \operatorname{dist}(\vec{a}, \partial A) \leq \mu+1\} \tag{B.74}
\end{equation*}
$$

for $\mu=0,1, \ldots$ Note that the assumption that the interior of $A$ is non-empty implies that $\operatorname{dist}(\vec{a}, \partial A)$ is not uniformly zero. Roughly speaking, $S_{\mu}$ contains the sites in $A$ whose distances to the boundary $\partial A$ are between $\mu$ and $\mu+1$. Therefore, $\ell_{\vec{a}} \geq \ell+\mu$ for all
$\vec{a} \in S_{\mu}$. We then obtain

$$
\begin{align*}
\sum_{\vec{a} \in A \cap \Lambda} f\left(\ell_{\vec{a}}\right) & =\sum_{\mu=0}^{\infty} \sum_{\vec{a} \in S_{\mu} \cap \Lambda} f\left(\ell_{\vec{a}}\right)  \tag{B.75}\\
& \leq \sum_{\mu=0}^{\infty} f(\ell+\mu)\left|S_{\mu} \cap \Lambda\right| \tag{B.76}
\end{align*}
$$

where $\left|S_{\mu} \cap \Lambda\right|$ is the number of lattice sites that lie within $S_{\mu}$.
Let $A_{\mu}=\{\vec{a} \in A: \operatorname{dist}(\vec{a}, \partial A) \geq \mu\}$ be a subset of $A$ containing sites at least a distance $\mu$ from the boundary of $A$. Clearly, $S_{\mu}=\left(A_{\mu} \backslash A_{\mu+1}\right) \cup \partial A_{\mu+1}$ and $\partial S_{\mu}=$ $\partial A_{\mu} \cup \partial A_{\mu+1}$. Roughly speaking, $S_{\mu}$ is a shell with the outer surface $A_{\mu}$, the inner surface $A_{\mu+1}$ and a unity thickness. The number of lattice sites in $S_{\mu}$ will be bounded by $\eta \Phi\left(S_{\mu}\right)=\eta\left(\Phi\left(A_{\mu}\right)+\Phi\left(A_{\mu+1}\right)\right)$ (see Appendix B.7.2.1 for the definition of the constant $\eta$ ). Since $A$ is compact and convex, $\Phi\left(A_{\mu+1}\right)<\Phi\left(A_{\mu}\right)<\Phi(A)$ (see Appendix B.7.2.2). Therefore, we arrive at the lemma.

## B.7.2.1 The number of lattice sites in a compact region

In this subsection, we shall provide an upper bound on the number of lattice sites inside a compact set $A \subset \mathbb{R}^{D}$. We use this bound in Eq. (B.76) to estimate the number of lattice sites in the set $\left|S_{\mu} \cap \Lambda\right|$ by its boundary area. Let $A_{>}=\left\{\vec{a} \in A \cap \Lambda: \operatorname{dist}(a, \partial A)>\frac{1}{3}\right\}$ be the set of lattice sites that are at least a distance $\frac{1}{3}$ away from the boundary $\partial A$, and let $A_{\leq}=A \backslash A_{>}$be the other lattice sites of $A$.

First, note that for every lattice site $\vec{a}$ in $A_{>}$, there exists a $D$-ball $\mathcal{B}_{1 / 4}(\vec{a})$ of radius $\frac{1}{4}$ that contains no other lattice site and $\mathcal{B}_{1 / 4}(\vec{a}) \subset A$. Therefore, the number of lattice
sites in $A_{>}$is at most $\mathcal{V}(A) / \mathcal{V}\left(\mathcal{B}_{1 / 4}(\vec{a})\right)=\eta_{1} \mathcal{V}(A)$, where $\mathcal{V}(A)$ is the volume of $A$ in $\mathbb{R}^{D}$ and $\eta_{1}=\mathcal{V}\left(\mathcal{B}_{1 / 4}(\vec{a})\right)^{-1}$.

Next, to count the lattice sites in $A_{\leq}$, we note that for every $\vec{a} \in A_{\leq}$, we can select a point $f(\vec{a}) \in \partial A$ on the boundary such that $\|f(\vec{a})-\vec{a}\| \leq \frac{1}{3}$. We now argue that $\|f(\vec{a})-f(\vec{b})\| \geq \frac{1}{3}$ for all distinct lattice sites $\vec{a} \neq \vec{b}$ in $A_{\leq}$. Indeed, since $\vec{a}, \vec{b}$ are distinct lattice sites, the least distance between them is 1 , i.e. $\|\vec{a}-\vec{b}\| \geq 1$. Using a triangle inequality, we can show that

$$
\begin{align*}
\|f(\vec{a})-f(\vec{b})\| & \geq\|\vec{a}-\vec{b}\|-\|f(\vec{a})-\vec{a}\|-\|f(\vec{b})-\vec{b}\| \\
& \geq 1-\frac{1}{3}-\frac{1}{3}=\frac{1}{3} \tag{B.77}
\end{align*}
$$

Therefore, a $D$-ball $\mathcal{B}_{1 / 6}(f(\vec{a}))$ around $f(\vec{a}) \in \partial A$ shall contain no $f(\vec{b})$ of any other lattice site $\vec{b} \in A_{\leq}$. Therefore, the number of lattice sites in $A_{\leq}$is at most $\eta_{2} \Phi(A)$, where $\Phi(A)=|\partial A|$ is the boundary area of $A$ and $\eta_{2}$ is the area of a $(D-1)$-dimensional disk of radius $1 / 6$.

In summary, the number of lattice sites in $A$ is therefore at most $\eta_{1} V(A)+\eta_{2} \Phi(A)$. In particular, for a shell $A$ whose volume $\mathcal{V}(A)$ can be upper bounded by $\eta_{3} \Phi(A)$, the number of lattice sites will be at most $\eta \Phi(A)$, where $\eta=\eta_{1} \eta_{3}+e \eta_{2}$.

## B.7.2.2 Convex sets in $\mathbb{R}^{D}$ are shrinkable

In the proof of Lemma 22 [see the discussion after Eq. (B.76)], we used the fact that $\Phi\left(A_{\mu}\right)<\Phi(A)$. In this section, we will show that this property of $A$-which we term shrinkability—holds if $A$ belongs to the class of convex and compact sets in $\mathbb{R}^{D}$.

The formal definition is as follows:

Definition 2 (Shrinkable set). A compact set $A \subset \mathbb{R}^{D}$ with boundary $\partial A$ is shrinkable if, for all $r>0, A_{r}=\{\vec{a} \in A: \operatorname{dist}(\vec{a}, \partial A) \geq r\}$, we have that $\Phi\left(A_{r}\right)=\left|\partial A_{r}\right| \leq|\partial A|=$ $\Phi(A)$.

In other words, a set is shrinkable if the surface area of the boundary of $A_{r} \subseteq A$ is no larger than that $A$. In this section, we will prove that convexity is a sufficient condition for shrinkability. Recall that a set is compact if it is both closed and bounded, whereas convexity is usually defined as follows:

Definition 3. $A$ set $A$ is convex if for any $x, y \in A$ and any $\theta$ such that $0 \leq \theta \leq 1$, we have $\theta x+(1-\theta) y \in A$.

Examples of convex sets include $D$-balls and hyperrectangles, which are also shrinkable. To prove this holds in general, we will first show that if $A$ is convex, then $A_{r}$ is also convex (or empty) for all $r>0$. To do this, we formulate an equivalent definition of a convex set as an intersection of halfspaces.

Definition 4. A halfspace $\mathcal{H}$ is given by the points $\left\{x \in \mathbb{R}^{D} \mid a^{T} x \geq b\right\}$, where $a \in$ $\mathbb{R}^{D} \backslash\{0\}$.

From this definition, it follows that halfspaces are convex sets. A folk lemma [201] states that a closed set $A$ is convex iff

$$
A=\bigcap_{k \in I}\left\{\mathcal{H}_{k} \mid \mathcal{H}_{k} \text { halfspace, } A \subseteq \mathcal{H}_{k}\right\}
$$

for some countable index set $I$. In other words, $A$ is equivalent to the intersection of all halfspaces that contain it. Since convexity is preserved under arbitrary intersection, this implies that $A$ is convex. The converse follows from the separating hyperplane theorem—see [201] for details.

With this equivalent definition of convexity in hand, we will prove that $A_{r}$ is also convex.

Lemma 23. If a compact set $A \subset \mathbb{R}^{D}$ is convex, then $A_{r}=\{\vec{a} \in A: \operatorname{dist}(\vec{a}, \partial A) \geq r\}$ is convex (or empty) for all $r>0$.

Proof. Write $A$ as the intersection of half-spaces $\mathcal{H}_{k}=\left\{x \in \mathbb{R}^{D} \mid a_{k}^{T} x \geq b_{k}\right\}$, for $k \in I$. Then $A_{r}$ is the intersection of the half-spaces given by $H_{k}^{r}=\left\{x \in \mathbb{R}^{D} \mid a_{k}^{T} x \geq b_{k}+r\right\}$. By the converse of the above lemma, $A_{r}$ is convex (or empty).

To show that $A$ is shrinkable, we must show that $\Phi\left(A_{r}\right)=\left|\partial A_{r}\right| \leq|\partial A|=\Phi(A)$. Following a standard technique in the literature, we define the nearest-point projection of $\mathbb{R}^{D}$ onto a convex set and then show that it is a contraction. The following lemma implies that such a mapping is well-defined.

Lemma 24. Given a non-empty, compact and convex set $A \subseteq \mathbb{R}^{D}$ and a point $x \in \mathbb{R}^{D}$, there exists a unique point $p_{A}(x) \in A$ such that

$$
p_{A}(x)=\underset{y \in A}{\arg \min }\|x-y\| .
$$

Proof. Since $A$ is compact, the continuous function $d_{x}(y)=\|x-y\|$ must achieve its minimum value on $A$.

Now suppose that minimum value of $d_{x}$ occurs at a point $y \in A$. We will show that $y$ is unique. Assume for the sake of contradiction that there exists some point $\tilde{y} \in A$ such that $d_{x}(y)=d_{x}(\tilde{y})$, but $y \neq \tilde{y}$. Then the set of points $x, y$, and $\tilde{y}$ form an isosceles triangle, with $\overline{y \tilde{y}}$ as the base. Dropping an altitude from $x$ intersects this line segment at the midpoint $m$ such that $\|x-m\|<\|x-y\|=\|x-\tilde{y}\|$. But $m$ is a convex combination of $y$ and $\tilde{y}$, i.e. $m=\frac{1}{2}(y+\tilde{y}) \in A$, so we have reached a contradiction. Thus, $y$ must be unique, and, therefore, $p_{A}(x)$ is well-defined.

The projection function $p_{A}(x)$ can be interpreted as generalizing the concept of the orthogonal projection into an affine subspace. It is also well-known that the nearest point projection $p_{A}$ is a contraction mapping.

Lemma 25. Given a nearest-point projection $p_{A}: \mathbb{R}^{D} \rightarrow A$ onto a convex set $A$, it holds for all $x, y \in \mathbb{R}^{D}$ that

$$
\left\|p_{A}(x)-p_{A}(y)\right\| \leq\|x-y\| .
$$

Proof. While the lemma can be proved for all $x, y \in \mathbb{R}^{D}$, for our purposes, we only need to consider $x, y \notin A$. Assume that $p_{A}(x) \neq p_{A}(y)$. Then consider the hyperplanes $H_{x}$ and $H_{y}$ that pass through $p_{A}(x)$ and $p_{A}(y)$ respectively, and are perpendicular to the line segment $\overline{p_{A}(x) p_{A}(y)}$. (See the geometric diagram in Fig. B.5.)

We prove by contradiction that $x(y)$ and $p_{A}(y)\left(p_{A}(x)\right)$ lie on opposite sides of $H_{x}$ $\left(H_{y}\right)$. Suppose without loss of generality that $x$ and $p_{A}(y)$ lie on the same side of $H_{x}$. Then the point where the altitude from $x$ intersects the line segment $\overline{p_{A}(x) p_{A}(y)}$ would


Figure B.5: The nearest-point projection $p_{A}$ of two points $x$ and $y$ onto a compact set $A$ (oval). Also depicted are the line segment connecting the two image points $p_{A}(x)$ and $p_{A}(y)$, as well as the two hyperplanes orthogonal to it.
lie in $A$, contradicting the fact that $p_{A}(x)$ is the nearest-point in $A$ to $x$. Thus, $x(y)$ must lie on the opposite side of $H_{x}\left(H_{y}\right)$ from $p_{A}(y)\left(p_{A}(x)\right)$. Then, as shown in Fig. B.5, the points $x$ and $y$ must fall outside the rectangular strip between the two hyperplanes. From this we conclude that $\left\|p_{A}(x)-p_{A}(y)\right\| \leq\|x-y\|$.

The above result proves that the projection $p_{A}(x)$ is indeed a contraction. Since contraction mappings do not increase lengths, we can use this fact to demonstrate that the boundary of $A_{r}$ is less than that of $A$.

Theorem 12. If the set $A \subset \mathbb{R}^{D}$ is compact and convex, then $\Phi\left(A_{r}\right)=\left|\partial A_{r}\right| \leq|\partial A|=$ $\Phi(A)$.

Proof. Consider the projection $p_{A_{r}}: A \rightarrow A_{r}$. Note that for $r>0$, we have that $A_{r}=$ $\left\{x \in A \mid d\left(x, A^{c}\right) \geq r\right\}$ is entirely contained in the interior of $A$, which implies that $A_{r} \cap \partial A=\emptyset$. Thus, our situation satisfies the assumption we made in the proof of Lemma 25.

Under the action of $p_{A_{r}}$, any point in $\mathbb{R}^{D}$ outside of $A_{r}$ will get mapped to $\partial A_{r}$. In
particular, since the map is onto, $\partial A$ will get mapped to $\partial A_{r}$, i.e. $p(\partial A)=\partial A_{r}$. Using the fact that $p_{A_{r}}$ is contractive, we have that

$$
\Phi\left(A_{r}\right)=\left|\partial A_{r}\right|=|p(\partial A)| \leq|\partial A|=\Phi(A)
$$

from which we conclude that $A$ is a shrinkable set.

This provides the final step in our proof of Lemma 22. Note that we do not require an explicit formula for the surface area of the boundary of a $D$-dimensional convex set. In general, one may use the Cauchy-Crofton formula to calculate this quantity-for more details, see Theorem 5.5.2 of Ref. [202].

## Appendix C: Supplemental Material for Sec. 6.2

## C. 1 Proof of Lemma 5

In this section we provide a proof of Lemma 5. One direction of the lemma is straightforward. If the joint state is a product, i.e. $\rho=\rho_{\mathcal{X}} \otimes \rho_{\tilde{\mathcal{X}}}$, then all bipartite disconnected correlators between $A_{\mathcal{X}} \in \mathcal{S}(\mathcal{X})$ and $A_{\tilde{\mathcal{X}}} \in \mathcal{S}(\tilde{\mathcal{X}})$ are factorizable, $\left\langle A_{\mathcal{X}} A_{\tilde{\mathcal{X}}}\right\rangle=\left\langle A_{\mathcal{X}}\right\rangle\left\langle A_{\tilde{\mathcal{X}}}\right\rangle$. Therefore all bipartite connected correlators vanish. To prove the opposite direction, that is vanishing of all bipartite connected correlators implies $\rho$ is a product state, let $\left\{\Gamma_{\mu}^{\mathcal{X}}\right\}$ denote a complete normalized basis for density matrices of $\mathcal{X}$, and likewise for $\left\{\Gamma_{\mu}^{\tilde{\mathcal{X}}}\right\}$. Any joint state of $\mathcal{X}$ and $\tilde{\mathcal{X}}$ may be written as

$$
\begin{align*}
\rho=\frac{1}{N}\left(\mathbb{I}_{\mathcal{X} \cup \tilde{\mathcal{X}}}\right. & +\sum_{\mu}\left\langle\Gamma_{\mu}^{\mathcal{X}}\right\rangle \Gamma_{\mu}^{\mathcal{X}} \otimes \mathbb{I}_{\tilde{\mathcal{X}}}+\sum_{\nu}\left\langle\Gamma_{\nu}^{\tilde{\mathcal{X}}}\right\rangle \mathbb{I}_{\mathcal{X}} \otimes \Gamma_{\nu}^{\tilde{\mathcal{X}}} \\
& \left.+\sum_{\mu, \nu}\left\langle\Gamma_{\mu}^{\mathcal{X}} \otimes \Gamma_{\nu}^{\tilde{\mathcal{X}}}\right\rangle \Gamma_{\mu}^{\mathcal{X}} \otimes \Gamma_{\nu}^{\tilde{\mathcal{X}}}\right) \tag{C.1}
\end{align*}
$$

where $N=\left|\mathcal{H}_{\mathcal{X}} \otimes \mathcal{H}_{\tilde{\mathcal{X}}}\right|$ is the dimension of the joint Hilbert space. Since all bipartite connected correlators vanish,

$$
\begin{equation*}
\left\langle\Gamma_{\mu}^{\mathcal{X}} \otimes \Gamma_{\nu}^{\tilde{\mathcal{X}}}\right\rangle=\left\langle\Gamma_{\mu}^{\mathcal{X}}\right\rangle\left\langle\Gamma_{\nu}^{\tilde{\mathcal{X}}}\right\rangle \tag{C.2}
\end{equation*}
$$

for all $\mu, \nu$. Therefore $\rho$ is also factorizable,

$$
\begin{equation*}
\rho=\frac{1}{N}\left(\mathbb{I}_{\mathcal{X}}+\sum_{\mu}\left\langle\Gamma_{\mu}^{\mathcal{X}}\right\rangle \Gamma_{\mu}^{\mathcal{X}}\right) \otimes\left(\mathbb{I}_{\tilde{\mathcal{X}}}+\sum_{\nu}\left\langle\Gamma_{\nu}^{\tilde{\mathcal{X}}}\right\rangle \Gamma_{\nu}^{\tilde{\mathcal{X}}}\right) . \tag{C.3}
\end{equation*}
$$

Thus the lemma follows.

## C. 2 Equivalent Definitions of Multipartite Connected Correlators

In this section we present some definitions of the multipartite connected correlation function which are equivalent to Eq. (6.14). The multipartite connected correlator can also be generated by [127]:

$$
\begin{equation*}
u_{n}\left(A_{1}, \ldots, A_{n}\right)=\left[\frac{\partial^{n}}{\partial \lambda_{1} \ldots \partial \lambda_{n}} \ln \left\langle e^{\sum_{i=1}^{n} \lambda_{i} A_{i}}\right\rangle\right]_{\vec{\lambda}=0} \tag{C.4}
\end{equation*}
$$

where the partial derivative is evaluated at $\vec{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{n}\right)=0$. This generating form will be used in Appendix C. 5 to evaluate multipartite connected correlators of the GHZ state. An equivalent way to define multipartite connected correlators is via lower-order correlators,

$$
\begin{equation*}
u_{n}\left(A_{1}, \ldots, A_{n}\right)=\left\langle A_{1} \ldots A_{n}\right\rangle-\sum_{P}^{\prime} \prod_{p \in P} u_{|p|}\left(\tilde{A}_{p}\right), \tag{C.5}
\end{equation*}
$$

where the sum $\sum_{P}^{\prime}$ is taken over all partitions of $\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{n}\right\}$ except for the trivial partition $P=\left\{\mathcal{X}_{1}, \ldots, \mathcal{X}_{n}\right\}$, and $\tilde{A}_{p}=\left\{A_{i}: i \in p\right\}$ denotes the set of all observables with indices in set $p$. We shall find this definition useful for the inductive proof of Theorem 9
and in Appendix C.5.

## C. 3 Proof of Lemma 6

In this section we prove the connection between factorizability and vanishing connected correlators in Lemma 6. We shall prove this lemma inductively using generating functions of multipartite connected correlators (C.4),

$$
\begin{align*}
& \ln \left\langle\exp \left(\sum_{i=1}^{k_{1}} \lambda_{i} A_{i}+\sum_{j=1}^{k_{2}} \lambda_{j}^{\prime} B_{j}\right)\right\rangle \\
& =\ln \left\langle\exp \left(\sum_{i=1}^{k_{1}} \lambda_{i} A_{i}\right)\right\rangle+\ln \left\langle\exp \left(\sum_{j=1}^{k_{2}} \lambda_{j}^{\prime} B_{j}\right)\right\rangle . \tag{C.6}
\end{align*}
$$

The first term on the right hand side is independent of any $\lambda_{j}^{\prime}$. Therefore, partial derivatives with respect to $\lambda_{j}^{\prime} \mathrm{s}$ will make the first term vanish. Similarly, the second term will also vanish after partial derivatives with respect to $\lambda_{i} \mathrm{~s}$. Therefore multipartite connected correlators, which are $n^{\text {th }}$ order partial derivatives of the left hand side with respect to both $\lambda_{i} \mathrm{~s}$ and $\lambda_{j}^{\prime} \mathrm{s}$, will vanish. The lemma follows.

## C. 4 Proof of Theorem 9

In this section we prove Theorem 9 by induction on $n$. When $n=2$, the inequalities reduce to bipartite Lieb-Robinson bounds. Assuming that it holds for any $2 \leq n \leq k-1$, we shall prove that it holds for $n=k$. We start with the recursive definition of connected
correlators (Appendix C.2):

$$
\begin{equation*}
\left\langle A_{1} \ldots A_{k}\right\rangle=\sum_{P \in \mathcal{P}(S)} \prod_{p \in P} u_{|p|}\left(\tilde{A}_{p}\right) \tag{C.7}
\end{equation*}
$$

where $\mathcal{P}(S)$ denotes the set of all partitions of $S=1, \ldots, k$, and $\tilde{A}_{p}=\left\{A_{i}: i \in p\right\}$ denotes the set of all observables with indices in set $p$. Consider one particular bipartition of $S$, e.g. $S=S_{1} \cup S_{2}$ such that $S_{1} \cap S_{2}=\varnothing$. The partitions of $S$ can then be divided into two types. Partitions of the first type have elements that lie entirely on either $S_{1}$ or $S_{2}$. They therefore belong to the set $\mathcal{P}\left(S_{1}\right) \oplus \mathcal{P}\left(S_{2}\right)$. The sum over these partitions in Eq. (C.7) can then be factored into a product of two sums over $\mathcal{P}\left(S_{1}\right)$ and $\mathcal{P}\left(S_{2}\right)$,

$$
\begin{align*}
& {\left[\sum_{P_{1} \in \mathcal{P}\left(S_{1}\right)} \prod_{p_{1} \in P_{1}} u_{\left|p_{1}\right|}\left(\tilde{A}_{p_{1}}\right)\right]\left[\sum_{P_{2} \in \mathcal{P}\left(S_{2}\right)} \prod_{p_{2} \in P_{2}} u_{\left|p_{2}\right|}\left(\tilde{A}_{p_{2}}\right)\right]} \\
& =\left\langle\prod_{i \in S_{1}} A_{i}\right\rangle\left\langle\prod_{i \in S_{2}} A_{i}\right\rangle \tag{C.8}
\end{align*}
$$

where we have used the definition (C.7) for the sets $S_{1}$ and $S_{2}$. The terms in Eq. (C.7) we have not yet summed over are partitions in which some elements overlap with both $S_{1}$ and $S_{2}$, namely $\mathcal{P}(S) \backslash \mathcal{P}\left(S_{1}\right) \oplus \mathcal{P}\left(S_{2}\right) \equiv \mathcal{P}_{12}$. We can then rewrite Eq. (C.7) as

$$
\begin{align*}
\left\langle A_{1} \ldots A_{k}\right\rangle= & u_{k}\left(A_{1}, \ldots, A_{k}\right)+\left\langle\prod_{i \in S_{1}} A_{i}\right\rangle\left\langle\prod_{i \in S_{2}} A_{i}\right\rangle \\
& +\sum_{P_{3} \in \mathcal{P}_{12}} \prod_{p_{3} \in P_{3}} u_{\left|p_{3}\right|}\left(\tilde{A}_{p_{3}}\right) . \tag{C.9}
\end{align*}
$$

Rearranging Eq. (C.9) in terms of bipartite connected correlators, we have

$$
\begin{align*}
u_{k}\left(A_{1}, \ldots, A_{k}\right) & =u_{2}\left(\prod_{i \in S_{1}} A_{i}, \prod_{i \in S_{2}} A_{i}\right) \\
& -\sum_{P_{3} \in \mathcal{P}_{12}} \prod_{p_{3} \in P_{3}} u_{\left|p_{3}\right|}\left(\left\{A_{i \in p_{3}}\right\}\right) \tag{C.10}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\left|u_{k}\left(A_{1} \ldots A_{k}\right)\right| & \leq\left|u_{2}\left(\prod_{i \in S_{1}} A_{i}, \prod_{i \in S_{2}} A_{i}\right)\right| \\
& +\sum_{P_{3} \in \mathcal{P}_{12}} \prod_{p_{3} \in P_{3}}\left|u_{\left|p_{3}\right|}\left(\left\{A_{i \in p_{3}}\right\}\right)\right| \tag{C.11}
\end{align*}
$$

The first term is bounded by $\propto \exp \left(v t-d\left(S_{1}, S_{2}\right)\right)$, where the distance between subsystems $S_{1}$ and $S_{2}$, i.e. $d\left(S_{1}, S_{2}\right)$, is defined as the smallest separation distance between a site in $S_{1}$ and a site in $S_{2}$. To bound the second term, we first realize that the connected correlators here are between at most $k-1$ points, and therefore our induction hypothesis applies. For each connected correlator $u$, there can be two possibilities. It can involve subsystems supported by both $S_{1}$ and $S_{2}$, or supported by either $S_{1}$ or $S_{2}$ alone. If we sum over those of the second type, we again get expectation values which are bounded by 1. For the connected correlator $u$ that involves qubits in both $S_{1}$ and $S_{2}$, by the induction hypothesis it is bounded by $\exp (v t-r)$, where $r$ is the largest distance between any bipartitions of the subsystems. By dividing those subsystems into those in $S_{1}$ and those in $S_{2}$, the distance $r$ has to be at least the one between $S_{1}$ and $S_{2}$, i.e. $r \geq d\left(S_{1}, S_{2}\right)$. Therefore
the second term in Eq. (C.11) is also bounded by $\exp \left(v t-d\left(S_{1}, S_{2}\right)\right)$. In the end, we get

$$
\begin{equation*}
\left|u_{k}\left(A_{1}, \ldots, A_{k}\right)\right| \leq C_{k} \exp \left[v_{\mathrm{LR}} t-d\left(S_{1}, S_{2}\right)\right] \tag{C.12}
\end{equation*}
$$

for some constant $C_{k}$ to be determined. For each choice of bipartition $\left\{S_{1}, S_{2}\right\}$, we get one such inequality. The tightest bound is obtained from the bipartition with the largest distance $d$, i.e.

$$
\begin{equation*}
\left|u_{k}\left(A_{1}, \ldots, A_{k}\right)\right| \leq C_{k} \exp \left[v_{\mathrm{LR}} t-R\right] \tag{C.13}
\end{equation*}
$$

with $R=\max _{S_{1}} d\left(S_{1}, S_{2}\right)$. Thus the hypothesis is true for $n=k$, and by induction it holds for any $n$.

We now prove the second part of the theorem, i.e. $C_{n} \leq n^{n} \frac{C_{2}}{4}$. Clearly it holds for $n=2$. We prove that if the statement holds up to $n=k-1$, it must also hold for $n=k$. Recall that a $k$-point connected correlator is bounded by Eq. (C.11). The first term of Eq. (C.11) is bounded by 1 . We need to find a bound for the sum. Note that at the critical time $t=R / v$, the only non-negligible contributing terms are those involving $S_{1}^{\prime} \subset S_{1}$ and $S_{2}^{\prime} \subset S_{2}$ such that the distance between $S_{1}^{\prime}$ and $S_{2}^{\prime}$ is exactly $R$ (by construction the distance is at least $R$ ).

Let $S_{1}^{(0)} \subset S_{1}$ and $S_{2}^{(0)} \subset S_{2}$ be such that the distance between any $s_{1} \in S_{1}^{(0)}$ and $s_{2} \in S_{1}^{(0)}$ is always $R$. The point is that only connected correlators that involve such $s_{1}$ and $s_{2}$ will contribute to the sum. We now count the contribution from such correlators. If we take $k_{1}$ subsystems from $S_{1}^{(0)}, k_{2}$ subsystems from $S_{2}^{(0)}$ and $k_{3}$ subsystems from
$S_{3}^{(0)}=S \backslash S_{1}^{(0)} \cup S_{2}^{(0)}$, their contribution is $\mathcal{O}\left(\left(k_{1}+k_{2}+k_{3}\right)^{k_{1}+k_{2}+k_{3}}\right)$. Note that summing over connected correlators of leftover subsystems, we get their disconnected correlator, which is bounded by 1 . Note also that by counting this way, some terms will appear more than once, so we get a loose bound. Denoting by $m_{1}, m_{2}, m_{3}$ the size of $S_{1}^{(0)}, S_{2}^{(0)}$ and $S_{3}^{(0)}$, we can bound the constant $C_{k}$ by summing over all possible choices of $k_{1}+k_{2}+k_{3} \leq k-1$,

$$
\begin{align*}
C_{k} & \leq \frac{C_{2}}{4} \sum_{k_{1}=1}^{m_{1}} \sum_{k_{2}=1}^{m_{2}} \sum_{k_{3}=0}^{m_{3}}\binom{m_{1}}{k_{1}}\binom{m_{2}}{k_{2}}\binom{m_{3}}{k_{3}}\left(k_{1}+k_{2}+k_{3}\right)^{k_{1}+k_{2}+k_{3}}  \tag{C.14}\\
& \leq \frac{C_{2}}{4} \sum_{k_{1}=1}^{m_{1}} \sum_{k_{2}=1}^{m_{2}} \sum_{k_{3}=0}^{m_{3}}\binom{m_{1}}{k_{1}}\binom{m_{2}}{k_{2}}\binom{m_{3}}{k_{3}}(k-1)^{k_{1}+k_{2}+k_{3}}  \tag{C.15}\\
& =\frac{C_{2}}{4}\left(k^{m_{1}}-1\right)\left(k^{m_{2}}-1\right) k^{m_{3}}<\frac{C_{2}}{4} k^{m_{1}+m_{2}+m_{3}}=k^{k} \frac{C_{2}}{4} . \tag{C.16}
\end{align*}
$$

Thus $C_{k} \leq k^{k} \frac{C_{2}}{4}$ holds for $n=k$, and by induction it holds for any $n$.

## C. 5 Calculation of Connected Correlators

In this section we show how connected correlators are calculated for the GHZ states, the cluster states and the product state evolved under the $X X$ Hamiltonian.

## C.5.1 The GHZ State

The generating function of $u_{n}\left(Z_{1}, \ldots, Z_{n}\right)$ evaluated for the GHZ state of $n$ qubits is

$$
\begin{align*}
g_{n} & \equiv \ln \left\langle\exp \left\{\sum_{i=1}^{n} \lambda_{i} Z_{i}\right\}\right\rangle_{\mathrm{GHZ}}  \tag{C.17}\\
& =\ln \left[\frac{1}{2} \exp \left(\sum_{i=1}^{n} \lambda_{i}\right)+\frac{1}{2} \exp \left(-\sum_{i=1}^{n} \lambda_{i}\right)\right]  \tag{C.18}\\
& =\ln \left[\cosh \left(\sum_{i=1}^{n} \lambda_{i}\right)\right] \tag{C.19}
\end{align*}
$$

Let $\lambda \equiv \sum_{i=1}^{n} \lambda_{i}$. Then

$$
\begin{equation*}
\frac{\partial g_{n}}{\partial \lambda_{i}}=\frac{\partial g_{n}}{\partial \lambda} \frac{\partial \lambda}{\partial \lambda_{i}}=\frac{\partial g_{n}}{\partial \lambda} \tag{C.20}
\end{equation*}
$$

for all $i$. Therefore the multipartite connected correlator above is given by

$$
\begin{equation*}
u_{n}\left(Z_{1}, \ldots, Z_{n}\right)=\left.\frac{\partial^{n} g_{n}}{\partial \lambda^{n}}\right|_{\lambda=0}=\left[\frac{\partial^{n}}{\partial \lambda^{n}} \ln (\cosh \lambda)\right]_{\lambda=0} \tag{C.21}
\end{equation*}
$$

Note that this connected correlator has the same parity as $n$. Therefore for odd $n$, it vanishes. For even $n$, the correlator is given by

$$
\begin{equation*}
u_{n}=\frac{2^{n}\left(2^{n}-1\right) B_{n}}{n} \tag{C.22}
\end{equation*}
$$

where $B_{n}$ is the $n^{\text {th }}$ Bernoulli number. In the large $n$ limit, the Bernoulli number is approximated by

$$
\begin{equation*}
\left|B_{n}\right| \approx 4 \sqrt{\frac{\pi n}{2}}\left(\frac{n}{2 \pi e}\right)^{n} \tag{C.23}
\end{equation*}
$$

Therefore the $n$-point connected correlator of the GHZ state grows as $u_{n} \propto n^{-1 / 2}\left(\frac{2}{\pi e}\right)^{n} n^{n}=$ $\mathcal{O}\left(n^{n}\right)$.

## C.5.2 The Cluster States

For each vertex $i$ in a cluster state's graph, we can associate an operator $X_{i} \prod_{j \in \mathcal{N}(i)} Z_{j}$, where $\mathcal{N}(i)$ denotes the set of vertices adjacent to $i$. These operators generate a stabilizer group of which the cluster state is a simultaneous eigenstate. Operators outside of this group have no disconnected correlations. Using the stabilizer group, we can count the number of contributing disconnected correlators in the definition of connected correlators (6.14). For example, for the observables $Y_{1}, X_{2}, X_{3}, \ldots, X_{n-1}, Y_{n}$ in the cluster state in Fig. 6.3(a), all low-order disconnected correlators vanish. Therefore,

$$
\begin{align*}
& u_{n}\left(Y_{1}, X_{2}, X_{3}, \ldots, X_{n-1}, Y_{n}\right) \\
= & \left\langle Y_{1} X_{2} X_{3} \ldots X_{n-1} Y_{n}\right\rangle=1 . \tag{C.24}
\end{align*}
$$

Similarly, by direct counting we find the $n$-point connected correlator of the Fig. 6.3(b) cluster state $u_{n}\left(\left\{T_{j}: j=1, \ldots, n\right\}\right)=2^{\frac{n-1}{3}}$, where $T_{j}=X_{j}$ for all $1<j<n$ such that $j \equiv 1(\bmod 3)$, and $T_{j}=Y_{j}$ otherwise.

## C.5.3 A Product State Evolved Under the $X X$ Hamiltonian

The time evolution shown in Fig. 6.4 can be verified as follows. The time-dependent state of $n$ qubits evolving from $|00 \ldots 0\rangle$ under $H=\sum_{\langle i, j\rangle} X_{i} X_{j}$ can be written in the form of a matrix product state,

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{i_{1}, \ldots, i_{n} \in\{0,1\}} c_{i_{1} i_{2} \ldots i_{n}}(t)\left|i_{1} i_{2} \ldots i_{n}\right\rangle \tag{C.25}
\end{equation*}
$$

the coefficients of which are given by

$$
\begin{equation*}
c_{i_{1} i_{2} \ldots i_{n}}(t)=L_{i_{1}} A_{i_{2}}(t) A_{i_{3}}(t) \cdots A_{i_{n-1}}(t) R_{i_{n}}(t), \tag{C.26}
\end{equation*}
$$

where

$$
\begin{align*}
L_{0} & =\left(\begin{array}{ll}
1 & 0
\end{array}\right),  \tag{C.27}\\
L_{1} & =\left(\begin{array}{ll}
0 & 1
\end{array}\right),  \tag{C.28}\\
A_{0}(t) & =\left(\begin{array}{cc}
\cos t & 0 \\
0 & -i \sin t
\end{array}\right),  \tag{C.29}\\
A_{1}(t) & =\left(\begin{array}{cc}
0 & \cos t \\
-i \sin t & 0
\end{array}\right),  \tag{C.30}\\
R_{0}(t) & =\binom{\cos t}{0}  \tag{C.31}\\
R_{1}(t) & =\binom{0}{-i \sin t} \tag{C.32}
\end{align*}
$$

Note that this matrix product state is in left canonical form (i.e. $\sum_{i} L_{i}^{\dagger} L_{i}=\sum_{i} A_{i}^{\dagger} A_{i}=I$ ) and it is normalized ( $\sum_{i} R_{i}^{\dagger} R_{i}=1$ ). Our goal is to first determine all disconnected correlators of the form $\left\langle O_{1} O_{2} \cdots O_{n}\right\rangle$ where $O_{i}$ is either $I$ or $Z$. Because all such operators are diagonal on each site, we can write the expectation value itself as a matrix product. In the end, we find that the disconnected correlator picks up a factor of $\cos (2 t)$ for each "boundary" between a $Z$ operator and an $I$ operator. For instance, on a 5-qubit system, the expectation value $\left\langle Z_{2} Z_{3} Z_{5}\right\rangle=\langle I Z Z I Z\rangle=[\cos (2 t)]^{3}$, as there are 3 relevant boundaries: between qubits $1-2,3-4$, and $4-5$.

From this, it is already obvious that our connected correlator $u_{n}\left(Z_{1}, \ldots, Z_{n}\right)$ will
be some polynomial of the variable $\cos (2 t)$. Given some partition $\mathcal{P}$, we would like to determine the power to which $\cos (2 t)$ is raised. Let us, for sake of example, denote our partition by letters of the alphabet. On 5 qubits, ABBCA corresponds to the product of disconnected correlators $\left\langle Z_{1} Z_{5}\right\rangle\left\langle Z_{2} Z_{3}\right\rangle\left\langle Z_{4}\right\rangle=\langle Z I I I Z\rangle\langle I Z Z I I\rangle\langle I I I Z I\rangle=[\cos (2 t)]^{6}$. In general, the product of disconnected correlators will be $[\cos (2 t)]^{2 v}$ where $v$ is the number of bonds that border two distinct subsets of the partition. (In the case of the example ABBCA, this includes each bond except the one between sites 2-3, which are both in the same subset, B.)

Now we would like to count the number of partitions which contribute to the term with power $2 v$. Because the coefficient in the connected correlator depends on the number of subsets in the partition $|\mathcal{P}|$, we must consider separately partitions with different numbers of subsets. Given $n$ qubits, there are $n-1$ bonds between qubits. Thus there are $\binom{n-1}{v}$ different ways to choose $v$ bonds which connect different subsets of the partition. Given these $v$ bonds, there are $\left\{\begin{array}{l}v \\ a\end{array}\right\}$ different ways to construct partitions with $(a+1)$ total subsets. (Here, $\left\{\begin{array}{l}v \\ a\end{array}\right\}$ denotes a Stirling number of the second kind.) Thus, the number of partitions on $n$ qubits with $v$ bonds that border two distinct subsets and with $(a+1)$ total subsets is $\binom{n-1}{v}\left\{\begin{array}{l}v \\ a\end{array}\right\}$. Note that $\sum_{v=0}^{n-1}\binom{n-1}{v} \sum_{a=0}^{v}\left\{\begin{array}{l}v \\ a\end{array}\right\}$ is equal to the $n^{\text {th }}$ Bell number $\mathcal{B}_{n}$, so we have indeed accounted for all possible partitions.

As mentioned above, given a partition, two factors of $\cos (2 t)$ are picked up for each bond that borders two distinct subsets. In general, we can compute the expectation value of the connected correlator from Eq. (6.14) as follows:

$$
\begin{align*}
& u_{n}\left(Z_{1}, \ldots, Z_{n}\right) \\
& =\sum_{\mathcal{P}}(-)^{|\mathcal{P}|-1}(|\mathcal{P}|-1)!\prod_{P \in \mathcal{P}}\left\langle\prod_{p \in P} Z_{p}\right\rangle=\sum_{v=0}^{n-1} \sum_{a=0}^{v}(-1)^{a} a!\binom{n-1}{v}\left\{\begin{array}{l}
v \\
a
\end{array}\right\}[\cos (2 t)]^{2 v} \\
& =\sum_{v=0}^{n-1}\binom{n-1}{v}[\cos (2 t)]^{2 v} \sum_{a=0}^{v}(-1)^{a} a!\left\{\begin{array}{l}
v \\
a
\end{array}\right\}=\sum_{v=0}^{n-1}\binom{n-1}{v}[\cos (2 t)]^{2 v}(-)^{v} \\
& =\sum_{v=0}^{n-1}\binom{n-1}{v}\left[-\cos ^{2}(2 t)\right]^{v}=\left[1-\cos ^{2}(2 t)\right]^{n-1}=\left[\sin ^{2}(2 t)\right]^{n-1}, \tag{C.33}
\end{align*}
$$

where we have used the identity $\sum_{a=0}^{v}(-1)^{a} a!\left\{\begin{array}{l}v \\ a\end{array}\right\}=(-1)^{v}$ [203].

Appendix D: Supplemental Material for Sec. 6.9

## D. 1 The Generalization of Gong et al.to Many-Body Interactions

In this section, we prove Eq. (6.83) and thereby generalize the bound in Gong et al. [29] from two-body to $k$-body interactions, where $k$ is an arbitrary finite integer. This bound is an ingredient in the generalization of the tighter Lieb-Robinson bound in Tran et al. [21] to $k$-body interactions.

Proof. We recall that the bound in Ref. [29] is based on the Hastings \& Koma series [18]:

$$
\begin{equation*}
\|[A(t), B]\| \leq 2\|A\|\|B\| \sum_{k=1}^{\infty} \frac{(2 t)^{k}}{k!}\left[\sum_{Z_{1}: Z_{1} \cap X \neq \varnothing} \sum_{Z_{2}: Z_{1} \cap Z_{2} \neq \varnothing} \ldots \sum_{\substack{Z_{k}: Z_{k-1} \cap Z_{k} \neq \varnothing \\ Z_{k} \cap Y \neq \varnothing}} \prod_{i=1}^{k}\left\|h_{Z_{i}}\right\|\right], \tag{D.1}
\end{equation*}
$$

and we can bound the summation within the square brackets as

$$
\begin{align*}
& \quad \sum_{Z_{1}: Z_{1} \cap X \neq \varnothing} \sum_{Z_{2}: Z_{1} \cap Z_{2} \neq \varnothing} \cdots \sum_{\substack{Z_{k}: Z_{k-1} \cap Z_{k} \neq \varnothing, i=1 \\
Z_{k} \cap Y \neq \varnothing}} \prod_{i=1}^{k}\left\|h_{Z_{i}}\right\| \\
& \leq \\
& \sum_{i \in X} \sum_{j \in Y} \sum_{z_{1}} \sum_{z_{2}} \cdots \sum_{z_{k-1}}\left(\sum_{Z_{1} \ni i, z_{1}}\left\|h_{Z_{1}}\right\|\right) \cdots\left(\sum_{Z_{k} \ni z_{k-1}, j}\left\|h_{Z_{k}}\right\|\right)  \tag{D.2}\\
& \leq \\
& \leq \sum_{i \in X} \sum_{j \in Y} \lambda^{k} \mathcal{J}^{k}(i, j),
\end{align*}
$$

where $\mathcal{J}^{k}(i, j)$ is given by the $k$-fold convolution of the hopping terms $J_{i j} \equiv \frac{1}{r_{i j}^{\alpha}}$ (where $r_{i j}=\operatorname{dist}(() i, j)$ ) for $i \neq j$ and $J_{i i}=1$ for all $i$ :

$$
\mathcal{J}^{k}(i, j) \equiv \sum_{z_{1}} \sum_{z_{2}} \cdots \sum_{z_{k-1}} J_{z_{1}} J_{z_{1} z_{2}} \ldots J_{z_{k-1}, j} .
$$

Note that Eq. (D.2) comes from Definition 1: $\sum_{Z \ni i, j}\left\|h_{Z}\right\| \leq 1 / r_{i j}^{\alpha}=J_{i j}$ for $i \neq j$ and

$$
\begin{equation*}
\sum_{Z \ni i}\left\|h_{Z}\right\| \leq \sum_{j} \sum_{Z \ni i, j}\left\|h_{Z}\right\| \leq \lambda \tag{D.3}
\end{equation*}
$$

where $\lambda=1+\sum_{j \neq i} 1 / r_{i j}^{\alpha}$ is a finite constant for all $\alpha>d$. This equation is exactly Eq. (3) in Ref. [29].

For simplicity, we consider $d=1$ in the following discussion. To put a bound on $\mathcal{J}^{k}(i, j)$, we use the same trick as in Ref. [29]. First, we consider the sum over $z_{1}$ :

$$
\begin{equation*}
\sum_{z_{1}} J_{i z_{1}} J_{z_{1} z_{2}} \leq 2 \sum_{z_{1}: r_{i z_{1}} \leq r_{z_{1} j}} J_{i z_{1}} J_{z_{1} z_{2}} \tag{D.4}
\end{equation*}
$$

where the right hand side sums only over $z_{1}$ being closer to $i$ than to $z_{2}$ and the factor 2 accounts for exchanging the roles of $i$ and $z_{2}$. We further separate the sum over $z_{1}$ in Eq. (D.3) into two, corresponding to whether $z_{1}$ is within a unit distance from $i$ or not:

$$
\begin{equation*}
\sum_{z_{1}} J_{i z_{1}} J_{z_{1} z_{2}} \leq 2\left(\sum_{z_{1}: r_{i z_{1}} \leq 1}+\sum_{z_{1}: r_{i z_{1} \geq} \geq 2}\right) J_{i z_{1}} J_{z_{1} z_{2}} . \tag{D.5}
\end{equation*}
$$

Since $r_{i z_{1}} \leq r_{z_{1} z_{2}}$, it follows that $r_{z_{1} z_{2}} \geq r_{i z_{2}} / 2$. Therefore, $J_{z_{1} z_{2}} \leq 2^{\alpha} J_{i z_{2}}$ and we further
bound the second sum in Eq. (D.5) by

$$
\begin{align*}
\sum_{z_{1}: r_{i z_{1}} \geq 2} J_{i z_{1}} J_{z_{1} z_{2}} & \leq 2^{\alpha} J_{i z_{2}} \sum_{z_{1}: r_{i z_{1}} \geq 2} J_{i z_{1}} \\
& \leq 2^{\alpha} J_{i z_{2}} 2^{1-\alpha}(\lambda-1) \\
& \leq 2(\lambda-1) \sum_{z_{1}: r_{i z_{1}} \leq 1} J_{i z_{1}} J_{z_{1} z_{2}}, \tag{D.6}
\end{align*}
$$

where we bound $\sum_{z_{1}: r_{i z_{1}} \geq 2} J_{i z_{1}} \leq 2^{1-\alpha}(\lambda-1)$ and $J_{i z_{2}} \leq \sum_{z_{1}: r_{i z_{1}} \leq 1} J_{i z_{1}} J_{z_{1} z_{2}}$ similarly to Ref. [29]. Therefore, we have $\sum_{z_{1}} J_{i z_{1}} J_{z_{1} z_{2}} \leq 4 \lambda \sum_{z_{1}: r_{i z_{1}} \leq 1} J_{i z_{1}} J_{z_{1} z_{2}}$. Repeating this analysis for $z_{2}, \ldots, z_{k}$ in Eq. (D.3), we have an upper bound on $\mathcal{J}^{k}(i, j)$ :

$$
\begin{align*}
& \mathcal{J}^{k}(i, j) \leq(4 \lambda)^{k-1} \sum_{z_{1}: r_{i z_{1}} \leq 1} \sum_{z_{k-1}: r_{z_{1} z_{2} \leq 1}} \ldots \\
& \ldots \sum_{z_{k-2} z_{k-1} \leq 1} J_{i z_{1}} J_{z_{1} z_{2}} \ldots J_{z_{k-1}, j}  \tag{D.7}\\
& \leq(12 \lambda)^{k-1} \times \begin{cases}1 /\left(r_{i j}-k+1\right)^{\alpha} & \text { if } k<\mu r_{i j} \\
1 & \text { if } k \geq \mu r_{i j}\end{cases}  \tag{D.8}\\
& \leq(12 \lambda)^{k-1} \times \begin{cases}1 /\left[(1-\mu) r_{i j}\right]^{\alpha} & \text { if } k<\mu r_{i j} \\
1 & \text { if } k \geq \mu r_{i j}\end{cases} \tag{D.9}
\end{align*}
$$

where $\mu \in(0,1)$ is an arbitrary constant.
To get the second to last bound, we note that the maximum value that the summand in Eq. (D.7) may achieve is $1 /\left(r_{i j}-k+1\right)^{\alpha}$ when $k<\mu r_{i j}$ and 1 when $k \geq r_{i j}$, and the number of sites within a unit distance of any site is 3. Plugging this bound into Eq. (D.1)
and Eq. (D.2), we have the Lieb-Robinson bound in Ref. [29] generalized to many-body interactions:

$$
\begin{align*}
& \|[A(t), B]\| \\
& \leq\|A\|\|B\| \sum_{i \in X} \sum_{j \in Y}\left(\sum_{k=1}^{\left\lceil\mu r_{i j}\right\rceil-1} \frac{\left(24 \lambda^{2} t\right)^{k}}{6 \lambda k!\left[(1-\mu) r_{i j}\right]^{\alpha}}\right. \\
& \left.\quad+\sum_{k=\left\lceil\mu r_{i j}\right\rceil}^{\infty} \frac{\left(24 \lambda^{2} t\right)^{k}}{6 \lambda k!}\right) \\
& \leq\|A\|\|B\| \sum_{i \in X} \sum_{j \in Y} C e^{v t}\left(\frac{1}{\left[(1-\mu) r_{i j}\right]^{\alpha}}+e^{-\mu r_{i j}}\right)  \tag{D.10}\\
& \leq\|A\|\|B\||X \| Y| C e^{v t}\left(\frac{1}{[(1-\mu) r]^{\alpha}}+e^{-\mu r}\right), \tag{D.11}
\end{align*}
$$

where $C=1 / 6 \lambda, v=24 \lambda^{2}$, and $r$ is, again, the distance between $X, Y$. The proof for $d>1$ follows a very similar analysis.

A feature of Eq. (D.11) is that it depends on $|X|,|Y|$, which can become problematic when $A, B$ are supported on a large number of sites. In such cases, we can sum over the sites of $X, Y$ in Eq. (D.10) to get more useful bounds. Without any other assumptions, summing over the sites of $Y$ gives an extra factor of $r^{d}$ :

$$
\begin{equation*}
\|[A(t), B]\| \leq C\|A\|\|B\||X|\left(\frac{1}{(1-\mu)^{\alpha} r^{\alpha-d}}+e^{v t-\mu r}\right) \tag{D.12}
\end{equation*}
$$

where the constant $C$ absorbs all constants that may depend on $\mu$. Note that the bound still depends on $|X|$ but not on $|Y|$.

We can go one step further and sum over the sites of $X$, but we need to assume that
$X$ is convex (similarly to Ref. [21]). Then, we have a bound

$$
\begin{equation*}
\|[A(t), B]\| \leq C\|A\|\|B\| \phi(X)\left(\frac{1}{(1-\mu)^{\alpha} r^{\alpha-d-1}}+e^{v t-\mu r}\right) \tag{D.13}
\end{equation*}
$$

which is independent of $|X|$. Here $\phi(X)$ is the boundary area of $X$, defined as the number of sites in $X$ that are adjacent to a site outside $X$.

## D. 2 The Absorption Rate from Linear Response Theory

This section provides more details on the derivation of the absorption rate within linear response theory. In particular, we provide more mathematically rigorous proofs of Eq. (6.106) [Appendix D.2.1] and Eq. (6.109) [Appendix D.2.2].

## D.2.1 Proof of Eq. (6.106)

In this section, we prove the statement of Eq. (6.106) [also Eq. (D.15) below]. We recall that the system Hamiltonian $H_{0}$ is a power-law Hamiltonian, while the harmonic drive $V(t)=g \cos (\omega t) O$ is a sum of local terms, $g \cos (\omega t) O_{i}$, each of which is supported on the site $i$ only, where $i$ runs over the sites of the system. In addition, we assume that the system is initially in the equilibrium state $\rho_{\beta}$ of $H_{0}$ corresponding to the temperature $1 / \beta$. To the lowest order in $g$, the energy absorption rate of the system is proportional to the dissipative (imaginary) part of the response function, $\sigma(\omega)=\sum_{i, j} \sigma_{i j}(\omega)$, where $i, j$
are the sites of the system and

$$
\begin{equation*}
\sigma_{i j}(\omega)=\frac{1}{2} \int_{-\infty}^{\infty} d t e^{i \omega t}\left\langle\left[O_{i}(t), O_{j}(0)\right]\right\rangle_{\beta} \tag{D.14}
\end{equation*}
$$

where $\langle X\rangle_{\beta} \equiv \operatorname{Tr}\left(\rho_{\beta} X\right)$ denotes the expectation value of an operator $X$ in $\rho_{\beta}$.
In Ref. [146], the authors proved that there exists constants $C, \kappa$ such that for all $\omega>0, \delta \omega>0$ and for all pairs $i, j$,

$$
\begin{equation*}
\left|\sigma_{i j}([\omega, \omega+\delta \omega])\right| \leq C e^{-\kappa \omega} \tag{D.15}
\end{equation*}
$$

The statement in Ref. [146] is for finite-range interactions, but, for completeness, we show here that it also holds for power-law Hamiltonians. First, we consider the diagonal terms $\sigma_{i i}(\omega)$. Let $|n\rangle$ and $E_{n}$ denote the eigenstates and eigenvalues of $H_{0}$. Similarly to Ref. [146], we rewrite $\sigma_{i i}(\omega)$ as

$$
\begin{equation*}
\sigma_{i i}(\omega)=\pi \sum_{n} p_{n}\left[\gamma_{i i}^{(n)}(\omega)-\gamma_{i i}^{(n)}(-\omega)\right] \tag{D.16}
\end{equation*}
$$

where $p_{n}$ is the probability that the state is in the eigenstate $|n\rangle$, and $\gamma_{i i}^{(n)}$ denotes the contribution to $\sigma_{i i}$ from the $n$-th eigenstate:

$$
\begin{align*}
\gamma_{i i}^{(n)}(\omega) & \left.=\sum_{m}\left|\langle m| O_{i}\right| n\right\rangle\left.\right|^{2} \delta\left(E_{n}-E_{m}-\omega\right) \\
& =\sum_{m} \frac{\left.\left|\langle m| \operatorname{ad}_{H}^{k} O_{i}\right| n\right\rangle\left.\right|^{2}}{\omega^{2 k}} \delta\left(E_{n}-E_{m}-\omega\right) \tag{D.17}
\end{align*}
$$

where $\operatorname{ad}_{H} O_{i}=\left[H, O_{i}\right], k$ is an integer to be chosen later, and the last equality comes
from the fact that $|m\rangle,|n\rangle$ are eigenstates of $H$ and the $\delta$ function fixes the energy difference to be $\omega$.

In Ref. [146], the authors used the fact that $H$ has a finite range to upper bound the norm of $\operatorname{ad}_{H}^{k} O_{i}$ by $\lambda^{k} k$ ! for some constant $\lambda$. For power-law interactions, the proof does not apply because the Hamiltonian $H$ can contain interaction terms between arbitrarily far sites. Instead, we upper bound $\operatorname{ad}_{H}^{k} O_{i}$ by realizing that $O_{i}$ technically satisfies Definition 1 and is therefore a power-law Hamiltonian. It then follows from Lemma 27 in Appendix D. 5 that $\operatorname{ad}_{H}^{k} O_{i} \in \lambda^{k} k!\mathbb{H}_{\alpha}$, i.e. $\operatorname{ad}_{H}^{k} O_{i}$ is a power-law Hamiltonian up to a factor $\lambda^{k} k$ !, where $\lambda$ is the same constant as in Lemma 27 and $\mathbb{H}_{\alpha}$ is the set of power-law Hamiltonians with exponent $\alpha$ [See Appendix D.5.1]. Finally, we can upper bound

$$
\begin{equation*}
\left\|\mathrm{ad}_{H}^{k} O_{i}\right\| \leq C \lambda^{k} k! \tag{D.18}
\end{equation*}
$$

by realizing that the supports of the terms in $\mathrm{ad}_{H}^{k} O_{i}$ all contain the site $i$.
Integrating Eq. (D.17) over $\omega$, assuming $\delta \omega$ is small enough so that the number of energy levels in the range $[\omega, \omega+\delta \omega]$ is finite, and using Eq. (D.18), we have

$$
\begin{align*}
\left|\gamma_{i i}^{(n)}([\omega, \omega+\delta \omega])\right| & \leq C\left(\frac{\lambda^{k} k!}{\omega^{k}}\right)^{2} \\
& \leq C\left(\frac{\lambda k}{\omega}\right)^{2 k} \leq C e^{-\kappa \omega} \tag{D.19}
\end{align*}
$$

where $\kappa=2 /(\lambda e)$ and, to get the last line, we choose $k=\omega /(\lambda e)$. Plugging this bound into Eq. (D.16) and summing over $n$ yields Eq. (6.106) for $i=j$. The bound for $i \neq j$
can be derived using the positivity of $\sigma$ [146] and the Cauchy-Schwartz inequality,

$$
\begin{equation*}
\left|\sigma_{i j}(\omega)\right| \leq \frac{1}{2}\left[\sigma_{i i}(\omega)+\sigma_{j j}(\omega)\right] \tag{D.20}
\end{equation*}
$$

Therefore, Eq. (6.106) applies for all power-law Hamiltonians $H$.

## D.2.2 Proof of Eq. (6.109)

We now provide a rigorous proof of Eq. (6.109) in the main text. Equation (D.15) says that the $(i, j)$ entry of $\sigma([\omega, \omega+\delta \omega])$ is exponentially suppressed. In principle, summing over all $i, j$ implies that $\sigma([\omega, \omega+\delta \omega])$ is also exponentially small as a function of $\omega$. However, since there are $N$ sites in the system, this summation results in an additional factor of $N^{2}$, making $\sigma([\omega, \omega+\delta \omega])$ superextensive. Therefore, this naive calculation breaks down in the thermodynamic limit $(N \rightarrow \infty)$.

Instead, to show that $\sigma([\omega, \omega+\delta \omega])$ increases only as fast as $N$, we use LiebRobinson bounds to bound the off diagonal terms $\sigma_{i j}(\omega)$. Let $r_{i j}=\operatorname{dist}(() i, j)$ denote the distance between the pair of sites $i, j$. Without loss of generality, we assume $\omega \geq 2 \delta \omega$. We can then bound

$$
\begin{align*}
& \sigma([\omega, \omega+\delta \omega])=\int_{\omega}^{\omega+\delta \omega} d \omega^{\prime} \sigma\left(\omega^{\prime}\right) \\
& \leq c_{1} \int_{-\infty}^{\infty} d \omega^{\prime} e^{-\left(\frac{\omega^{\prime}-\omega}{\delta \omega}\right)^{2}} \sigma\left(\omega^{\prime}\right) \\
& =c_{2} \delta \omega \sum_{i, j} \int_{-\infty}^{\infty} d t e^{(-t / \delta t)^{2}} e^{-i \omega t}\left\langle\left[O_{i}(t), O_{j}\right]\right\rangle \tag{D.21}
\end{align*}
$$

where $c_{1}=\frac{e}{1-e^{-8}}, c_{2}=c_{1} \sqrt{\pi} / 2$, which we will combine and denote by $C$, and $\delta t=$
$2 / \delta \omega$. The first inequality is because $\sigma(\omega)$ is positive for $\omega>0$ and $\sigma(-\omega)=-\sigma(\omega)$. The second equality comes from evaluating the integral over $\omega^{\prime}$. We then use the LiebRobinson bound in Ref. [29], which applies for interactions with characteristic exponent $\alpha>d:$

$$
\begin{equation*}
\left\|\left[O_{i}(t), O_{j}(0)\right]\right\| \leq C e^{v t}\left(\frac{1}{r_{i j}^{\alpha}}+e^{-\mu r_{i j}}\right) \tag{D.22}
\end{equation*}
$$

where $v, C, \mu$ are positive constants. While this bound was derived in Ref. [29] for 2-body interactions, it also holds for more general $k$-body interactions and thus for fully general power-law Hamiltonians [see Eq. (D.11)].

We now divide the sum in Eq. (D.21) into two parts corresponding to $r_{i j}>r_{*}$ and $r_{i j} \leq r_{*}$ for some parameter $r_{*}$ we shall choose later. The sum over $i, j$ such that $r_{i j}>r_{*}$ can then be bounded by first inserting Eq. (D.22) into Eq. (D.21) and evaluating the integration over time. Note that the factor $e^{-t^{2} / \delta t^{2}}$ suppresses the contribution from $e^{v t}$ at large $t$. Therefore, performing the integral yields an upper bound $C\left(1 / r_{i j}^{\alpha}+e^{-\mu r_{i j}}\right)$ for each term corresponding to the pair $(i, j)$, and the sum over $r_{i j}>r_{*}$ gives:

$$
\begin{equation*}
\sum_{i, j: r_{i j}>r_{*}} C\left(\frac{1}{r_{i j}^{\alpha}}+e^{-\mu r_{i j}}\right) \leq C N\left(\frac{1}{r_{*}^{\alpha-d}}+e^{-\mu r_{*}}\right) \tag{D.23}
\end{equation*}
$$

for $\alpha>d$, where the factor of $N$ comes from summing over $i$ and the factor of $r^{d}$ from summing over $j$.

On the other hand, for $r_{i j} \leq r_{*}$, we simply use Eq. (D.15) to bound their contributions. Summing over $i, j$ such that $r_{i j} \leq r_{*}$, we get a bound $C N r_{*}^{d} e^{-\kappa \omega}$, where the factor of $N$ again comes from summing over $i$ and the factor of $r_{*}^{d}$ from counting the number of
sites $j$ within a distance $r_{*}$ from $i$. Combining with Eq. (D.23) yields an upper bound on the the total heating rate

$$
\begin{equation*}
|\sigma([\omega, \omega+\delta \omega])| \leq C N r_{*}^{d}\left(e^{-\kappa \omega}+\frac{1}{r_{*}^{\alpha}}+r_{*}^{-d} e^{-\mu r_{*}}\right) \tag{D.24}
\end{equation*}
$$

Choosing $r_{*}^{\alpha}=e^{\kappa \omega}$ and noting that the last term is dominated by the first two when $\omega$ is large enough, we find

$$
\begin{equation*}
|\sigma([\omega, \omega+\delta \omega])| \leq C N e^{-\frac{\alpha-d}{\alpha} \kappa \omega} \tag{D.25}
\end{equation*}
$$

which is exponentially small with $\omega$ as long as $\alpha>d$.

## D. 3 The Effective Hamiltonian

In this section, we study the structure of the effective Hamiltonian defined in Eq. (6.116). Specifically, we show that the operators $G_{q}$ defined in Eq. (6.113) are also power-law Hamiltonians [See also Lemma 7 in the main text for $q<q_{\max }$ and Lemma 26 below for $\left.q \geq q_{\max }\right]$. In addition, we show that the norm $G_{q}$ for $q \geq q_{\max }$ is exponentially small as a function of $q$ and $\omega_{*}$ [Lemma 26], implying that the norm of the residual drive $V^{\prime}$ is also exponentially small.

## D.3.1 Structure of $G_{q}$ for $q<q_{\text {max }}$

First, we prove the statement of Lemma 7 that the operators $G_{q}$ are also power-law Hamiltonians for all $q<q_{\text {max }}$.

Proof. We proceed by induction and assume that Lemma 7 holds for all $q$ up to $q=q_{0}-1$ for some $q_{0} \geq 1$. We now prove that it also holds for $q=q_{0}$. We consider the first term in the definition of $G_{q_{0}}$ [Eq. (6.113)]:

$$
\begin{equation*}
G_{q_{0}, 1}=\sum_{k=1}^{q_{0}} \frac{(-1)^{k}}{k!} \sum_{\substack{1 \leq i_{1}, \ldots, i_{k} \leq q_{0} \\ i_{1}+\cdots+i_{k}=q_{0}}} \operatorname{ad}_{\Omega_{i_{1}}} \ldots \operatorname{ad}_{\Omega_{i_{k}}} H(t) \tag{D.26}
\end{equation*}
$$

Using Lemma 7 (note that it applies to all $i \leq q_{0}$ ) and Lemma 27 in Appendix D.5, we have

$$
\begin{align*}
G_{q_{0}, 1} & \in \sum_{k=1}^{q_{0}} \frac{1}{k!} \sum_{\substack{1 \leq i_{1}, \ldots, i_{k} \leq q_{0} \\
i_{1}+\cdots i_{k}=q_{0}}} T^{q_{0}} c^{q_{0}} \lambda^{q_{0}-k} \prod_{j=1}^{k}\left(i_{j}-1\right)!q_{0}^{k} c^{-k} \lambda^{k} \mathbb{H}_{\alpha}^{\left(q_{0}+1\right)} \\
& =T^{q_{0}} c^{q_{0}} \lambda^{q_{0}} \sum_{k=1}^{q_{0}} \frac{q_{0}^{k} c^{-k}}{k!} \sum_{\substack{1 \leq i_{1}, \ldots, i_{k} \leq q_{0} \\
i_{1}+\cdots+i_{k}=q_{0}}} \prod_{0=1}^{k}\left(i_{j}-1\right)!\mathbb{H}_{\alpha}^{\left(q_{0}+1\right)} \\
& \subseteq T^{q_{0}} c^{q_{0}} \lambda^{q_{0}} \sum_{k=1}^{q_{0}} \frac{q_{0}^{k} c^{-k}}{k!}\left(q_{0}-k\right)!2^{k} \mathbb{H}_{\alpha}^{\left(q_{0}+1\right)} \\
& \subseteq T^{q_{0}} c^{q_{0}} \lambda^{q_{0}} q_{0}!\underbrace{\sum_{\substack{q_{0}}}^{2^{k} q_{0}^{k} c^{-k}\left(q_{0}-k\right)!}}_{\leq c_{1}}{q_{0}!k!}_{H_{\alpha}^{\left(q_{0}+1\right)}} \\
& \subseteq c_{1} T^{q_{0}} c^{q_{0}} \lambda^{q_{0}} q_{0}!\mathbb{H}_{\alpha}^{\left(q_{0}+1\right)}, \tag{D.27}
\end{align*}
$$

where $c_{1}$ is a constant which exists because the sum over $k$ converges [See Lemma 29 in Appendix D.5].

To get the first equation, we use Lemma 27, with $k_{\max }$ upper bounded by $q_{0}$ every time. We have also used the second part of Lemma 28 in the Appendix to bound the sum over $i_{1}, \ldots, i_{k}$.

Next, we consider the second term in the definition of $G_{q_{0}}$ :

$$
\begin{equation*}
G_{q_{0}, 2}=i \sum_{k=1}^{q} \frac{(-1)^{k+1}}{(k+1)!} \sum_{\substack{1 \leq i_{1}, \ldots, i_{k}, m \leq q+1 \\ i_{1}+\cdots+i_{k}+m=q+1}} \operatorname{ad}_{\Omega_{i_{1}} \ldots \operatorname{ad}_{\Omega_{i_{k}}}} \partial_{t} \Omega_{m}(t) \tag{D.28}
\end{equation*}
$$

Again, we use Lemma 7 and Lemma 27 to show that

$$
G_{q_{0}, 2} \in \sum_{k=1}^{q_{0}} \frac{q_{0}^{k}}{(k+1)!} \sum_{\substack{1 \leq i_{1}, \ldots, i_{k}, m \leq q_{0}+1 \\ i_{1}+\ldots+i_{k}+m=q_{0}+1}} T^{q_{0}} c^{q_{0}-k-1} \lambda^{q_{0}-k-1} \prod_{j=1}^{k}\left(i_{j}-1\right)!(m-1)!\lambda^{k} \mathbb{H}_{\alpha}^{\left(q_{0}+1\right)}
$$

$$
\begin{align*}
& =T^{q_{0}} c^{q_{0}} \lambda^{q_{0}} \sum_{k=1}^{q_{0}} \frac{q_{0}^{k} c^{-k}}{(k+1)!} \sum_{\substack{1 \leq i_{1}, \ldots, i_{k}, m \leq q_{0}+1 \\
i_{1}+\cdots+i_{k}+m=q_{0}+1}} \underbrace{k}_{\leq\left(q_{0}+1-(k+1)\right)!=\left(q_{0}-k\right)!}\left(i_{j}-1\right)!(m-1)!\mathbb{H}_{\alpha}^{\left(q_{0}+1\right)}  \tag{D.30}\\
& \subseteq T^{q_{0}} c^{q_{0}} \lambda^{q_{0}} 2 \sum_{k=1}^{q_{0}} \frac{2^{k} q_{0}^{k} c^{-k}}{(k+1)}\left(q_{0}-k\right)!\mathbb{H}_{\alpha}^{\left(q_{0}+1\right)}  \tag{D.31}\\
& \subseteq 2 T^{q_{0}} c^{q_{0}} \lambda^{q_{0}} q_{0}!\underbrace{\sum_{k=1}^{q_{0}} \frac{2^{k} q_{0}^{k} c^{-k}}{k!} \frac{\left(q_{0}-k\right)!}{q_{0}!}}_{\leq c_{1}} \mathbb{H}_{\alpha}^{\left(q_{0}+1\right)} \subseteq 2 c_{1} T^{q_{0}} c^{q_{0}} \lambda^{q_{0}} q_{0}!\mathbb{H}_{\alpha}^{\left(q_{0}+1\right)},
\end{align*}
$$

where we have used Lemma 28 in Appendix D. 5 to bound the sums over $i_{1}, \ldots, i_{k}, m$.
Combining Eq. (D.27) and Eq. (D.32), we have

$$
\begin{equation*}
G_{q_{0}} \in 3 c_{1} T^{q_{0}} c^{q_{0}} q_{0}!\lambda^{q_{0}} \mathbb{H}_{\alpha}^{\left(q_{0}+1\right)} \tag{D.33}
\end{equation*}
$$

Note that $c_{1}$ can be made arbitrarily small by choosing a larger value for $c$. Therefore, with $c$ large enough so that $3 c_{1}<1$, we have that Lemma 7 holds for $q=q_{0}$.

## D.3.2 Structure of $G_{q}$ for $q \geq q_{\text {max }}$

We now prove Eq. (6.124), which is a similar result to Lemma 7, but for $q \geq q_{\max }=$ $\omega_{*}$.

Lemma 26. For all $q \geq q_{\max }=\omega_{*}, G_{q} \in C e^{-\kappa^{\prime} q} \mathbb{H}_{\alpha}$, where $C$ and $\kappa^{\prime}$ are constants.

Proof. Let us first look at the first term in Eq. (6.113):

$$
\begin{equation*}
G_{q, 1}=\sum_{k=1}^{q} \frac{(-1)^{k}}{k!} \sum_{\substack{1 \leq i_{1}, \ldots, i_{k} \leq \omega_{*} \\ i_{1}+\cdots+i_{k}=q}} \operatorname{ad}_{\Omega_{i_{1}}} \ldots \operatorname{ad}_{\Omega_{i_{k}}} H(t) \tag{D.34}
\end{equation*}
$$

We also recall from Lemma 7 that for all $q \leq \omega_{*}$,

$$
\begin{equation*}
\Omega_{q} \in T^{q}(q-1)!c^{q-1} \lambda^{q-1} \mathbb{H}_{\alpha}^{(q)}=\frac{1}{\lambda c q} T^{q} q!c^{q} \lambda^{q} \mathbb{H}_{\alpha} . \tag{D.35}
\end{equation*}
$$

For all $q \leq \omega_{*}$, we have

$$
\begin{equation*}
T^{q} q!c^{q} \lambda^{q} \leq(T c \lambda q)^{q} \leq\left(T c \lambda \omega_{*}\right)^{q} \leq e^{-\kappa q} \tag{D.36}
\end{equation*}
$$

where we have used $\omega_{*}=e^{-\kappa} /(T c \lambda)$. Therefore, for all $q \leq \omega_{*}$, we have

$$
\begin{equation*}
\Omega_{q} \in \frac{1}{\lambda c q} T^{q} q!c^{q} \lambda^{q} \mathbb{H}_{\alpha} \in \frac{1}{\lambda c q} e^{-\kappa q} \mathbb{H}_{\alpha} \tag{D.37}
\end{equation*}
$$

Note also that $H(t) \in \mathbb{H}_{\alpha}$. Therefore, using Lemma 27, we have

$$
\begin{align*}
\operatorname{ad}_{\Omega_{i_{1}}} \ldots \operatorname{ad}_{\Omega_{i_{k}}} H(t) & \in \frac{1}{i_{1} \ldots i_{k}} \frac{q^{k}}{c^{k}} e^{-\kappa q} \lambda^{-k} \lambda^{k} \mathbb{H}_{\alpha} \\
& =\frac{1}{i_{1} \ldots i_{k}} \frac{q^{k}}{c^{k}} e^{-\kappa q} \mathbb{H}_{\alpha} \tag{D.38}
\end{align*}
$$

Thus, we get for all $q$ :

$$
\begin{align*}
G_{q, 1} & \in \underbrace{\left(\sum_{k=1}^{q} \frac{q^{k}}{c^{k} k!} \sum_{\substack{1 \leq i_{1}, \ldots, i_{k} \leq \omega_{*} \\
i_{1}+\cdots+i_{k}=q}} \frac{1}{i_{1} \ldots i_{k}}\right)}_{\leq e^{q / c_{2} q}} e^{-\kappa q} \mathbb{H}_{\alpha} \\
& \subseteq e^{-(\kappa-\ln 2-1 / c) q} \mathbb{H}_{\alpha} \tag{D.39}
\end{align*}
$$

Note that the $i_{j} \leq \omega_{*}$ as we only define $\Omega$ up to $\omega_{*}$. Further, the factor of $2^{q}$ comes from upper-bounding $\frac{1}{i_{1} \ldots i_{k}}$ with 1 and the number of terms with $2^{q}$. Next, we consider the second term in the definition of $G_{q}$ :

Note that

$$
\begin{equation*}
\partial_{t} \Omega_{m}(t) \in T^{m-1}(m-1)!c^{m-1} \lambda^{m-1} \mathbb{H}_{\alpha} \subseteq e^{-\kappa(m-1)} \mathbb{H}_{\alpha} \tag{D.41}
\end{equation*}
$$

Thus, we have

$$
\begin{align*}
& G_{q, 2} \\
& \in\left(\sum_{k=1}^{q} \frac{q^{k}}{c^{k}(k+1)!} \sum_{\substack{1 \leq i_{1}, \ldots, i_{k}, m \leq q+1 \\
i_{1}+\ldots+i_{k}+m=q+1}} e^{-\kappa q}\right) \mathbb{H}_{\alpha}  \tag{D.42}\\
& \\
& \subseteq 2 e^{-(\kappa-\ln 2-1 / c) q} \mathbb{H}_{\alpha} .
\end{align*}
$$

Combining Eq. (D.39) and Eq. (D.42), we arrive at Lemma 26 with $\kappa^{\prime}=\kappa-\ln 2-1 / c$, which can be made to be positive by choosing $\kappa>\ln 2+1 / c$. It suffices, however, to choose $\kappa>\ln 2$, since making $c$ large enough sends $1 / c$ to zero. Equation (6.125) also follows.

## D. 4 Using the Lieb-Robinson Bounds for Evolutions of Local Observables

In this section, we use the Lieb-Robinson bounds to bound the norm of $\delta$ in Eq. (6.126). In the main text, we argue that $\|\delta(t)\|$ would be small up to time $t_{*} \propto \omega_{*}$ if the light cone induced by the Lieb-Robinson bound is logarithmic, and $t_{*} \propto e^{\kappa^{\prime} \omega_{*}}$ if the light cone is algebraic. We provide below the mathematical details to supplement the argument.

Recall that $V^{\prime}(t) \in C e^{-\kappa^{\prime} \omega_{*}} \mathbb{H}_{\alpha}, \bar{H}^{\prime} \in \gamma \mathbb{H}_{\alpha}(\gamma$ is a constant that depends only on $\kappa, \alpha)$ and that we defined the normalized $V^{\prime \prime}=C^{-1} e^{\kappa^{\prime} \omega_{*}} V, \bar{H}^{\prime \prime}=\gamma^{-1} \bar{H}^{\prime}$ such that:

$$
\begin{equation*}
\|\delta\| \leq C e^{-\kappa^{\prime} \omega_{*}} \int_{0}^{t} d s\left\|\left[V^{\prime \prime}(s), e^{i s \gamma \bar{H}^{\prime \prime}} O e^{-i s \gamma \bar{H}^{\prime \prime}}\right]\right\| \tag{D.43}
\end{equation*}
$$

We now use a Lieb-Robinson bound for power-law interactions to bound the commutator.

The idea is that for a finite time $s$, the operator $O$ mostly spreads within a light cone, and only the terms of $V^{\prime \prime}(s)$ within the light cone significantly contribute to the commutator.

In contrast to the finite-range interacting Hamiltonians, a tight Lieb-Robinson bound has yet to be proven for power-law Hamiltonians with finite $\alpha>d$. In the following sections, we consider the effect of using different Lieb-Robinson bounds, namely the bounds in Gong et al. [29], Else et al. [141], Tran et al. [21]. The case of a hypothetical bound, which would be tight if it were proven, is treated in the main text.

## D.4.1 Using Gong et al.'s Bound

First, we consider a generalization of the bound in Gong et al. [29] [See also Eq. (D.12)]. The bound holds for $\alpha>d$, has a logarithmic light cone $t \gtrsim \log r$, and is extended to many-body interactions. To bound the commutator norm in Eq. (7.5), recall that we write $V^{\prime \prime}(s)=\sum_{r=0}^{\infty} V_{r}^{\prime \prime}(s)$, where $V_{r}^{\prime \prime}(s) \equiv \sum_{X: \operatorname{dist}(() X, O) \in[r, r+1)} h_{X}$ denotes the terms of $V^{\prime \prime}(s)$ supported on subsets exactly a distance between $r$ and $r+1$ away from $O$. furthermore, since $V^{\prime \prime}(s)$ is a power-law Hamiltonian, it follows that $\left\|V_{r}^{\prime \prime}(t)\right\| \leq C r^{d-1}$.

From Eq. (D.12), the light cone of the bound is $r_{*}(s)=e^{v s / \alpha}$. We further divide $V_{r}^{\prime \prime}(s)$ into those with $r \leq r_{*}(s)$ and $r>r_{*}(s)$. In the former case, we simply bound:

$$
\begin{align*}
& \sum_{r \leq r_{*}(s)}\left\|\left[V_{r}^{\prime \prime}(s), e^{i s \gamma \bar{H}^{\prime \prime}} O e^{-i s \gamma \bar{H}^{\prime \prime}}\right]\right\| \\
& \leq 2 \sum_{r \leq r_{*}(s)}\left\|V_{r}^{\prime \prime}(s)\right\|\|O\| \leq C r_{*}(s)^{d} \leq C e^{d v s / \alpha} . \tag{D.44}
\end{align*}
$$

For the latter case, we use Eq. (D.12) to bound the commutator norm:

$$
\begin{align*}
& \sum_{r>r_{*}(s)}\left\|\left[V_{r}^{\prime \prime}(s), e^{i s \gamma \bar{H}^{\prime \prime}} O e^{-i s \gamma \bar{H}^{\prime \prime}}\right]\right\| \\
& \leq C \sum_{r>r_{*}(s)}\left\|V_{r}^{\prime \prime}(s)\right\|\|O\|\left(\frac{e^{v s}}{r^{\alpha-d}}+e^{v s-\mu r}\right)  \tag{D.45}\\
& \leq C \sum_{r>r_{*}(s)}\left(\frac{e^{v s}}{r^{\alpha-2 d+1}}+r^{d-1} e^{v s-\mu r}\right)  \tag{D.46}\\
& \leq C\left(\frac{e^{v s}}{r_{*}(s)^{\alpha-2 d}}+r_{*}(s)^{d-1} e^{v s-\mu r_{*}(s)}\right)  \tag{D.47}\\
& \leq C\left(e^{2 d v s / \alpha}+e^{v s \frac{d-1}{\alpha}} e^{v s-\mu e^{v s / \alpha}}\right)  \tag{D.48}\\
& \leq C e^{2 d v s / \alpha} \tag{D.49}
\end{align*}
$$

where we use the same $C$ to denote different constants that may depend on $\mu, \alpha$. Note that while the bound in Eq. (D.12) is valid for $\alpha>d$, the sum over $r$ converges only when $\alpha>2 d$.

Plugging Eq. (D.44) and Eq. (D.49) into Eq. (7.5) and integrating over $s$, we have

$$
\begin{equation*}
\|\delta\| \leq C e^{-\kappa^{\prime} \omega_{*}} e^{2 d v t / \alpha} \tag{D.50}
\end{equation*}
$$

which is the result presented in Sec. 6.9.3. Again, $\delta$ is only small for up to time $t_{*} \propto$ $\omega_{*} \propto 1 / T$, which is expected because the region inside the light cone implied by this bound expands exponentially fast with time.

## D.4.2 Using Else et al.'s Bound

Instead of using Gong et al. 's bound, we now use the bound in Else et al. [141], which already holds for many-body interactions. The bound states that when $|X|=1$,

$$
\begin{equation*}
\|[A(t), B]\| \leq C\|A\|\|B\|\left\{\exp \left(v t-r^{1-\sigma}\right)+\frac{(v t)^{1+d /(1-\sigma)}}{r^{\sigma(\alpha-d)}}\right\} \tag{D.51}
\end{equation*}
$$

where $1>\sigma>(d+1) /(\alpha-d+1)$ is a constant that we can choose. Since our aim is to prove an exponential heating time for $\alpha$ as small as possible, we need the algebraic tail exponent $\sigma(\alpha-d)$ to be as large as possible. So we will assume that we pick some $\sigma$ very close to 1 .

First, let us look at the light cone generated by Eq. (D.51). The first term of the bound gives a light cone $t \gtrsim r^{1-\sigma}$, while the second term gives $t \gtrsim r^{(1-\sigma) \frac{\sigma(\alpha-d)}{d+1-\sigma}}$. Since we are choosing $\sigma$ close to $1, \frac{\sigma(\alpha-d)}{d+1-\sigma}$ will be larger than 1 when $\alpha>2 d$. The former light cone, i.e. $t \gtrsim r^{1-\sigma}$, is therefore looser and thus dominates the latter. In the rest of the calculation, we take $r_{*}(t)=t^{1 /(1-\sigma)}$ to be the light cone boundary.

Similar to Eq. (D.44), we get an upper bound for the terms inside the light cone:

$$
\begin{align*}
& \sum_{r \leq r_{*}(s)}\left\|\left[V_{r}^{\prime \prime}(s), e^{i s \gamma \bar{H}^{\prime \prime}} O e^{-i s \gamma \bar{H}^{\prime \prime}}\right]\right\| \\
& \quad \leq 2 \sum_{r \leq r_{*}(s)}\left\|V_{r}^{\prime \prime}(s)\right\|\|O\| \\
& \leq C r_{*}(s)^{d} \leq C s^{d /(1-\sigma)} \tag{D.52}
\end{align*}
$$

For the terms outside the light cone, we use Eq. (D.51):

$$
\begin{align*}
& \sum_{r>r_{*}(s)}\left\|\left[V_{r}^{\prime \prime}(s), e^{i s \gamma \bar{H}^{\prime \prime}} O e^{-i s \gamma \bar{H}^{\prime \prime}}\right]\right\| \\
& \leq \sum_{r>r_{*}(s)}\left\|V_{r}^{\prime \prime}(s)\right\|\|O\|\left(e^{v s-r^{1-\sigma}}+\frac{(v s)^{1+d /(1-\sigma)}}{r^{\sigma(\alpha-d)}}\right) \\
& \leq C \sum_{r>r_{*}(s)}\left(r^{d-1} e^{v s-r^{1-\sigma}}+\frac{(v s)^{1+d /(1-\sigma)}}{r^{\sigma(\alpha-d)-d+1}}\right) \\
& \leq C\left(\frac{1}{d} \xi\left(\frac{d}{1-\sigma}\right) e^{v s} r_{*}^{d} e^{-r_{*}^{1-\sigma}}+\frac{(v s)^{1+d /(1-\sigma)}}{r_{*}^{\sigma(\alpha-d)-d}}\right) \\
& \leq C\left(\xi\left(\frac{d}{1-\sigma}\right) s^{d /(1-\sigma)}+\frac{(v s)^{1+d /(1-\sigma)}}{s^{\frac{\sigma(\alpha-d)-d}{1-\sigma}}}\right) \\
& \leq C \xi\left(\frac{d}{1-\sigma}\right) s^{\frac{d}{1-\sigma}}, \tag{D.53}
\end{align*}
$$

where $\xi(x) \equiv \frac{1}{x} 2^{x} \Gamma(x), \Gamma$ is the Gamma function, and we again absorb all constants that may depend on $d$ alone into the constant $C$. We drop the second term in the second to last inequality because for $\sigma$ arbitrarily close to 1 and $\alpha>2 d$ (see below), the second term may be upper-bounded by the first. To estimate the sum over $r$, we have used Lemma 30 in Appendix D.5.2. Plugging Eq. (D.52) and Eq. (D.53) into Eq. (7.5) and integrating over time, we get

$$
\begin{equation*}
\|\delta\| \leq C e^{-\kappa^{\prime} \omega_{*}} \xi\left(\frac{d}{1-\sigma}\right) t^{\frac{d}{1-\sigma}+1} \tag{D.54}
\end{equation*}
$$

Thus, the difference is small up to an exponentially long time $t_{*} \propto e^{\kappa^{\prime} \omega_{*} \frac{1-\sigma}{d+1-\sigma}}$. The sum over $r$ converges if $\sigma(\alpha-d)>d$, or equivalently $\alpha>d\left(1+\frac{1}{\sigma}\right)$. Since $\sigma$ can be chosen arbitrarily close to 1 , this condition is effectively equivalent to $\alpha>2 d$.

One should be careful, however, in taking the limit $\sigma$ goes to one since i) the heating time $t_{*} \propto e^{\kappa^{\prime} \omega_{*} \frac{1-\sigma}{d+1-\sigma}}$ is no longer exponential in $\omega_{*}$ and ii) the prefactor $\xi\left(\frac{d}{1-\sigma}\right)$ diverges faster than exponentially in this limit. Nevertheless, the analysis is still valid for fixed values of $\sigma<1$.

## D.4.3 Using Tran et al.'s Bound

In addition to Else et al. [141]'s bound, we can also use the bound in Tran et al. [21] [see also Eq. (6.104) for a generalization to $k$-body interactions], which also works for $\alpha>2 d$. Compared to the bound in Else et al. , the bound in Tran et al. has a tighter light cone $r_{*}(s)=s^{(\alpha-d) /(\alpha-2 d)}$, but it decays with the distance $r$ as $r^{\alpha-2 d}$, slower than the tail $r^{\sigma(\alpha-d)}$ in Else et al. when $\sigma>(\alpha-2 d) /(\alpha-d)$.

Similar to before, we further divide $V_{r}^{\prime \prime}(s)$ into those with $r \leq r_{*}(s)$ and $r>r_{*}(s)$. For the terms inside the light cone, we again bound:

$$
\begin{align*}
& \sum_{r \leq r_{*}(s)}\left\|\left[V_{r}^{\prime \prime}(s), e^{i s \gamma \bar{H}^{\prime \prime}} O e^{-i s \gamma \bar{H}^{\prime \prime}}\right]\right\| \\
& \leq 2 \sum_{r \leq r_{*}(s)}\left\|V_{r}^{\prime \prime}(s)\right\|\|O\| \\
& \leq C r_{*}(s)^{d} \leq C s^{d(\alpha-d) /(\alpha-2 d)} \tag{D.55}
\end{align*}
$$

For the terms outside the light cone, we use Eq. (6.104) with $\phi(X)=1$ :

$$
\begin{align*}
& \sum_{r>r_{*}(s)}\left\|\left[V_{r}^{\prime \prime}(s), e^{i s \gamma \bar{H}^{\prime \prime}} O e^{-i s \gamma \bar{H}^{\prime \prime}}\right]\right\| \\
& \leq \sum_{r>r_{*}(s)}\left\|V_{r}^{\prime \prime}(s)\right\|\|O\|\left(\frac{s^{\alpha-d}}{r^{\alpha-2 d}}+s r^{d-1} e^{-r / s}\right) \\
& \leq C \sum_{r>r_{*}(s)}\left(\frac{s^{\alpha-d}}{r^{\alpha-3 d+1}}+s r^{2 d-2} e^{-\mu r / s}\right) \\
& \leq C\left(\frac{s^{\alpha-d}}{r_{*}(s)^{\alpha-3 d}}+s^{2} r_{*}(s)^{2 d-2} e^{-\mu r_{*}(s) / s}\right) \\
& \leq C\left(s^{\frac{d(\alpha-d)}{\alpha-2 d}}+s^{2} s^{2(\alpha-d)(d-1) /(\alpha-2 d)} e^{-\mu s^{d /(\alpha-2 d)}}\right) \\
& \leq C s^{\frac{d(\alpha-d)}{\alpha-2 d}} \tag{D.56}
\end{align*}
$$

where we have dropped the second term in the second to last inequality because it is exponentially small in $s$ and can be upper bounded by the first term. Note that we require $\alpha>3 d$ in order for the sum over $r$ to converge.

Plugging Eq. (D.55) and Eq. (D.56) into Eq. (7.5) and integrating over time, we get

$$
\begin{equation*}
\|\delta\| \leq C e^{-\kappa^{\prime} \omega_{*}} t^{\frac{d(\alpha-d)}{\alpha-2 d}+1} \tag{D.57}
\end{equation*}
$$

Thus, the difference is small up to an exponentially long time $t_{*} \propto e^{\kappa^{\prime} \omega_{*} \frac{\alpha-2 d}{\alpha(d+1)-d(d+2)}}$. Compared to using Else et al. 's bound, this analysis works only when $\alpha>3 d$. However, within this regime, the exponent of the heating time using this bound is larger than using Else et al. . This is a manifestation of the trade-off between the tail and the light cone when switching from Else et al. to Tran et al. bound.

## D. 5 Mathematical Preliminaries

This section contains mathematical details omitted from the previous sections for clarity. In Appendix D.5.1, we discuss the properties of the set of power-law Hamiltonians defined in Definition 1. In Appendix D.5.2, we present some bounds on discrete sums.

## D.5.1 Properties of the Set $\mathbb{H}_{\alpha}$ of Power-Law Hamiltonians

In this section, we explore some properties of $\mathbb{H}_{\alpha}$ that are useful for proving that the effective Hamiltonian is also power-law [See Appendix D.3].

We recall from the main text that $\mathbb{H}_{\alpha}$ is the set of power-law Hamiltonians with the exponent $\alpha$. In addition, $\mathbb{H}_{\alpha}^{(k)}$ is the subset of $\mathbb{H}_{\alpha}$ which contains all power-law Hamiltonians whose local support size [see Definition 1] is at most $k+1$. For a real positive constant $a$, we also denote by $a \mathbb{H}_{\alpha}$ the set of Hamiltonians $H$ such that $a^{-1} H$ is a power-law Hamiltonian with the exponent $\alpha$. It is straightforward to prove the following identities:

$$
\begin{align*}
& a \mathbb{H}_{\alpha}+b \mathbb{H}_{\alpha} \subset(a+b) \mathbb{H}_{\alpha},  \tag{D.58}\\
& a \mathbb{H}_{\alpha} \subset b \mathbb{H}_{\alpha} \text { if } a \leq b . \tag{D.59}
\end{align*}
$$

The following lemma is particularly useful for the adjoint operation:

Lemma 27. For $\alpha>d$, if $H_{1} \in a \mathbb{H}_{\alpha}^{\left(k_{1}\right)}, H_{2} \in b \mathbb{H}_{\alpha}^{\left(k_{2}\right)}$ for some positive constants $a, b, k_{1}, k_{2}$, then $a d_{H_{1}} H_{2} \in a b \lambda k_{\max } \mathbb{H}_{\alpha}^{\left(k_{1}+k_{2}\right)}$, where $\lambda$ is a constant to be defined later and $k_{\max }=\max \left\{k_{1}, k_{2}\right\}$.

Proof. Write $H_{1}=\sum_{X} a_{X}, H_{2}=\sum_{Y} b_{Y}, \operatorname{ad}_{H_{1}} H_{2}=\sum_{Z} h_{Z}$, where $h_{Z}=\operatorname{ad}_{h_{X}} h_{Y}$ and
$Z=X \cup Y$. By our definition of power-law Hamiltonians, we have:

$$
\begin{equation*}
\sum_{X \ni i, j}\left\|a_{X}\right\| \leq \frac{a}{\operatorname{dist}(() i, j)^{\alpha}}, \quad \sum_{Y \ni i, j}\left\|b_{Y}\right\| \leq \frac{b}{\operatorname{dist}(() i, j)^{\alpha}} \tag{D.60}
\end{equation*}
$$

When $\alpha>d$, it is also straightforward to prove that $\sum_{X \ni i}\left\|a_{X}\right\| \leq a \lambda_{0}$ for all $i$, where $\lambda_{0}$ is a constant that depends only on $\alpha, d$.

Note that $h_{Z} \neq 0$ only if $X \cap Y \neq \varnothing$. We seek to bound $\sum_{Z \ni i, j}\left\|h_{Z}\right\|$ which sums over $Z=X \cup Y \ni i, j$ and $X \cap Y \neq \varnothing$. We discuss some useful notations. We will occasionally rewrite or label summations with restrictions using the indicator function $\xi(A)$ where $\xi(A)=1,0$ if $A$ is true, false respectively. There are 9 mutually exclusive cases [Table D.1], satisfying $i, j \in X \cup Y$ depending on whether $i, j$ are in $X, Y$, or both.

|  | $\in X$ | $\notin X$ | $\in Y$ | $\notin Y$ |
| :---: | :---: | :---: | :---: | :---: |
| $\xi_{1}$ | $i, j$ | - | $i, j$ | - |
| $\xi_{2}$ | $i, j$ | - | $i$ | $j$ |
| $\xi_{3}$ | $i, j$ | - | $j$ | $i$ |
| $\xi_{4}$ | $i, j$ | - | - | $i, j$ |
| $\xi_{5}$ | $i$ | $j$ | $i, j$ | - |
| $\xi_{6}$ | $i$ | $j$ | $j$ | $i$ |
| $\xi_{7}$ | $j$ | $i$ | $i, j$ | - |
| $\xi_{8}$ | $j$ | $i$ | $i$ | $j$ |
| $\xi_{9}$ | - | $i, j$ | $i, j$ | - |

Table D.1: Mutually exclusive indicator functions for Lemma 27. For example, $\xi_{1}=1$ if all of the conditions in the first row, i.e. $i, j \in X$ and $i, j \notin Y$, hold and $\xi_{1}=0$ otherwise.

Thus, the indicator function $\xi(X \cup Y \ni i, j)$ may be written as a sum of indicator functions of mutually exclusive events listed in the table: $\xi(X \cup Y \ni i, j)=\sum_{n=1}^{9} \xi_{n}$.

The overall sum that we want to bound can be written as a sum over the nine cases:

$$
\begin{align*}
& \sum_{Z \ni i, j}\left\|h_{Z}\right\|=\sum_{X \cup Y \ni i, j}\left\|\left[a_{X}, b_{Y}\right]\right\| \\
& \leq 2 \sum_{X} \sum_{Y}\left\|a_{X}\right\|\left\|b_{Y}\right\| \xi(X \cap Y \neq \varnothing) \xi(X \cup Y \ni i, j) \\
& =2 \sum_{n=1}^{9} \sum_{X} \sum_{Y}\left\|a_{X}\right\|\left\|b_{Y}\right\| \xi(X \cap Y \neq \varnothing) \xi_{n}, \tag{D.61}
\end{align*}
$$

and we will bound each of the nine cases individually. We will often eliminate the condition that $X \cap Y \neq \varnothing$, which can only make the sum larger, and introduce an inequality by summing over all sets $X$ or $Y$. To illustrate our technique, consider first the contribution from $\xi_{5}$ :

$$
\begin{align*}
& 2 \sum_{X} \sum_{Y}\left\|a_{X}\right\|\left\|b_{Y}\right\| \xi(X \cap Y \neq \varnothing) \xi_{5} \\
& \leq 2 \sum_{X \ni i} \sum_{Y \ni i, j}\left\|a_{X}\right\|\left\|b_{Y}\right\| \\
& \leq 2 \sum_{X \ni i}\left\|a_{X}\right\| \frac{b}{\operatorname{dist}(() i, j)^{\alpha}} \leq \frac{2 \lambda_{0} a b}{\operatorname{dist}(() i, j)^{\alpha}} \tag{D.62}
\end{align*}
$$

where the first inequality comes from ignoring $j \notin X$ and the second comes from $H_{2}$ being a power-law Hamiltonian.

The bound on the term corresponding to $\xi_{7}$ follows analogously since we simply switch $i, j$. Similarly, the terms corresponding to $\xi_{2}, \xi_{3}$ switch only the roles of $X, Y$
compared to $\xi_{5}, \xi_{7}$. Meanwhile, analyzing the term corresponding to $\xi_{1}$ yields:

$$
\begin{align*}
& 2 \sum_{X} \sum_{Y}\left\|a_{X}\right\|\left\|b_{Y}\right\| \xi_{1} \xi(X \cap Y \neq \varnothing) \\
& =2 \sum_{X \ni i, j} \sum_{Y \ni i, j}\left\|a_{X}\right\|\left\|b_{Y}\right\| \\
& \leq \frac{2 a b}{\operatorname{dist}(() i, j)^{2 \alpha}} \leq \frac{2 a b}{\operatorname{dist}(() i, j)^{\alpha}} \tag{D.63}
\end{align*}
$$

where we take into account $\operatorname{dist}(() i, j) \geq 1$ for all $d$.
Upper bounding the term corresponding to $\xi_{6}$ is a bit trickier. Since $X \cap Y \neq \varnothing$, there exists a site $\ell \neq i, j$ such that $\ell \in X \cap Y$. Rewriting the term corresponding to $\xi_{6}$ as a sum over $\ell$, we have:

$$
\begin{align*}
& \sum_{\substack{X \ni i \\
X \nexists j}} \sum_{Y \ni \nexists j}^{Y \ngtr i} \\
& \leq a_{X}\| \| b_{Y} \| \xi(X \cap Y \neq \varnothing) \\
& \leq 2 \sum_{\ell \neq i, j} \sum_{X \ni i, \ell} \sum_{Y \ni j, \ell} 2\left\|a_{X}\right\|\left\|b_{Y}\right\|  \tag{D.64}\\
& \leq 2 \sum_{\ell \neq i, j} \frac{a}{\operatorname{dist}(() i, \ell)^{\alpha}} \frac{b}{\operatorname{dist}(() \ell, j)^{\alpha}} \leq \frac{2 \lambda_{1} a b}{\operatorname{dist}(() i, j)^{\alpha}},
\end{align*}
$$

where the last inequality comes from the reproducibility condition [18], applicable when $\alpha>d$, and $\lambda_{1}$ is a constant that depends only on $d, \alpha$. The term corresponding to $\xi_{8}$ contributes the same as $\xi_{6}$, as it only switches the roles of $i, j$.

Finally, we bound the terms corresponding to $\xi_{4}, \xi_{9}$. For $\xi_{4}$, we are trying to bound
the sum:

$$
\begin{equation*}
\sum_{X \ni i, j} \sum_{Y \not \supset i, j} 2\left\|a_{X}\right\|\left\|b_{Y}\right\| \xi(X \cap Y \neq \varnothing) . \tag{D.65}
\end{equation*}
$$

The non-empty intersection means that for there to be a nonzero contribution, $\exists \ell \neq i, j$ such that $\ell \in X, Y$. Further note that by assumption the maximum extent of $X$ is $k_{1}+1$ and therefore there are at most $k_{1}-1$ sites distinct from $i, j$ where $Y$ can intersect with $X$. We bound this as follows:

$$
\begin{align*}
& 2 \sum_{X \ni i, j} \sum_{Y \ngtr i, j}\left\|a_{X}\right\|\left\|b_{Y}\right\| \xi(X \cap Y \neq \varnothing) \\
& \leq 2 \sum_{X \ni i, j} \sum_{\substack{\ell \in X \\
\ell \neq i, j}} \sum_{Y \ni \ell}\left\|a_{X}\right\|\left\|b_{Y}\right\| \\
& \leq 2 \sum_{X \ni i, j}\left\|a_{X}\right\| \sum_{\substack{\ell \in X \\
\ell \neq i, j}} \lambda_{0} b \leq \frac{2 \lambda_{0}\left(k_{1}-1\right) a b}{\operatorname{dist}(() i, j)^{\alpha}} . \tag{D.66}
\end{align*}
$$

We bound the term corresponding to $\xi_{9}$ similarly by switching the role of $X, Y$. Collecting everything, we have the lemma with $\lambda=2\left(6 \lambda_{0}+2 \lambda_{1}+1\right)$.

## D.5.2 Bounds on Discrete Sums

In this section, we provide bounds on some discrete sums used in the main text.

Lemma 28. For all $1 \leq k \leq q$, we have the following inequalities:

$$
\begin{align*}
& \sum_{\substack{1 \leq i_{1}, \ldots, i_{k} \leq q \\
i_{1}+\cdots+i_{k}=q}} \prod_{j=1}^{k} i_{j}!\leq \frac{q!}{(k-1)!},  \tag{D.67}\\
& \sum_{\substack{0 \leq i_{1}, \ldots, i_{k} \leq q \\
i_{1}+\cdots+i_{k}=q}} \prod_{j=1}^{k} i_{j}!\leq 2^{k} q! \tag{D.68}
\end{align*}
$$

Proof. We first bound

$$
\begin{equation*}
\sum_{\substack{1 \leq i_{1}, \ldots, i_{k} \leq q \\ i_{1}+\cdots+i_{k}=q}} \prod_{j=1}^{k} i_{j}!\leq\binom{ q-1}{k-1} \max _{\substack{1 \leq 1, \ldots, i_{k} \leq q \\ i_{1}+\cdots+i_{k}=q}} \prod_{j=1}^{k} i_{j}!. \tag{D.69}
\end{equation*}
$$

For positive integers $a \geq b$, we have $(a+b-1)!=a!(a+b-1) \cdots(a+1) \geq a!b$ ! with equality if either $a, b=1$. This implies that the maximal product occurs for some $i_{j}=q-k+1$ and $i_{k \neq j}=1$ (we omit the simple proof by induction), yielding

$$
\begin{align*}
& \binom{q-1}{k-1} \max _{\substack{1 \leq i_{1, \ldots, i_{k} \leq q} i_{1}+\ldots+i_{k}=q}} \prod_{j=1}^{k} i_{j}! \\
& \leq \frac{(q-1)!}{(k-1)!(q-k)!}(q-k+1)! \\
& \leq \frac{(q-1)!}{(k-1)!}(q-k+1) \leq \frac{q!}{(k-1)!}, \tag{D.70}
\end{align*}
$$

as $k \neq 0$ by the summation restrictions. Eq. (D.68) is essentially the same as Eq. (D.67) with some indices allowed to be 0 . For example, if $i_{1}=0$ while the other $i$ are nonzero, it is just Eq. (D.67) with $k \rightarrow k-1$. This part of the sum is then crudely upper bounded by $q$ !, while summing over all possible choices of zero indices leads to a factor $2^{k}$.

Corollary 5. For all $1 \leq k \leq q$, we have:

$$
\begin{equation*}
\sum_{\substack{1 \leq i_{1}, \ldots, i_{k} \leq q_{0} \\ i_{1}+\cdots+i_{k}=q_{0}}} \prod_{j=1}^{k}\left(i_{j}-1\right)!\leq 2^{k}\left(q_{0}-k\right)! \tag{D.71}
\end{equation*}
$$

Proof. Define $p_{j}=i_{j}-1$ such that $0 \leq p_{j} \leq q_{0}-1$ and $p_{1}+\cdots+p_{k}=q_{0}-k$. This second condition implies that we may simplify the first condition to $0 \leq p_{j} \leq q_{0}-k$. Therefore:

$$
\begin{align*}
& \sum_{\substack{1 \leq i_{1}, \ldots, i_{k} \leq q_{0} \\
i_{1}+\ldots+i_{k}=q_{0}}} \prod_{j=1}^{k}\left(i_{j}-1\right)! \\
= & \sum_{\substack{0 \leq p_{1}, \ldots, p_{k} \leq q_{0}-k \\
p_{1}+\cdots, p_{k}=q_{0}-k}} \prod_{j=1}^{k} p_{j}!\leq 2^{k}\left(q_{0}-k\right)!, \tag{D.72}
\end{align*}
$$

where the last inequality is from Eq. (D.68).

Lemma 29. For all $1 \leq k \leq q$, we have:

$$
\begin{equation*}
\sum_{k=1}^{q_{0}} \frac{2^{k} q_{0}^{k} c^{-k}\left(q_{0}-k\right)!}{q_{0}!k!} \leq \frac{e}{\sqrt{2 \pi}}\left(e^{2 e / c}-1\right) \tag{D.73}
\end{equation*}
$$

Proof. Using Stirling's approximation, $\sqrt{2 \pi} n^{n+\frac{1}{2}} e^{-n} \leq n!\leq e n^{n+\frac{1}{2}} e^{-n}$ for $q_{0}$ ! and ( $q_{0}-$
$k)$ !, we can bound:

$$
\begin{align*}
& \sum_{k=1}^{q_{0}} \frac{2^{k} q_{0}^{k} c^{-k}}{k!} \frac{\left(q_{0}-k\right)!}{q_{0}!} \\
& \leq \sum_{k=1}^{q_{0}} \frac{2^{k} q_{0}^{k} c^{-k}}{k!} \frac{e}{\sqrt{2 \pi}} \frac{\left(q_{0}-k\right)^{q_{0}-k}}{q_{0}^{q_{0}}} \frac{\sqrt{q_{0}-k}}{\sqrt{q_{0}}} \frac{e^{-\left(q_{0}-k\right)}}{e^{-q_{0}}} \\
& \leq \frac{e}{\sqrt{2 \pi}} \sum_{k=1}^{q_{0}} \frac{2^{k} e^{k} c^{-k}}{k!} \underbrace{\frac{\left(q_{0}-k\right)^{q_{0}-k}}{q_{0}^{q_{0}-k}}}_{\leq 1} \underbrace{\frac{\sqrt{q_{0}-k}}{\sqrt{q_{0}}}}_{\leq 1} \\
& \leq \frac{e}{\sqrt{2 \pi}} \sum_{k=1}^{\infty} \frac{2^{k} e^{k} c^{-k}}{k!}=\frac{e}{\sqrt{2 \pi}}\left(e^{2 e / c}-1\right) . \tag{D.74}
\end{align*}
$$

We note that the bound approaches 0 as $c \rightarrow \infty$.

Lemma 30. For $d \in \mathbb{N}_{>0}, r_{*}>1,0<\eta<1$

$$
\begin{equation*}
\sum_{r>r_{*}} r^{d-1} e^{-r^{\eta}} \leq \frac{2}{\eta} 2^{d / \eta} \Gamma(d / \eta) r_{*}^{d} e^{-r_{*}^{\eta}} \tag{D.75}
\end{equation*}
$$

where $\Gamma$ is the Gamma function.

Proof. Let $f(r)=r^{d-1} e^{-r^{\eta}}$. Our strategy is to upper bound $\sum_{r>r_{*}} f(r)$ by an integral. For $r \in(0, \infty), f$ has a maximum at $r=r_{0}=(d-1)^{1 / \eta} \eta^{-1 / \eta}$. Let $r_{0}^{-}=\left\lfloor r_{0}\right\rfloor$ and $r_{0}^{+}=r_{0}^{-}+1>r_{0}$. Then, the function $f(r)$ is increasing for $r \in\left(r_{*}, r_{0}^{-}\right)$and decreasing
for $r \geq r_{0}^{+}$. Therefore, we can upper bound:

$$
\begin{align*}
\sum_{r>r_{*}} f(r) & \leq \int_{r_{*}}^{r_{0}^{-}} f(r) d r+\int_{r_{0}^{+}}^{\infty} f(r) d r+f\left(r_{0}^{-}\right)+f\left(r_{0}^{+}\right) \\
& \leq \int_{r_{*}}^{r_{0}^{-}} f(r) d r+\int_{r_{0}^{+}}^{\infty} f(r) d r+2 \int_{r_{0}^{-}}^{r_{0}^{+}} f(r) d r \\
& \leq 2 \int_{r_{*}}^{\infty} f(r) d r \tag{D.76}
\end{align*}
$$

where we use the fact that $f(r)$ is concave between $r_{0}^{-}$and $r_{0}^{+}$to bound the first line by the second line. Next, to bound the integral, we make a change of variable to $x=r^{\eta}$ so that

$$
\begin{align*}
2 \int_{r_{*}}^{\infty} f(r) d r & =2 \int_{r_{*}}^{\infty} r^{d-1} e^{-r^{\eta}} d r \\
& =\frac{2}{\eta} \int_{x_{*}}^{\infty} x^{\frac{d-\eta}{\eta}} e^{-x} d x \\
& \leq \frac{2}{\eta} \int_{x_{*}}^{\infty} x^{\beta} e^{-x} d x \leq \frac{2}{\eta} 2^{\beta} \beta!x_{*}^{\beta} e^{-x_{*}} \\
& =\frac{2}{\eta} 2^{\beta} \beta!r_{*}^{\eta \beta} e^{-r_{*}^{\eta}} \\
& \leq \frac{2}{\eta} 2^{d / \eta} \Gamma(d / \eta) r_{*}^{d} e^{-r_{*}^{\eta}}, \tag{D.77}
\end{align*}
$$

where $x_{*}=r_{*}^{\eta}, \beta=\lceil(d-\eta) / \eta\rceil \leq d / \eta$ is an integer, and $\Gamma$ is the Gamma function. Note that we have also used a bound for the integral

$$
\begin{equation*}
\int_{x_{*}}^{\infty} x^{\beta} e^{-x} d x \leq 2^{\beta} \beta!x_{*}^{\beta} e^{-x_{*}} \tag{D.78}
\end{equation*}
$$

which can be proven inductively on $\beta$ for all $\beta \geq 0$ and $x_{*} \geq 2$. Indeed, the inequality is
trivial for $\beta=0$. Suppose the inequality holds for $\beta-1$, using integration by parts, we have

$$
\begin{align*}
\int_{x_{*}}^{\infty} x^{\beta} e^{-x} d x & =x_{*}^{\beta} e^{-x_{*}}+\beta \int_{x_{*}}^{\infty} x^{\beta-1} e^{-x} d x \\
& \leq x_{*}^{\beta} e^{-x_{*}}+\beta 2^{\beta-1}(\beta-1)!x_{*}^{\beta-1} e^{-x_{*}} \\
& \leq 2^{\beta-1}\left(\frac{1}{2^{\beta-1} \beta!}+\frac{1}{x_{*}}\right) \beta!x_{*}^{\beta} e^{-x_{*}} \\
& \leq 2^{\beta} \beta!x_{*}^{\beta} e^{-x_{*}}, \tag{D.79}
\end{align*}
$$

where the terms inside the bracket in the second to last line is always less than or equal to 2 for all $x_{*} \geq 1$ (corresponding to $r_{*}>1$ ).

## Appendix E: $\quad$ Supplemental Material for Chapter 7

In this Appendix, we provide more mathematical details for the derivations of the error bound in the Chapter 7. Specifically, Appendix E. 1 explains how we write the $k$-th order error $\delta_{k}$ into a commutator. Appendix E. 2 provides an upper bound for a sum of different evolutions of $\delta$. Finally, in Appendix E.3, we show how we bound the norm of $\Delta_{k}$ in Eq. (7.16).

## E. $1 \quad$ Structure of $\delta_{k}$

In this section, we present the proof of Lemma 8 , which says that we can write $\delta_{k}$ into a sum of a commutator and an operator of higher order. First, we need the following recursive relation between the $\delta_{k}$ operators.

Lemma 31. For $k \geq 2$, we have the following recursive relation:

$$
\begin{equation*}
\delta_{k+1}=H_{1} \delta_{k}+\delta_{k} H_{2}-\left[H^{k}, H_{2}\right] . \tag{E.1}
\end{equation*}
$$

Proof. We prove the lemma by expanding both $U_{t / r}$ and $U_{t / r}^{(1)} U_{t / r}^{(2)}$ in orders of $t / r$ :

$$
\begin{align*}
& U_{t / r}^{(1)} U_{t / r}^{(2)}=e^{-i H_{1} t / r} e^{-i H_{2} t / r}=\sum_{k=0}^{\infty} \frac{1}{k!} A_{k}\left(\frac{-i t}{r}\right)^{k}  \tag{E.2}\\
& U_{t / r}=e^{-i H t / r}=\sum_{k=0}^{\infty} \frac{1}{k!} B_{k}\left(\frac{-i t}{r}\right)^{k} \tag{E.3}
\end{align*}
$$

where

$$
\begin{equation*}
A_{k}:=\sum_{j=0}^{k}\binom{k}{j} H_{1}^{j} H_{2}^{k-j}, \quad B_{k}:=H^{k}=\left(H_{1}+H_{2}\right)^{k} . \tag{E.4}
\end{equation*}
$$

With these notations, we have the relation $\delta_{k}=B_{k}-A_{k}$. It is also straightforward to verify the recursive relations for $A_{k}$ and $B_{k}$ :

$$
\begin{align*}
A_{k+1} & =H_{1} A_{k}+A_{k} H_{2},  \tag{E.5}\\
B_{k+1} & =H^{k+1}=H B_{k}=\left(H_{1}+H_{2}\right)\left(A_{k}+\delta_{k}\right) \\
& =H_{1} A_{k}+H_{1} \delta_{k}+B_{k} H_{2}-\left[B_{k}, H_{2}\right] \\
& =H_{1} A_{k}+H_{1} \delta_{k}+\left(A_{k}+\delta_{k}\right) H_{2}-\left[B_{k}, H_{2}\right] \\
& =\left(H_{1} A_{k}+A_{k} H_{2}\right)+H_{1} \delta_{k}+\delta_{k} H_{2}-\left[H^{k}, H_{2}\right] \\
& =A_{k+1}+H_{1} \delta_{k}+\delta_{k} H_{2}-\left[H^{k}, H_{2}\right] . \tag{E.6}
\end{align*}
$$

By definition, we have

$$
\begin{equation*}
\delta_{k+1}=B_{k+1}-A_{k+1}=H_{1} \delta_{k}+\delta_{k} H_{2}-\left[H^{k}, H_{2}\right] . \tag{E.7}
\end{equation*}
$$

Therefore, the lemma follows.

We now construct the operators $S_{k}, V_{k}$ in Lemma 8 inductively on $k$. For $k=2$, we have $\delta_{2}=\left[H, H_{2}\right]$. Thus Lemma 8 is true for $k=2$ with $S_{2}=H_{2}$ and $V_{2}=0$. Assume that Lemma 8 is true up to $k$, i.e. there exist $S_{k}, V_{k}$ such that $\delta_{k}=\left[H, S_{k}\right]+V_{k}$, we shall prove that it is also true for $k+1$. Using Lemma 31, we have

$$
\begin{align*}
\delta_{k+1} & =H_{1} \delta_{k}+\delta_{k} H_{2}-\left[H^{k}, H_{2}\right] \\
& =\left[H_{1}, \delta_{k}\right]+\delta_{k} H-\left[H^{k}, H_{2}\right] \\
& =\left[H_{1},\left[H, S_{k}\right]+V_{k}\right]+V_{k} H+\left[H, S_{k}\right] H-\left[H^{k}, H_{2}\right] . \tag{E.8}
\end{align*}
$$

We use the following commutator identities:

$$
\begin{align*}
{\left[H, S_{k}\right] H } & =\left[H, S_{k} H\right]  \tag{E.9}\\
{\left[H^{k}, H_{2}\right] } & =\left[H, \sum_{j=0}^{k-1} H^{k-1-j} H_{2} H^{j}\right] . \tag{E.10}
\end{align*}
$$

With some trivial manipulations, we can write $\delta_{k+1}=\left[H, S_{k+1}\right]+V_{k+1}$, where

$$
\begin{align*}
& S_{k+1}=S_{k} H-\sum_{j=0}^{k-1} H^{k-1-j} H_{2} H^{j},  \tag{E.11}\\
& V_{k+1}=\left[H_{1},\left[H, S_{k}\right]\right]+H_{1} V_{k}+V_{k} H_{2} . \tag{E.12}
\end{align*}
$$

Finally, we show that the operators $S_{k}, V_{k}$ constructed using the above recursive relations satisfy the norm bounds in Eqs. (7.10)-(7.12). We need the following lemma about the structure of $S_{k}, V_{k}$.

Lemma 32. For integer $k \geq 2$, the operators $S_{k}, V_{k}$ constructed from Eqs. (E.11) and (E.12) can be written as

$$
\begin{gather*}
V_{k}=\sum_{i=1}^{n_{k}} v_{k, i}, \quad n_{k} \leq \xi e^{k-2} n^{k-2},  \tag{E.13}\\
S_{k}=\sum_{i=1}^{m_{k}} s_{k, i}, \quad m_{k} \leq \frac{k(k-1)}{2} n^{k-1}, \tag{E.14}
\end{gather*}
$$

where $\xi$ is a constant, $v_{k, i}, s_{k, i}$ are operators supported on at most $2(k-1)$ sites and

$$
\begin{equation*}
\left\|s_{k, i}\right\| \leq 1, \quad\left\|v_{k, i}\right\| \leq 1 \tag{E.15}
\end{equation*}
$$

for all $i$.

Proof. Denote by $\operatorname{supp}(X)$ the support size of an operator $X$, i.e. the number of sites $X$ acts nontrivially on. We say that the number of terms in $V_{k}$ is $x$ if there exists a decomposition $V_{k}=\sum_{j=1}^{x} v_{j}$ such that $\left\|v_{j}\right\| \leq 1$ for all $j$. For $k=2$, the lemma is true by definition. Assume that the lemma is true up to some $k \geq 2$, we shall prove that it holds for $k+1$.

First, we argue for the bounds on the number of terms $m_{k+1}, n_{k+1}$ in $S_{k+1}, V_{k+1}$ respectively. Since there are $m_{k}$ terms in $S_{k}$, using Eq. (E.11), it is straightforward to bound $m_{k+1}$-the number of terms in $S_{k+1}$ :

$$
\begin{equation*}
m_{k+1} \leq m_{k} n+k n^{k} \leq \frac{k(k-1)}{2} n^{k}+k n^{k}=\frac{k(k+1)}{2} n^{k} . \tag{E.16}
\end{equation*}
$$

To bound $n_{k+1}$, the number of terms in $V_{k+1}$, we use Eq. (E.12) and note that $s_{k, i}$ can noncommute with at most $2 \operatorname{supp}\left(s_{k, i}\right)=4(k-1)$ terms from $H$. Therefore, the number of terms in $\left[H, S_{k}\right]$ is at most $4(k-1) m_{k}$. Each of these terms has its support size increased by at most one (to $2 k-1$ ) compared to the terms of $S_{k}$. Repeating the argument for [ $\left.H_{1},\left[H, S_{k}\right]\right]$, the number of terms in $V_{k+1}$ can be bounded as follow:

$$
\begin{align*}
n_{k+1} & \leq 2(2 k-1) 4(k-1) m_{k}+n n_{k}  \tag{E.17}\\
& \leq 8 k^{4} n^{k-1}+\xi e^{k-2} n^{k-1}  \tag{E.18}\\
& <2 \xi e^{k-2} n^{k-1}<\xi e^{k-1} n^{k-1}, \tag{E.19}
\end{align*}
$$

where $\xi=\frac{2048}{e^{2}(e-1)}$ and we have used the fact that $8 k^{4}+\xi e^{k-2}<\xi e^{k-1}$ for all $k \geq$ 2. Therefore, the number of terms $n_{k+1}, m_{k+1}$ are bounded according to Eqs. (E.13) and (E.14).

It is also apparent from this construction that each iteration in Eqs. (E.11) and (E.12) increases the support size of the constituent terms in $S_{k}, V_{k}$ by at most 2. Therefore, Lemma 32 follows.

With Lemma 32, it is straightforward to show that the norms of $V_{k}, S_{k},\left[H, S_{k}\right]$ are upper bounded by the their number of terms:

$$
\begin{gather*}
\left\|V_{k}\right\| \leq n_{k}=\mathcal{O}\left(e^{k-2} n^{k-2}\right)  \tag{E.20}\\
\left\|S_{k}\right\| \leq m_{k}=\mathcal{O}\left(k^{2} n^{k-1}\right)  \tag{E.21}\\
\left\|\left[H, S_{k}\right]\right\| \leq 4(k-1) m_{k}=\mathcal{O}\left(k^{3} n^{k-1}\right) . \tag{E.22}
\end{gather*}
$$

These bounds complete the proof of Lemma 8.

## E. 2 Sum of Evolutions of $\delta$

In this section, we present the proof of Lemma 9, which provides an upper bound for the sum of evolution of an operator with different times.

Proof. We denote by $\tau:=t / r$ and

$$
\begin{equation*}
\Sigma_{a}(X):=\sum_{j=0}^{a-1} U_{j \tau}[H, X] U_{j \tau}^{\dagger} \tau \tag{E.23}
\end{equation*}
$$

where $X$ is an arbitrary time-independent operator, $a$ is a positive integer, and $U_{t}=$ $\exp (-i H t)$ as before.

First, we need to turn the sum $\Sigma_{a}(X)$ into a sum of several integrals using the following lemma.

## Lemma 33. Define

$$
\begin{align*}
F[X] & :=-\frac{1}{\tau} \int_{0}^{\tau} d s \int_{0}^{s} d v U_{v}[H, X] U_{v}^{\dagger}  \tag{E.24}\\
I_{t}(X) & :=\int_{0}^{t} U_{s}[H, X] U_{s}^{\dagger} d s \tag{E.25}
\end{align*}
$$

For all $\tau$ such that $n \tau<1$, where $n$ is the number of sites in the system, we have

$$
\begin{equation*}
\left.\Sigma_{a}(X)=\sum_{k=0}^{\infty} I_{a \tau}\left(F^{\circ k}[X]\right)\right), \tag{E.26}
\end{equation*}
$$

where $F^{\circ k}$ the $k$-th iterate of a function $F$, i.e. the composition $F^{\circ k}[X]=F[F[\ldots F[X] \ldots]]$,
with $F^{\circ 0}$ being the identity function.

Proof. To prove the claim, we note that

$$
\begin{align*}
I_{a \tau}(X)=\int_{0}^{a \tau} U_{s}[H, X] U_{s}^{\dagger} d s & =\sum_{j=0}^{a-1} \int_{j \tau}^{(j+1) \tau} U_{s}[H, X] U_{s}^{\dagger} d s  \tag{E.27}\\
& =\sum_{j=0}^{a-1} U_{j \tau}\left(\int_{0}^{\tau} U_{s}[H, X] U_{s}^{\dagger} d s\right) U_{j \tau}^{\dagger} \tag{E.28}
\end{align*}
$$

Therefore, we have

$$
\begin{align*}
\Sigma_{a}(X)-I_{a \tau}(X) & =\sum_{j=0}^{a-1} U_{j \tau}\left([H, X] \tau-\int_{0}^{\tau} U_{s}[H, X] U_{s}^{\dagger} d s\right) U_{j \tau}^{\dagger} \\
& =\sum_{j=0}^{a-1} U_{j \tau} \int_{0}^{\tau} d s\left([H, X]-U_{s}[H, X] U_{s}^{\dagger}\right) U_{j \tau}^{\dagger} \\
& =\sum_{j=0}^{a-1} U_{j \tau} \int_{0}^{\tau} d s \int_{s}^{0} d v U_{v}[H,[H, X]] U_{v}^{\dagger} U_{j \tau}^{\dagger} \\
& =\sum_{j=0}^{a-1} U_{j \tau}\left[H, \frac{1}{\tau} \int_{0}^{\tau} d s \int_{s}^{0} d v U_{v}[H, X] U_{v}^{\dagger}\right] U_{j \tau}^{\dagger} \tau \\
& \left.=\Sigma_{a}(F[X])\right) . \tag{E.29}
\end{align*}
$$

To get the second last line, we use the fact that $H$ and $U_{t}$ commute in order to move the integral inside the commutator. Repeated applications of this recursive relation yields Eq. (E.26). The condition $n \tau<1$ ensures that the sum in Eq. (E.26) converges (See Lemma 34).

Lemma 34 below is a consequence of Lemma 33.

Lemma 34. If $X$ is time-independent and $\mu:=\frac{n t}{r}<1,\left\|\Sigma_{a}(X)\right\| \leq \frac{2}{1-\mu}\|X\|$.

Proof. To prove Lemma 34, we note that

$$
\begin{equation*}
\|F[X]\| \leq \tau\|H\|\|X\| \leq \mu\|X\| \tag{E.30}
\end{equation*}
$$

Therefore, $\left\|F^{\circ k}[X]\right\| \leq \mu^{k}\|X\|$. Note also that for the time-independent $X$,

$$
\begin{equation*}
I_{a \tau}(X)=\int_{0}^{a \tau} U_{s}[H, X] U_{s}^{\dagger} d s=U_{a \tau} X U_{a \tau}^{\dagger}-X \tag{E.31}
\end{equation*}
$$

and therefore $\left\|I_{a \tau}(X)\right\| \leq 2\|X\|$. Using Lemma 33, we have

$$
\begin{align*}
\left\|\Sigma_{a}(X)\right\| & \leq \sum_{k=0}^{\infty}\left\|I_{a \tau}\left(F^{\circ k}[X]\right)\right\| \leq 2 \sum_{k=0}^{\infty}\left\|F^{\circ k}[X]\right\| \\
& \leq 2\|X\| \sum_{k=0}^{\infty} \mu^{k}=\frac{2}{1-\mu}\|X\| \\
& =\mathcal{O}(\|X\|) \tag{E.32}
\end{align*}
$$

where we have assumed $\mu=\frac{n t}{r}<1$ so that the sum converges. Therefore, the lemma follows.

To prove the Lemma 9, we write $\delta=[H, S]+V$ with $S, V$ bounded by Eq. (7.14).
We then use Lemma 34 with $X=S$ and the triangle inequality to get

$$
\begin{align*}
\left\|\sum_{j=0}^{a-1} U_{j \tau} \delta U_{j \tau}^{\dagger}\right\| & \leq\left\|\frac{1}{\tau} \Sigma_{a}(S)\right\|+\left\|\sum_{j=0}^{a-1} U_{j \tau} V U_{j \tau}^{\dagger}\right\|  \tag{E.33}\\
& =\mathcal{O}\left(\frac{1}{\tau}\|S\|\right)+\mathcal{O}(a\|V\|)  \tag{E.34}\\
& =\mathcal{O}\left(\frac{n t}{r}\right)+\mathcal{O}\left(a \frac{n t^{3}}{r^{3}}\right) \tag{E.35}
\end{align*}
$$

Thus, the lemma follows.

## E. 3 Upper Bound on $\Delta_{k}$

In this section, we show how we bound the norms of $\Delta_{k}$ in Eq. (7.16). For that, we use Lemma 9 together with the bound on $\|\delta\|$ [Eq. (7.13)]:

$$
\begin{align*}
\left\|\Delta_{k}\right\| & =\|\sum_{i_{1}=0}^{r-k} \sum_{i_{2}=0}^{r-k-i_{1}} \sum_{i_{3}=0}^{r-k-i_{1}-i_{2}} \cdots \sum_{i_{k}=0}^{r-k-i_{1}-i_{2}-\cdots-i_{k}} \underbrace{U_{t / r}^{i_{1}} \delta U_{t / r}^{i_{2}} \delta U_{t / r}^{i_{3}} \delta \cdots}_{\delta \text { appears } k \text { times }} U_{t / r}^{r-k-i_{1}-i_{2}-\cdots-i_{k}}\| \\
& \leq \sum_{i_{1}=0}^{r-k} \sum_{i_{2}=0}^{r-k-i_{1}} \sum_{i_{3}=0}^{r-k-i_{1}-i_{2}} \cdots\|\delta\|^{k-1}\left\|\sum_{i_{k}=0}^{r-k-i_{1}-i_{2}-\cdots-i_{k}} U_{t / r}^{i_{k}} \delta U_{t / r}^{-i_{k}}\right\| \\
& \leq r^{k-1}\|\delta\|^{k-1} \mathcal{O}\left(\frac{n t}{r}+\frac{n t^{3}}{r^{2}}\right) . \tag{E.36}
\end{align*}
$$

Thus, Eq. (7.16) follows.

## Appendix F: $\quad$ Supplemental Material for Chapter 8

## F. 1 Faster Convergence of the Quantum Zeno Effect

Using symmetries to protect quantum simulations has previously been explored in the context of the quantum Zeno effect: undesirable errors from the simulation can be suppressed by constantly measuring the system in an appropriate basis [165, 172, 204]. However, measurements are costly in most available quantum computers and therefore often only performed once at the end in simulations on quantum computers. An alternative approach commonly used in quantum control is to frequently apply fast pulses, or "kicks", to the system during the experiments. In the high frequency limit, these kicks confine the dynamics of the system to the so-called quantum Zeno subspaces defined by the spectral decomposition of the kicks [165, 166, 167, 168, 169, 170, 171], effectively realizing the quantum Zeno effect without measuring the systems.

In this section, we derive a concrete bound on the rate at which the effective Hamiltonian of a frequently kicked system converges to its projection to the Zeno subspaces. This bound exponentially improves a recent result of Burgarth, Facchi, Gramegna, and Pascazio [171]. Interestingly, our proof makes use of a tight analysis of Trotter error [77], suggesting a deep connection between quantum simulation and quantum Zeno effect.

The aim of quantum control is to confine the dynamics of a system evolving under
a Hamiltonian $G$ into the subspaces specified by a set of projectors:

$$
\begin{equation*}
\mathcal{P}=\left\{P_{\mu}\right\} \tag{F.1}
\end{equation*}
$$

One approach is to repeatedly measure the system in the basis corresponding to $\mathcal{P}$ throughout the evolution. These measurements results in the quantum Zeno effect: the dynamics of the system is confined to the subspaces corresponding to the projectors $P_{\mu}$. Alternative to measuring the system, one could periodically "kick" the system [171] with a unitary

$$
\begin{equation*}
U_{\text {kick }}=\sum_{\mu} e^{-i \phi_{\mu}} P_{\mu}, \tag{F.2}
\end{equation*}
$$

where $\phi_{\mu}$ is chosen such that $\phi_{\mu} \neq \phi_{\nu} \bmod 2 \pi$ for all $\mu \neq \nu$.
Suppose the total evolution time is $t$ and we apply the kick every $\delta t=t / r$ where $r$ is an integer. The dynamics of the system becomes

$$
\begin{equation*}
\left(U_{\text {kick }}^{\dagger}\right)^{r}\left(e^{-i G t / r} U_{\text {kick }}\right)^{r}, \tag{F.3}
\end{equation*}
$$

where $\left(U_{\text {kick }}^{\dagger}\right)^{r}$ is added at the end of the sequence to undo the evolution generated by the $r$ applications of $U_{\text {kick }}$. In the limit $r \rightarrow \infty$, the dynamics of the system again exhibits the quantum Zeno effect

$$
\begin{equation*}
U_{\text {kick }}^{\dagger r}\left(e^{-i \frac{t}{r} G} U_{\text {kick }}\right)^{r} \rightarrow e^{-i t G_{\text {Zeno }}}, \tag{F.4}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{\mathrm{Zeno}} \equiv \sum_{\mu=1}^{m} P_{\mu} G P_{\mu} \tag{F.5}
\end{equation*}
$$



Figure F.1: The frequent kicks confine the dynamics of the system (solid arrows) to the so-called quantum Zeno subspaces, defined by the projectors $P_{\mu}$ in the spectral decomposition of the kicks $U_{\text {kick }}=\sum_{\mu} e^{-i \phi_{\mu}} P_{\mu}$. In particular, the kicks suppress the probability for the system to travel between the subspaces (dashed arrow). By generating the kicks from the symmetries of the system, we can target the simulation error-the sole contributor to possible violations of the symmetries in an ideal simulation-for suppression.
is the projection of $G$ onto the subspaces defined by the spectral decomposition of $U_{\text {kick }}$. In other words, the kicks effectively confine the dynamics of the system to the subspaces defined by the projectors $P_{\mu}$ (See Fig. F.1).

Ref. [171, (A.30)] derived the following bound on the convergence rate with explicit dependence on all parameters of interest

$$
\begin{equation*}
\left\|U_{\text {kick }}^{\dagger r}\left(U_{\text {kick }} e^{-i \frac{t}{r} G}\right)^{r}-e^{-i t G_{\mathrm{Zeno}}}\right\| \leq \frac{\xi m^{2}\|G\| t\left(1+2 e^{m\|G\| t}\right)}{r} \tag{F.6}
\end{equation*}
$$

where $m$ is the number of projectors and

$$
\begin{equation*}
\xi \equiv \max _{\mu \neq \nu}\left|\sin \left(\frac{\phi_{\nu}-\phi_{\mu}}{2}\right)\right|^{-1} \tag{F.7}
\end{equation*}
$$

is the inverse spectral gap. Unfortunately, this bound has exponential dependence on $m$, $\|G\|$, and $t$, which, in particular, suggests that we have to increase the number of kicks $r$ exponentially with the evolution time of the system and therefore may be impractical in many applications. In Theorem 13, we prove a different bound that exponentially improves the bound in Ref. [171] in terms of $m,\|G\|$, and $t$.

Theorem 13 (Faster convergence of quantum Zeno effect). Let $U_{\text {kick }}$ be the unitary defined in Eq. (F.2) with $m$ distinct eigenvalues, inverse spectral gap $\xi$, and a set of orthogonal projectors $\left\{P_{\mu}\right\}$. Let $G_{\text {Zeno }}=\sum_{\mu} P_{\mu} G P_{\mu}$ denote the projection of a Hamiltonian $G$ onto the subspaces defined by $\left\{P_{\mu}\right\}$. We have

$$
\begin{align*}
\varepsilon_{\text {Zeno }} \equiv & \left\|U_{k i c k}^{\dagger r}\left(U_{\text {kick }} e^{-i \frac{t}{r} G}\right)^{r}-e^{-i t G_{\text {Zeno }}}\right\| \leq \frac{2 \xi \sqrt{m}\|G\|^{2} t^{2} \log r}{r}+\frac{\xi \sqrt{m}\|G\| t}{r}  \tag{F.8}\\
& \leq \frac{3 \xi \sqrt{m}\|G\|^{2} t^{2} \log r}{r} \tag{F.9}
\end{align*}
$$

To prove Theorem 13, we rewrite the evolution as

$$
\begin{equation*}
U_{\text {kick }}^{\dagger r}\left(e^{-i \frac{t}{r} G} U_{\text {kick }}\right)^{r}=e^{-i \frac{t}{r} G_{r}} e^{-i \frac{t}{r} G_{r-1}} \cdots e^{-i \frac{t}{r} G_{1}} \tag{F.10}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
G_{k} \equiv U_{\text {kick }}^{\dagger k} G U_{\text {kick }}^{k} . \tag{F.11}
\end{equation*}
$$

Letting $G_{[1, r]} \equiv G_{1}+\cdots+G_{r}$, the first step of our proof is to establish the error bound

$$
\begin{equation*}
\left\|e^{-i \frac{t}{r} G_{r}} \cdots e^{-i \frac{t}{r} G_{1}}-e^{-i \frac{t}{r} G_{[1, r]}}\right\| \leq \frac{2 \xi \sqrt{m}\|G\|^{2} t^{2} \log r}{r} \tag{F.12}
\end{equation*}
$$

This is the spectral-norm error of the first-order Trotter formula [77]. However, a naive error analysis in terms of the commutators between $G_{j}$ (see [77, Proposition 15] for example) gives a bound that does not decrease with $r$ and thus fails to establish the desirable bound. Instead, we seek a better analysis that exploits the spectral information of $U_{\text {kick }}$ [171].

The starting point of our analysis is the established von Neumann's ergodic theorem whose proof is included for completeness.

Theorem 14 (Von Neumann's ergodic theorem). Let $U$ be a unitary operator and $U=$ $\sum_{\mu=1}^{m} e^{-i \phi_{\mu}} P_{\mu}$ be its spectral decomposition, with $\phi_{1}=0$ and $\phi_{\mu}$ distinct. Then,

$$
\begin{equation*}
\left\|\frac{1}{r} \sum_{k=1}^{r} U^{k}-P_{1}\right\| \leq \frac{\xi_{1}}{r} \tag{F.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{1}:=2 \max _{\nu \neq 1}\left|e^{-i \phi_{\nu}}-1\right|^{-1}=\max _{\nu \neq 1}\left|\sin \left(\frac{\phi_{\nu}}{2}\right)\right|^{-1} \tag{F.14}
\end{equation*}
$$

Proof. The bound follows from

$$
\begin{align*}
\left\|\frac{1}{r} \sum_{k=1}^{r} U^{k}-P_{1}\right\| & =\left\|\left(\frac{1}{r} \sum_{k=1}^{r} U^{k}-P_{1}\right) \sum_{\nu=1}^{m} P_{\nu}\right\| \\
& =\left\|\frac{1}{r} \sum_{\nu=1}^{m} \sum_{k=1}^{r} e^{-i k \phi_{\nu}} P_{\nu}-P_{1}\right\|  \tag{F.15}\\
& =\left\|\frac{1}{r} \sum_{\nu \neq 1} e^{-i \phi_{\nu}} \frac{1-e^{-i r \phi_{\nu}}}{1-e^{-i \phi_{\nu}}} P_{\nu}\right\| \\
& =\frac{1}{r} \max _{\nu \neq 1}\left|\frac{1-e^{-i r \phi_{\nu}}}{1-e^{-i \phi_{\nu}}}\right| \leq \frac{\xi_{1}}{r}
\end{align*}
$$

We note that the condition $\phi_{1}=0$ is not restrictive as we can always make $\phi_{1}=0$ by adding a global phase to $U_{\text {kick }}$ [167].

Corollary 6. Let $U$ be a unitary operator and $U=\sum_{\mu=1}^{m} e^{-i \phi_{\mu}} P_{\mu}$ be its spectral decomposition. Then, for any operator $G$,

$$
\begin{equation*}
\left\|\frac{1}{r} \sum_{k=1}^{r} U^{k} G U^{-k}-\sum_{\mu=1}^{m} P_{\mu} G P_{\mu}\right\| \leq \frac{\xi \sqrt{m}\|G\|}{r}, \tag{F.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi:=2 \max _{\mu \neq \nu}\left|e^{-i \phi_{\mu}}-e^{-i \phi_{\nu}}\right|^{-1}=\max _{\mu \neq \nu}\left|\sin \left(\frac{\phi_{\nu}-\phi_{\mu}}{2}\right)\right|^{-1} \tag{F.17}
\end{equation*}
$$

Proof. The claimed bound follows from

$$
\begin{align*}
\left\|\frac{1}{r} \sum_{k=1}^{r} U^{k} G U^{-k}-\sum_{\mu=1}^{m} P_{\mu} G P_{\mu}\right\| & =\left\|\left(\frac{1}{r} \sum_{k=1}^{r} U^{k} G U^{-k}-\sum_{\mu=1}^{m} P_{\mu} G P_{\mu}\right) \sum_{\nu=1}^{m} P_{\nu}\right\| \\
& =\left\|\sum_{\nu=1}^{m} \frac{1}{r} \sum_{k=1}^{r}\left(e^{i \phi_{\nu}} U\right)^{k} G P_{\nu}-\sum_{\nu=1}^{m} P_{\nu} G P_{\nu}\right\| \\
& \leq \sqrt{\sum_{\nu=1}^{m}\left\|\frac{1}{r} \sum_{k=1}^{r}\left(e^{i \phi_{\nu}} U\right)^{k} G P_{\nu}-P_{\nu} G P_{\nu}\right\|^{2}} \\
& \leq \sqrt{m}\|G\| \max _{\nu}\left\|\frac{1}{r} \sum_{k=1}^{r}\left(e^{i \phi_{\nu}} U\right)^{k}-P_{\nu}\right\| \leq \frac{\xi \sqrt{m}\|G\|}{r} \tag{F.18}
\end{align*}
$$

where the first inequality follows from the bound

$$
\begin{align*}
\left\|\sum_{\nu=1}^{m} A_{\nu} P_{\nu}\right\| & =\sqrt{\left\|\left(\sum_{\nu=1}^{m} A_{\nu} P_{\nu}\right)\left(\sum_{\mu=1}^{m} A_{\mu} P_{\mu}\right)^{\dagger}\right\|}  \tag{F.19}\\
& =\sqrt{\left\|\sum_{\nu=1}^{m} A_{\nu} P_{\nu} A_{\nu}^{\dagger}\right\|} \leq \sqrt{\sum_{\nu=1}^{m}\left\|A_{\nu} P_{\nu} A_{\nu}^{\dagger}\right\|}=\sqrt{\sum_{\nu=1}^{m}\left\|A_{\nu} P_{\nu}\right\|^{2}}
\end{align*}
$$

As aforementioned, a naive analysis of the Trotter error fails to provide the desirable bound for quantum Zeno effect. Instead, we use a recursive approach to estimate the Trotter error Eq. (F.12).

Lemma 35. Define $G_{\left[k_{0}, k_{1}\right]} \equiv \sum_{k=k_{0}}^{k_{1}} G_{k}$ for $k_{0} \leq k_{1}$. For any $s \geq 1$ and $\delta t$, we have

$$
\begin{equation*}
\left\|\prod_{k=1}^{s} e^{-i G_{k} \delta t}-e^{-i G_{[1, s]} \delta t}\right\| \leq 2 \xi \sqrt{m}\|G\|^{2} \delta t^{2} s \log _{2} s \tag{F.20}
\end{equation*}
$$

Note that at $s=r$ and $\delta t=t / r$, Lemma 35 reduces to Eq. (F.12). We prove Lemma 35 by induction on $s$. Suppose Lemma 35 holds for $s=s_{1}$ and $s=s_{2}$ such that $\left|s_{2}-s_{1}\right| \leq 1$, we shall prove that it holds for $s=s_{1}+s_{2}$. Using the triangle inequality

$$
\begin{align*}
& \left\|\prod_{k=1}^{s_{1}+s_{2}} e^{-i G_{k} \delta t}-e^{-i G_{\left[1, s_{1}+s_{2}\right]} \delta t}\right\| \\
& \leq\left\|\prod_{k=1}^{s_{1}} e^{-i G_{k} \delta t}-e^{-i G_{\left[1, s_{1}\right]} \delta t}\right\|+\left\|\prod_{k=s_{1}+1}^{s_{1}+s_{2}} e^{-i G_{k} \delta t}-e^{-i G_{\left[s_{1}+1, s_{1}+s_{2}\right]} \delta t}\right\| \\
& \quad+\left\|e^{-i G_{\left[1, s_{1}+s_{2}\right]} \delta t}-e^{-i G_{\left[s_{1}+1, s_{1}+s_{2}\right]} \delta t} e^{-i G_{\left[1, s_{1}\right]} \delta t}\right\|  \tag{F.21}\\
& \leq 2 \xi \sqrt{m}\|G\|^{2} \delta t^{2}\left(s_{1} \log _{2} s_{1}+s_{2} \log _{2} s_{2}\right)+\frac{1}{2}\left\|\left[G_{\left[s_{1}+1, s_{1}+s_{2}\right]}, G_{\left[1, s_{1}\right]}\right]\right\| \delta t^{2} \tag{F.22}
\end{align*}
$$

where we have used the inductive hypothesis and the Trotter error bound [77, Eq. (143)] in the last inequality. To bound the commutator norm, we use the following lemma.

Lemma 36. For any $k_{0} \leq k_{1}, j_{0} \leq j_{1}$, we have

$$
\begin{equation*}
\left\|\left[G_{\left[k_{0}, k_{1}\right]}, G_{\left[j 0, j_{1}\right]}\right]\right\| \leq 2\left(j_{1}-j_{0}+k_{1}-k_{0}+2\right) \xi \sqrt{m}\|G\|^{2} \tag{F.23}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
& \left\|\left[G_{k_{0} \leq k \leq k_{1}}, G_{j_{0} \leq j \leq j_{1}}\right]\right\|=\left\|\left[\sum_{k=k_{0}}^{k_{1}} G_{k}, \sum_{j=j_{0}}^{j_{1}} G_{j}\right]\right\| \\
& \leq\left\|\left[\sum_{k=k_{0}}^{k_{1}} G_{k}, \sum_{j=j_{0}}^{j_{1}} G_{j}-\left(j_{1}-j_{0}+1\right) \sum_{\mu=1}^{m} P_{\mu} G P_{\mu}\right]\right\| \\
& \quad+\left\|\left[\sum_{k=k_{0}}^{k_{1}} G_{k}-\left(k_{1}-k_{0}+1\right) \sum_{\mu=1}^{m} P_{\mu} G P_{\mu},\left(j_{1}-j_{0}+1\right) \sum_{\mu=1}^{m} P_{\mu} G P_{\mu}\right]\right\| \\
& \leq 2\left(k_{1}-k_{0}+1\right)\|G\|(\xi \sqrt{m}\|G\|)+2(\xi \sqrt{m}\|G\|)\left(j_{1}-j_{0}+1\right)\|G\| \\
& =2\left(j_{1}+k_{1}-j_{0}-k_{0}+2\right) \xi \sqrt{m}\|G\|^{2}
\end{aligned}
$$

where we have used Corollary 6 to prove the second inequality. Therefore, the lemma follows.

Applying Lemma 36 to Eq. (F.22), we have

$$
\begin{equation*}
\left\|\prod_{k=1}^{s_{1}+s_{2}} e^{-i G_{k} \delta t}-e^{-i G_{\left[1, s_{1}+s_{2}\right]} \delta t}\right\| \leq\left(2 s_{1} \log _{2} s_{1}+2 s_{2} \log _{2} s_{2}+s_{1}+s_{2}\right) \xi \sqrt{m}\|G\|^{2} \delta t^{2} \tag{F.24}
\end{equation*}
$$

We now apply the above equation repeatedly to prove Lemma 35. Note that Lemma 35 holds trivially for $s=1$. Suppose that it holds for all $s \leq s_{0}$ for some $s_{0} \geq 1$. We shall prove that it holds for $s=s_{0}+1$.

First, we consider the case where $s$ is even, i.e. there exists an integer $l \geq 1$ such
that $s=2 l$. Applying Eq. (F.24) with $s_{1}=s_{2}=l$, we get

$$
\begin{align*}
\left\|\prod_{k=1}^{s} e^{-i G_{k} \delta t}-e^{-i G_{[1, s] \delta t}}\right\| & \leq\left(2 l \log _{2} l+2 l \log _{2} l+l+l\right) \xi \sqrt{m}\|G\|^{2} \delta t^{2}  \tag{F.25}\\
& =\left(2 s \log _{2}(s / 2)+s\right) \xi \sqrt{m}\|G\|^{2} \delta t^{2}  \tag{F.26}\\
& <2 s \log _{2} s \xi \sqrt{m}\|G\|^{2} \delta t^{2} \tag{F.27}
\end{align*}
$$

Therefore, Lemma 35 holds if $s$ is even.

When $s$ is odd, there exists an integer $l \geq 1$ such that $s=2 l+1$. Applying Lemma 35 with $s_{1}=l$ and $s_{2}=l+1$, we have

$$
\begin{equation*}
\left\|\prod_{k=1}^{s} e^{-i G_{k} \delta t}-e^{-i G_{[1, s] \delta t}}\right\| \leq\left(2 l \log _{2} l+2(l+1) \log _{2}(l+1)+2 l+1\right) \xi \sqrt{m}\|G\|^{2} \delta t^{2} \tag{F.28}
\end{equation*}
$$

Let

$$
\begin{equation*}
g(x)=2 x \log _{2} x+2(x+1) \log _{2}(x+1)+2 x+1-2(2 x+1) \log _{2}(2 x+1) . \tag{F.29}
\end{equation*}
$$

It is straightforward to verify that $g(1)<0$ and

$$
\begin{equation*}
g^{\prime}(x)=2 \log _{2} \frac{2 x(1+x)}{(1+2 x)^{2}}<0 \tag{F.30}
\end{equation*}
$$

for all $x \geq 1$. Therefore, $g(x) \leq 0$ for all $x \geq 1$. Applying this bound to Eq. (F.28), we
get

$$
\begin{align*}
\| \prod_{k=1}^{s} e^{-i G_{k} \delta t}-e^{-i G_{[1, s] \delta t} \|} & \leq 2(2 l+1) \log _{2}(2 l+1) \xi \sqrt{m}\|G\|^{2} \delta t^{2}  \tag{F.31}\\
& =2 s \log _{2} s \xi \sqrt{m}\|G\|^{2} \delta t^{2} \tag{F.32}
\end{align*}
$$

Thus, Lemma 35 holds for odd $s$ too. By induction, Lemma 35 holds for all $s \geq 1$.
Combining Lemma 35 with

$$
\begin{equation*}
\left\|e^{-i \frac{t}{r} G_{[1, r]}}-e^{-i t G_{\mathrm{Zeno}}}\right\| \leq \frac{t}{r}\left\|G_{[1, r]}-r G_{\text {Zeno }}\right\| \leq \frac{\xi \sqrt{m}\|G\| t}{r} \tag{F.33}
\end{equation*}
$$

from Corollary 6, we prove Eq. (F.9).

## F. 2 Symmetry Protection by the Quantum Zeno Effect

In this section, we make a formal connection between the symmetry protection technique and the quantum Zeno effect. In particular, we show how the quantum Zeno framework provides an alternative explanation for the suppression of simulation error under symmetry protection.

We first note that the symmetry transformations in our scheme are analogous to the kicks in the quantum Zeno framework. Suppose that the symmetry transformations have the form $C_{k}=C_{0}^{k}$, where $C_{0} \in \mathcal{S}$ is also a symmetry transformation. Let

$$
\begin{equation*}
C_{0}=\sum_{\mu} e^{-i \phi_{\mu}} P_{\mu} \tag{F.34}
\end{equation*}
$$

be the spectral decomposition of $C_{0}$, with $e^{-i \phi_{\mu}}$ being the distinct eigenvalues and $P_{\mu}$ being the projectors onto the respective eigensubspaces. The condition on $e^{-i \phi_{\mu}}$ being distinct ensures that $C_{0}$ satisfies the definition of $U_{\text {kick }}$ in Eq. (F.2).

With $e^{-i H \delta t}$ being approximated by a circuit $S_{\delta t}$ in each time step, our symmetryprotected simulation becomes

$$
\begin{equation*}
\prod_{k=1}^{r} C_{k}^{\dagger} S_{\delta t} C_{k}=\left(C_{0}^{\dagger}\right)^{r}\left(e^{-i H_{\mathrm{eff}} \delta t} C_{0}\right)^{r} \tag{F.35}
\end{equation*}
$$

where $H_{\text {eff }}$ is the generator of $S_{\delta t}$ and exists for a small enough $\delta t$ (see Lemma 10). Comparing Eq. (F.35) with Eq. (F.3), we identify $C_{0}=U_{\text {kick }}$. Therefore, by Theorem 13, the symmetry protected simulation is effectively described by

$$
\begin{equation*}
\prod_{k=1}^{r} C_{k}^{\dagger} S_{\delta t} C_{k} \rightarrow e^{-i H_{\mathrm{eff}, Z \mathrm{Zeno}} t} \tag{F.36}
\end{equation*}
$$

in the large $r$ limit, where $H_{\text {eff Zeno }}=\sum_{\mu} P_{\mu} H_{\text {eff }} P_{\mu}$.
Recall that $H_{\text {eff }}$ is the effective Hamiltonian corresponding the Trotterized evolution $S_{\delta t}$. For small $\delta t$, it is a sum of the true Hamiltonian $H$ that we are simulating and a small error term $V$ (due to the use of Trotterization):

$$
\begin{equation*}
H_{\mathrm{eff}}=H+V \tag{F.37}
\end{equation*}
$$

Therefore, under the symmetry protection, the effective Hamiltonian is replaced by its
projection onto the Zeno subspaces:

$$
\begin{equation*}
H_{\mathrm{eff}} \rightarrow H_{\mathrm{eff}, \mathrm{Zeno}}=H+V_{\text {Zeno }} \tag{F.38}
\end{equation*}
$$

where $V_{\text {Zeno }}=\sum_{\mu} P_{\mu} V P_{\mu}$ is the corresponding projection of $V$. In particular, if the error $V$ does not respect the symmetry, the projection $V_{\text {Zeno }}$ could be much smaller than the error $V$ in an unprotected simulation. The quantum Zeno framework therefore provides alternative intuition for the error suppression from the symmetry protection. We note, however, that choosing the symmetry transformations $C_{k}$ independently, instead of $C_{k}=$ $C_{0}^{k}$ considered in this section, could lead to more reduction of the simulation error, and we demonstrate this advantage in Sec. 8.3.

We make these arguments rigorous by proving a bound analogous to that in Theorem 13 for symmetry-protected quantum simulation. Specifically, we consider $G=$ $H_{\text {eff }}=H+V$, where $\left[H, U_{\text {kick }}\right]=0$. Note that under this assumption, the distinctiveness of the eigenvalues of $U_{\text {kick }}$ ensures that $\left[P_{\mu}, H\right]=0$ for all $\mu$ in the spectral decomposition of $U_{\text {kick. }}$. We will also denote by $V_{k}=U_{\text {kick }}^{\dagger k} V U_{\text {kick }}^{k}=G_{k}-H$.

Theorem 15 (Symmetry protection by quantum Zeno effect). Let $U_{\text {kick }}$ be the unitary defined in Eq. (F.2) and suppose that $G=H+V$ such that $\left[H, U_{\text {kick }}\right]=0$. Let $G_{\text {Zeno }}=$ $\sum_{\mu} P_{\mu} G P_{\mu}=H+\sum_{\mu} P_{\mu} V P_{\mu}$ denote the projection of $G$ onto the subspaces defined by
a set of orthogonal projectors $\left\{P_{\mu}\right\}$ in the spectral decomposition of $U_{\text {kick. }}$. We have

$$
\begin{align*}
\varepsilon_{\text {Zeno }} \equiv\left\|U_{\text {kick }}^{\dagger r}\left(U_{\text {kick }} e^{-i \frac{t}{r} G}\right)^{r}-e^{-i t G_{\text {Zeno }}}\right\| & \leq \frac{2 \xi \sqrt{m}\|G\|\|V\| t^{2} \log r}{r}+\frac{\xi \sqrt{m}\|V\| t}{r}  \tag{F.39}\\
& \leq \frac{3 \xi \sqrt{m}\|G\|\|V\| t^{2} \log r}{r}, \tag{F.40}
\end{align*}
$$

where $\xi$ is the inverse spectral gap defined in Eq. (F.7).

Note that this bound is stronger than Eq. (F.9) in that the dependence on the norm of the Hamiltonian is improved from $\|G\|^{2}$ to $\|G\|\|V\|$. To prove Eq. (F.40), we derive a different version of Lemma 35 for the case $G=H+V$, where $\left[H, U_{\text {kick }}\right]=0$.

Lemma 37. Suppose $G=H+V$, where $\left[H, U_{\text {kick }}\right]=0$. For any $s \geq 1$ and $\delta t$, we have

$$
\begin{equation*}
\left\|\prod_{k=1}^{s} e^{-i G_{k} \delta t}-e^{-i G_{[1, s]} \delta t}\right\| \leq 2 \xi \sqrt{m}\|G\|\|V\| \delta t^{2} s \log _{2} s \tag{F.41}
\end{equation*}
$$

Again, we prove Lemma 37 by induction on $s$. Suppose Lemma 37 holds for $s=s_{1}$ and $s=s_{2}$ such that $\left|s_{2}-s_{1}\right| \leq 1$, we shall prove that it holds for $s=s_{1}+s_{2}$. Using the triangle inequality

$$
\begin{align*}
& \left\|\prod_{k=1}^{s_{1}+s_{2}} e^{-i G_{k} \delta t}-e^{-i G_{\left[1, s_{1}+s_{2}\right]} \delta t}\right\| \\
& \leq\left\|\prod_{k=1}^{s_{1}} e^{-i G_{k} \delta t}-e^{-i G_{\left[1, s_{1}\right]} \delta t}\right\|+\left\|\prod_{k=s_{1}+1}^{s_{1}+s_{2}} e^{-i G_{k} \delta t}-e^{-i G_{\left[s_{1}+1, s_{1}+s_{2}\right]} \delta t}\right\| \\
& \quad+\left\|e^{-i G_{\left[1, s_{1}+s_{2}\right]} \delta t}-e^{-i G_{\left[s_{1}+1, s_{1}+s_{2}\right]} \delta t} e^{-i G_{\left[1, s_{1}\right]} \delta t}\right\|  \tag{F.42}\\
& \leq 2 \xi \sqrt{m}\|G\|\|V\| \delta t^{2}\left(s_{1} \log _{2} s_{1}+s_{2} \log _{2} s_{2}\right)+\frac{1}{2}\left\|\left[G_{\left[s_{1}+1, s_{1}+s_{2}\right]}, G_{\left[1, s_{1}\right]}\right]\right\| \delta t^{2} . \tag{F.43}
\end{align*}
$$

To bound the commutator norm, we use a modified version of Lemma 36.

Lemma 38. Given $G=H+V$ and $\left[H, U_{\text {kick }}\right]=0$, we have

$$
\begin{equation*}
\left\|\left[G_{\left[k_{0}, k_{1}\right]}, G_{\left[j_{0}, j_{1}\right]}\right]\right\| \leq 2\left(j_{1}-j_{0}+k_{1}-k_{0}+2\right) \xi \sqrt{m}\|G\|\|V\| . \tag{F.44}
\end{equation*}
$$

Proof. We have

$$
\begin{aligned}
& \left\|\left[G_{k_{0} \leq k \leq k_{1}}, G_{j_{0} \leq j \leq j_{1}}\right]\right\|=\left\|\left[\sum_{k=k_{0}}^{k_{1}} G_{k}, \sum_{j=j_{0}}^{j_{1}} G_{j}\right]\right\| \\
& \leq\left\|\left[\sum_{k=k_{0}}^{k_{1}} G_{k}, \sum_{j=j_{0}}^{j_{1}} G_{j}-\left(j_{1}-j_{0}+1\right) \sum_{\mu=1}^{m} P_{\mu} G P_{\mu}\right]\right\| \\
& +\left\|\left[\sum_{k=k_{0}}^{k_{1}} G_{k}-\left(k_{1}-k_{0}+1\right) \sum_{\mu=1}^{m} P_{\mu} G P_{\mu},\left(j_{1}-j_{0}+1\right) \sum_{\mu=1}^{m} P_{\mu} G P_{\mu}\right]\right\| \\
& =\left\|\left[\sum_{k=k_{0}}^{k_{1}} G_{k}, \sum_{j=j_{0}}^{j_{1}} V_{j}-\left(j_{1}-j_{0}+1\right) \sum_{\mu=1}^{m} P_{\mu} V P_{\mu}\right]\right\| \\
& +\left\|\left[\sum_{k=k_{0}}^{k_{1}} V_{k}-\left(k_{1}-k_{0}+1\right) \sum_{\mu=1}^{m} P_{\mu} V P_{\mu},\left(j_{1}-j_{0}+1\right) \sum_{\mu=1}^{m} P_{\mu} G P_{\mu}\right]\right\| \\
& \leq 2\left(k_{1}-k_{0}+1\right)\|G\|(\xi \sqrt{m}\|V\|)+2(\xi \sqrt{m}\|V\|)\left(j_{1}-j_{0}+1\right)\|G\| \\
& =2\left(j_{1}-j_{0}+k_{1}-k_{0}+2\right) \xi \sqrt{m}\|G\|\|V\|,
\end{aligned}
$$

where $V_{k}=U_{\text {kick }}^{\dagger k} V U_{\text {kick }}^{k}=G_{k}-H$ as mentioned above. Therefore, the lemma follows.

$$
\begin{equation*}
\left\|\prod_{k=1}^{s_{1}+s_{2}} e^{-i G_{k} \delta t}-e^{-i G_{\left[1, s_{1}+s_{2}\right]}^{\delta t}}\right\| \leq\left(2 s_{1} \log _{2} s_{1}+2 s_{2} \log _{2} s_{2}+s_{1}+s_{2}\right) \xi \sqrt{m}\|G\|\|V\| \delta t^{2} . \tag{F.45}
\end{equation*}
$$

Using this bound and an inductive argument similar to the proof of Lemma 35, we prove Lemma 37. Finally, combining Lemma 37 at $s=r$ with

$$
\begin{equation*}
\left\|e^{-i \frac{t}{r} G_{[1, r]}}-e^{-i t G_{\text {Zeno }}}\right\| \leq\left\|G_{[1, r]}-r G_{\text {Zeno }}\right\| \frac{t}{r} \leq\left\|\sum_{k=1}^{r} V_{k}-r V_{\text {Zeno }}\right\| \frac{t}{r} \leq \frac{\xi \sqrt{m}\|V\| t}{r}, \tag{F.46}
\end{equation*}
$$

we obtain Eq. (F.40).

## F. 3 A General Bound on the Trotter Error

In Sec. 8.2, we prove a bound on the simulation error under the protection from a special class of symmetry transformations $C_{k}=C_{0}^{k}$. In this section, we prove a similar, but more general, bound without making such an assumption.

Given a fixed total evolution time $t$, we first estimate the number of Trotter steps $r$ required to simulate $\exp (-i H t)$ so that the total additive error of the simulation meets a threshold $\varepsilon$. Suppose the Hamiltonian $H=\sum_{\mu=1}^{L} H_{\mu}$ is a sum of $L$ Hamiltonian terms $H_{\mu}$ such that each $e^{-i H_{\mu} \delta t}$ can be readily simulated on quantum computers. Again, we
define the following quantities

$$
\begin{align*}
\gamma & \equiv \sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L}\left\|\left[H,\left[H_{\nu}, H_{\mu}\right]\right]\right\|  \tag{F.47}\\
\beta & \equiv \sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L} \sum_{\nu^{\prime}=\nu}^{L}\left\|\left[H_{\nu^{\prime}},\left[H_{\nu}, H_{\mu}\right]\right]\right\|,  \tag{F.48}\\
\alpha & \equiv \sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L}\left\|\left[H_{\nu}, H_{\mu}\right]\right\|, \tag{F.49}
\end{align*}
$$

that are independent of $t, r$.
The first-order Trotterization approximates $\exp (-i H \delta t)$ by

$$
\begin{equation*}
S_{\delta t}=\prod_{\mu=1}^{L} e^{-i H_{\mu} \delta t} \tag{F.50}
\end{equation*}
$$

where $\prod_{\mu=1}^{L} U_{\mu} \equiv U_{L} \ldots U_{2} . U_{1}$ is an ordered product.
To get an accurate scaling of the gate count with the error tolerance, time, and the system size, we extend the approach in Ref. [77] to estimate the higher-order contributions to the total error. First, we estimate the higher-order contributions to the additive error in one Trotter step.

Lemma 39. Assuming $\beta \delta t \leq 2 \alpha$ and $\alpha^{2} \delta t \leq \gamma+\beta$, the Trotter error in approximating $U_{\delta t}=\exp (-i H \delta t)$ by $S_{\delta t}$ in Eq. (F.50) is given by

$$
\begin{equation*}
\mathcal{E}_{\delta t} \equiv U_{\delta t}-S_{\delta t}=U_{\delta t} v_{0} \frac{\delta t^{2}}{2}+\widetilde{\mathcal{V}}(\delta t) \tag{F.51}
\end{equation*}
$$

where $v_{0}$ is defined in Eq. (8.15) and $\widetilde{\mathcal{V}}(\delta t)$ is an operator bounded by

$$
\begin{equation*}
\|\widetilde{\mathcal{V}}(\delta t)\| \leq \Lambda \delta t^{3} \tag{F.52}
\end{equation*}
$$

with $\Lambda=\frac{5}{6}(\gamma+\beta)$.

Proof. From [77, Theorem 8], we have

$$
\begin{equation*}
S_{\delta t}=e^{-i H \delta t} \mathcal{T} \exp \left\{-i \int_{0}^{\delta t} d \tau_{1} \widetilde{F}\left(\tau_{1}\right)\right\} \tag{F.53}
\end{equation*}
$$

where $\mathcal{T} \exp \}$ is the time-ordered exponential,

$$
\begin{equation*}
\widetilde{F}\left(\tau_{1}\right)=e^{i \tau_{1} \mathrm{ad}}{ }_{H} \sum_{\mu=1}^{L}\left(\prod_{\nu=\mu+1}^{L} e^{-i \tau_{1} \mathrm{ad}_{H_{\nu}}} H_{\mu}-H_{\mu}\right) \tag{F.54}
\end{equation*}
$$

$\operatorname{ad}_{A} B \equiv[A, B]$, and $e^{-i \operatorname{tad}_{A}} B=e^{-i t A} B e^{i t A}$. Note that the summand in the definition of $\widetilde{F}\left(\tau_{1}\right)$ is of order $\mathcal{O}\left(\tau_{1}\right)$. Therefore, we can rewrite it as (See [77, Theorem 10] or use a direct differentiation):

$$
\begin{align*}
& \prod_{\nu=\mu+1}^{L} e^{-i \tau_{1} \mathrm{ad} H_{\nu}} H_{\mu}-H_{\mu}=-i \sum_{\nu=\mu+1}^{L} \int_{0}^{\tau_{1}} d \tau_{2} \prod_{\nu^{\prime}=\nu+1}^{L} e^{-i \tau_{1} \mathrm{ad}_{H_{\nu^{\prime}}}} e^{-i \tau_{2} \mathrm{ad} H_{\nu}}\left[H_{\nu}, H_{\mu}\right] \text { (F.55) } \\
& =-i \sum_{\nu=\mu+1}^{L}\left[H_{\nu}, H_{\mu}\right] \tau_{1}-i \sum_{\nu=\mu+1}^{L} \int_{0}^{\tau_{1}} d \tau_{2} \underbrace{\left(\prod_{\nu^{\prime}=\nu+1}^{L} e^{-i \tau_{1} \mathrm{ad}_{H_{\nu^{\prime}}}} e^{-i \tau_{2} \mathrm{ad}_{H_{\nu}}}\left[H_{\nu}, H_{\mu}\right]-\left[H_{\nu}, H_{\mu}\right]\right)}_{\equiv G_{\mu, \nu}\left(\tau_{1}, \tau_{2}\right)} \tag{F.56}
\end{align*}
$$

Again, we note that $G\left(\tau_{1}\right)=\mathcal{O}\left(\tau_{1}+\tau_{2}\right)$. Therefore, we can rewrite it (using either [77]
or a direct differentiation) as

$$
\begin{align*}
G_{\mu, \nu}\left(\tau_{1}, \tau_{2}\right)= & -i \sum_{\nu^{\prime}=\nu+1}^{L} \prod_{s=\nu^{\prime}+1}^{L} e^{-i \tau_{1} \mathrm{ad}_{H_{s}}} \int_{0}^{\tau_{1}} d \tau_{3} e^{-i \tau_{3} \mathrm{ad}_{\nu^{\prime}}}\left[H_{\nu^{\prime}},\left[H_{\nu}, H_{\mu}\right]\right] \\
& -i \frac{\tau_{2}}{\tau_{1}} \prod_{\nu^{\prime}=\nu+1}^{L} e^{-i \tau_{1} \mathrm{ad}_{H_{\nu^{\prime}}}} \int_{0}^{\tau_{1}} d \tau_{3} e^{-i \tau_{3} \frac{\tau_{2}}{\tau_{1}} \mathrm{ad}_{H_{\nu}}}\left[H_{\nu},\left[H_{\nu}, H_{\mu}\right]\right] \tag{F.57}
\end{align*}
$$

Using the triangle inequality, we have

$$
\begin{equation*}
\left\|G_{\mu, \nu}\left(\tau_{1}, \tau_{2}\right)\right\| \leq \tau_{1} \sum_{\nu^{\prime}=\nu}^{L}\left\|\left[H_{\nu^{\prime}},\left[H_{\nu}, H_{\mu}\right]\right]\right\| \tag{F.58}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\left\|\widetilde{F}\left(\tau_{1}\right)\right\| \leq \tau_{1} \sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L}\left\|\left[H_{\nu}, H_{\mu}\right]\right\|+\frac{\tau_{1}^{2}}{2} \sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L} \sum_{\nu^{\prime}=\nu}^{L}\left\|\left[H_{\nu^{\prime}},\left[H_{\nu}, H_{\mu}\right]\right]\right\| \tag{F.59}
\end{equation*}
$$

In addition, we have

$$
\begin{equation*}
e^{i \tau_{1} \mathrm{ad}_{H}}\left[H_{\nu}, H_{\mu}\right]-\left[H_{\nu}, H_{\mu}\right]=i \int_{0}^{\tau_{1}} d \tau_{2} e^{i \tau_{2} \mathrm{ad}_{H}}\left[H,\left[H_{\nu}, H_{\mu}\right]\right] . \tag{F.60}
\end{equation*}
$$

Therefore, with $v_{0}=\sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L}\left[H_{\nu}, H_{\mu}\right]$, we have

$$
\begin{align*}
\widetilde{F}\left(\tau_{1}\right)+i v_{0} \tau_{1} & =-i \sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L}\left(e^{i \tau_{1} \mathrm{ad}_{H}}\left[H_{\nu}, H_{\mu}\right] \tau_{1}-\left[H_{\nu}, H_{\mu}\right] \tau_{1}+e^{i \tau_{1} \mathrm{ad}_{H}} \int_{0}^{\tau_{1}} d \tau_{2} G_{\mu, \nu}\left(\tau_{1}, \tau_{2}\right)\right) \\
& =-i \sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L} \int_{0}^{\tau_{1}} d \tau_{2}\left(i \tau_{1} e^{i \tau_{2} \mathrm{ad}_{H}}\left[H,\left[H_{\nu}, H_{\mu}\right]\right]+e^{i \tau_{1} H} G_{\mu, \nu}\left(\tau_{1}, \tau_{2}\right)\right) \tag{F.61}
\end{align*}
$$

Expanding the time-ordered exponential, we have

$$
\begin{align*}
& \mathcal{T} \exp \left\{-i \int_{0}^{\delta t} d \tau_{1} \widetilde{F}\left(\tau_{1}\right)\right\} \\
&= \mathbb{I}-i \int_{0}^{\delta t} d \tau_{1} \widetilde{F}\left(\tau_{1}\right)-\int_{0}^{\delta t} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2} \widetilde{F}\left(\tau_{1}\right) \widetilde{F}\left(\tau_{2}\right) \mathcal{T} \exp \left\{-i \int_{0}^{\tau_{2}} d \tau_{3} \widetilde{F}\left(\tau_{3}\right)\right\}  \tag{F.62}\\
&= \mathbb{I}-\frac{\delta t^{2}}{2} v_{0}-i \int_{0}^{\delta t} d \tau_{1}\left[\widetilde{F}\left(\tau_{1}\right)+i v_{0} \tau_{1}\right] \\
&-\int_{0}^{\delta t} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2} \widetilde{F}\left(\tau_{1}\right) \widetilde{F}\left(\tau_{2}\right) \mathcal{T} \exp \left\{-i \int_{0}^{\tau_{2}} d \tau_{3} \widetilde{F}\left(\tau_{3}\right)\right\} . \tag{F.63}
\end{align*}
$$

Therefore, we have

$$
\begin{align*}
& \left\|S_{\delta t}-e^{-i H \delta t}+e^{-i H \delta t} v_{0} \frac{\delta t^{2}}{2}\right\| \\
& \leq \int_{0}^{\delta t} d \tau_{1}\left\|\widetilde{F}\left(\tau_{1}\right)+i v_{0} \tau_{1}\right\|+\int_{0}^{\delta t} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2}\left\|\widetilde{F}\left(\tau_{1}\right)\right\|\left\|\widetilde{F}\left(\tau_{2}\right)\right\|  \tag{F.64}\\
& \leq \frac{\gamma+\beta}{3} \delta t^{3}+\frac{\delta t^{4}}{8}\left(\alpha+\frac{\delta t}{2} \beta\right)^{2} \tag{F.65}
\end{align*}
$$

In particular, assuming $\beta \delta t \leq 2 \alpha$ and $\alpha^{2} \delta t \leq \gamma+\beta$, we have

$$
\begin{equation*}
\left\|\mathcal{E}_{\delta t}-U_{\delta t} v_{0} \frac{\delta t^{2}}{2}\right\| \leq \Lambda \delta t^{3} \tag{F.66}
\end{equation*}
$$

with $\Lambda=\frac{5}{6}(\gamma+\beta)$. Therefore, Lemma 39 follows.

As a result of Lemma 39, we can bound the additive error in one Trotter step:

$$
\begin{equation*}
\left\|\mathcal{E}_{\delta t}\right\| \leq \frac{\left\|v_{0}\right\|}{2} \delta t^{2}+\Lambda \delta t^{3} \tag{F.67}
\end{equation*}
$$

Therefore, we arrive at a bound for the total error for the simulation

$$
\begin{align*}
\varepsilon & =\left\|U_{t}-\prod_{k=1}^{r} C_{k}^{\dagger} S_{\delta t} C_{k}\right\|  \tag{F.68}\\
& \leq\left\|\sum_{k=1}^{r} C_{k}^{\dagger} U_{k \delta t}^{\dagger} \mathcal{E}_{\delta t} U_{k \delta t} C_{k}\right\|+\sum_{j=2}^{r}\binom{r}{j}\left\|\mathcal{E}_{\delta t}\right\|^{j}  \tag{F.69}\\
& \leq\left\|\sum_{k=1}^{r} C_{k}^{\dagger} U_{k \delta t}^{\dagger} v_{0} U_{k \delta t} C_{k}\right\| \frac{\delta t^{2}}{2}+r \Lambda \delta t^{3}+\sum_{j=2}^{r}\left(r\left\|\mathcal{E}_{\delta t}\right\|\right)^{j}  \tag{F.70}\\
& \leq\left\|\sum_{k=1}^{r} C_{k}^{\dagger} U_{k \delta t}^{\dagger} v_{0} U_{k \delta t} C_{k}\right\| \frac{\delta t^{2}}{2}+r \Lambda \delta t^{3}+2 r^{2}\left\|\mathcal{E}_{\delta t}\right\|^{2}  \tag{F.71}\\
& \leq\|\underbrace{\frac{1}{r} \sum_{k=1}^{r} C_{k}^{\dagger} U_{k \delta t}^{\dagger} v_{0} U_{k \delta t} C_{k}}_{\equiv \overline{v_{0}}}\| \frac{t^{2}}{2 r}+\Lambda \frac{t^{3}}{r^{2}}+2\left(\frac{1}{2}\left\|v_{0}\right\|+\Lambda \frac{t}{r}\right)^{2} \frac{t^{4}}{r^{2}} \tag{F.72}
\end{align*}
$$

where $U_{k \delta t}=\exp (-i H k \delta t)$ and we have assume $r\left\|\mathcal{E}_{\delta t}\right\| \leq 1 / 2$ to bound the sum over $j$. This bound again has the same feature as the bound in Theorem 10: the total error, to the lowest-order, scales with $\left\|\overline{v_{0}}\right\|$-an averaged version of $v_{0}$ under the symmetry transformations-instead of scaling with $\left\|v_{0}\right\|$. Note, however, that the definition of $\overline{v_{0}}$ here, with the addition of the transformations under $U_{k \delta t}$, is slightly different from Theorem 10.

## F. 4 Proof of Lemma 10

In this section, we prove Lemma 10, which provides a bound on the error in one Trotter step.

Proof. From [77, Theorem 8], we have

$$
\begin{equation*}
S_{\delta t}=\mathcal{T} \exp \left\{-i \int_{0}^{\delta t} d \tau_{1}\left(H+F\left(\tau_{1}\right)\right)\right\} \tag{F.73}
\end{equation*}
$$

where $\mathcal{T} \exp \}$ is the time-ordered exponential,

$$
\begin{equation*}
F\left(\tau_{1}\right)=\sum_{\mu=1}^{L}\left(\prod_{\nu=\mu+1}^{L} e^{-i \tau_{1} \mathrm{ad}_{H_{\nu}}} H_{\mu}-H_{\mu}\right) \tag{F.74}
\end{equation*}
$$

$\operatorname{ad}_{A} B \equiv[A, B]$, and $e^{-i t \operatorname{tad}_{A}} B=e^{-i t A} B e^{i t A}$. Note that the summand in the definition of $F\left(\tau_{1}\right)$ is of order $\mathcal{O}\left(\tau_{1}\right)$. Therefore, we can rewrite it as (See [77, Theorem 10] or use a direct differentiation):

$$
\begin{align*}
& \prod_{\nu=\mu+1}^{L} e^{-i \tau_{1} \mathrm{ad} \mathrm{H}_{\nu}} H_{\mu}-H_{\mu}=-i \sum_{\nu=\mu+1}^{L} \int_{0}^{\tau_{1}} d \tau_{2} \prod_{\nu^{\prime}=\nu+1}^{L} e^{-i \tau_{1} \mathrm{ad}_{H_{\nu^{\prime}}} e^{-i \tau_{2} \mathrm{ad} \mathrm{~A}_{\nu}}}\left[H_{\nu}, H_{\mu}\right] \text { (F.75) } \\
& =-i \sum_{\nu=\mu+1}^{L}\left[H_{\nu}, H_{\mu}\right] \tau_{1}-i \sum_{\nu=\mu+1}^{L} \int_{0}^{\tau_{1}} d \tau_{2} \underbrace{\left(\prod_{\nu^{\prime}=\nu+1}^{L} e^{-i \tau_{1} \mathrm{ad}_{H^{\prime}}} e^{-i \tau_{2} \mathrm{ad} \mathrm{H}_{\nu}}\left[H_{\nu}, H_{\mu}\right]-\left[H_{\nu}, H_{\mu}\right]\right)}_{\equiv G_{\mu, \nu}\left(\tau_{1}, \tau_{2}\right)} \tag{F.76}
\end{align*}
$$

We note that $G\left(\tau_{1}\right)=\mathcal{O}\left(\tau_{1}+\tau_{2}\right)$ [Recall that $\mathcal{O}()$ is the standard Bachmann-Landau big- $O$ notation.] Therefore, we can rewrite it (using either [77] or a direct differentiation) as

$$
\begin{align*}
G_{\mu, \nu}\left(\tau_{1}, \tau_{2}\right)=- & i \sum_{\nu^{\prime}=\nu+1}^{L} \prod_{s=\nu^{\prime}+1}^{L} e^{-i \tau_{1} \mathrm{ad}_{H_{s}}} \int_{0}^{\tau_{1}} d \tau_{3} e^{-i \tau_{3} \mathrm{ad}_{H_{\nu^{\prime}}}}\left[H_{\nu^{\prime}},\left[H_{\nu}, H_{\mu}\right]\right] \\
& -i \frac{\tau_{2}}{\tau_{1}} \prod_{\nu^{\prime}=\nu+1}^{L} e^{-i \tau_{1} \mathrm{ad}_{H_{\nu^{\prime}}}} \int_{0}^{\tau_{1}} d \tau_{3} e^{-i \tau_{3} \frac{\tau_{2}}{\tau_{1}} \mathrm{ad}_{H_{\nu}}}\left[H_{\nu},\left[H_{\nu}, H_{\mu}\right]\right] \tag{F.77}
\end{align*}
$$

Using the triangle inequality, we have

$$
\begin{equation*}
\left\|G_{\mu, \nu}\left(\tau_{1}, \tau_{2}\right)\right\| \leq \tau_{1} \sum_{\nu^{\prime}=\nu}^{L}\left\|\left[H_{\nu^{\prime}},\left[H_{\nu}, H_{\mu}\right]\right]\right\| . \tag{F.78}
\end{equation*}
$$

Therefore, with $v_{0}=\sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L}\left[H_{\nu}, H_{\mu}\right]$, we have

$$
\begin{equation*}
F\left(\tau_{1}\right)+i v_{0} \tau_{1}=\underbrace{-i \sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L} \int_{0}^{\tau_{1}} d \tau_{2} G_{\mu, \nu}\left(\tau_{1}, \tau_{2}\right)}_{\equiv \mathcal{F}\left(\tau_{1}\right)} \tag{F.79}
\end{equation*}
$$

Using the bound on $\left\|G_{\mu, \nu}\right\|$, we have

$$
\begin{equation*}
\left\|\mathcal{F}\left(\tau_{1}\right)\right\| \leq \tau_{1}^{2} \sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L} \sum_{\nu^{\prime}=\nu}^{L}\left\|\left[H_{\nu^{\prime}},\left[H_{\nu}, H_{\mu}\right]\right]\right\|, \tag{F.80}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left\|F\left(\tau_{1}\right)\right\| \leq \tau_{1} \underbrace{\sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L}\left\|\left[H_{\nu}, H_{\mu}\right]\right\|}_{\equiv \alpha}+\tau_{1}^{2} \underbrace{\sum_{\mu=1}^{L} \sum_{\nu=\mu+1}^{L} \sum_{\nu^{\prime}=\nu}^{L}\left\|\left[H_{\nu^{\prime}},\left[H_{\nu}, H_{\mu}\right]\right]\right\|}_{\equiv \beta} . \tag{F.81}
\end{equation*}
$$

In addition, combining Eq. (F.79) with Eq. (F.73), we have

$$
\begin{equation*}
S_{\delta t}=\mathcal{T} \exp \left\{-i \int_{0}^{\delta t} d \tau_{1}\left[H-i v_{0} \tau_{1}+\mathcal{F}\left(\tau_{1}\right)\right]\right\} \tag{F.82}
\end{equation*}
$$

with $v_{0}$ and $\mathcal{F}\left(\tau_{1}\right)$ given above.
Next, we rewrite the time-ordered exponential into a regular exponential using the Magnus expansion.

Lemma 40 (Magnus expansion [152, 205, 206]). Let $\mathcal{A}(\tau)$ be a continuous operatorvalued function defined for $0 \leq \tau \leq t$ such that $\int_{0}^{t} \mathrm{~d} \tau\|\mathcal{A}(\tau)\| \leq 1$. Then, the equality

$$
\begin{equation*}
\mathcal{T} \exp \left\{\int_{0}^{t} \mathrm{~d} \tau \mathcal{A}(\tau)\right\}=\exp \left(\sum_{j=1}^{\infty} \Omega_{j}(t)\right) \tag{F.83}
\end{equation*}
$$

holds with a convergent operator series $\sum_{j=1}^{\infty} \Omega_{j}(t)$, where

$$
\begin{equation*}
\Omega_{j}(t)=\frac{1}{j^{2}} \sum_{\sigma}(-1)^{d_{b}} \frac{1}{\binom{j-1}{d_{b}}} \int_{0}^{t} d \tau_{1} \cdots \int_{0}^{d \tau_{j-1}} d \tau_{j}\left[\mathcal{A}\left(\tau_{1}\right), \ldots\left[\mathcal{A}\left(\tau_{j-1}\right), \mathcal{A}\left(\tau_{j}\right)\right] \ldots\right] \tag{F.84}
\end{equation*}
$$

with the sum being taken over all permutations $\sigma$ of $\{1, \ldots, j\}$ and $d_{b}$ is the number of descents, i.e. pairs of consecutive numbers $\sigma_{k}, \sigma_{k+1}$ for $k=1, \ldots, j-1$ such that $\sigma_{k}>\sigma_{k+1}$, in the permutation $\sigma$. Furthermore, $\Omega_{j}(t)$ are all anti-Hermitian if $\mathcal{A}(\tau)$ is anti-Hermitian. It is worth noting that the first two $\Omega_{j}(t)$ are

$$
\begin{align*}
& \Omega_{1}(t)=\int_{0}^{t} \mathrm{~d} \tau \mathcal{A}(\tau)  \tag{F.85}\\
& \Omega_{2}(t)=\frac{1}{2} \int_{0}^{t} \mathrm{~d} \tau_{1} \int_{0}^{\tau_{1}} \mathrm{~d} \tau_{2}\left[\mathcal{A}\left(\tau_{1}\right), \mathcal{A}\left(\tau_{2}\right)\right] \tag{F.86}
\end{align*}
$$

We now use Lemma 40 to rewrite Eq. (F.82) with $\mathcal{A}(\tau)=-i[H+F(\tau)]=-i[H-$ $\left.i v_{0} \tau_{1}+\mathcal{F}\left(\tau_{1}\right)\right]:$

$$
\begin{equation*}
S_{\delta t}=\exp \left(\sum_{j=1}^{\infty} \Omega_{j}(\delta t)\right) \tag{F.87}
\end{equation*}
$$

where the first-order Magnus term is

$$
\begin{equation*}
\Omega_{1}(\delta t)=-i \int_{0}^{\delta t} d \tau_{1}\left[H-i v_{0} \tau_{1}+\mathcal{F}\left(\tau_{1}\right)\right]=-i \delta t\left[H-\frac{i}{2} v_{0} \delta t+\frac{1}{\delta t} \int_{0}^{\delta t} d \tau_{1} \mathcal{F}\left(\tau_{1}\right)\right] . \tag{F.88}
\end{equation*}
$$

To bound the higher-order terms in the Magnus expansion, we first note that

$$
\begin{align*}
\left\|\left[\mathcal{A}\left(\tau_{1}\right), \mathcal{A}\left(\tau_{2}\right)\right]\right\| & =\left\|\left[H+F\left(\tau_{1}\right), H+F\left(\tau_{2}\right)\right]\right\|  \tag{F.89}\\
& \leq 2\left(\|H\|\left\|F\left(\tau_{2}\right)\right\|+\left\|F\left(\tau_{1}\right)\right\|\|H\|+\left\|F\left(\tau_{1}\right)\right\|\left\|F\left(\tau_{2}\right)\right\|\right)  \tag{F.90}\\
& \leq 2\left(\|H\|\left(\alpha \tau_{1}+\beta \tau_{1}^{2}\right)+\|H\|\left(\alpha \tau_{2}+\beta \tau_{2}^{2}\right)+\left(\alpha \tau_{1}+\beta \tau_{1}^{2}\right)\left(\alpha \tau_{2}+\beta \tau_{2}^{2}\right)\right) \tag{F.91}
\end{align*}
$$

$$
\begin{align*}
& \leq 2\left(2\|H\|+\alpha \delta t+\beta \delta t^{2}\right)\left(\alpha \delta t+\beta \delta t^{2}\right)  \tag{000}\\
& \leq 4\left(\|H\|+\alpha \delta t+\beta \delta t^{2}\right)\left(\alpha \delta t+\beta \delta t^{2}\right) \tag{F.92}
\end{align*}
$$

for all $\tau_{1}, \tau_{2} \leq \delta t$. Similarly, for higher-order nested commutators:

$$
\begin{align*}
\left\|\left[\mathcal{A}\left(\tau_{1}\right), \ldots\left[\mathcal{A}\left(\tau_{j-1}\right), \mathcal{A}\left(\tau_{j}\right)\right] \ldots\right]\right\| & \leq 2^{j-2}\left\|\mathcal{A}\left(\tau_{1}\right)\right\| \ldots\left\|\mathcal{A}\left(\tau_{j-2}\right)\right\|\| \|\left[\mathcal{A}\left(\tau_{j-1}\right), \mathcal{A}\left(\tau_{j}\right)\right] \|  \tag{F.94}\\
& \leq 2^{j}\left(\|H\|+\alpha \delta t+\beta \delta t^{2}\right)^{j-1}\left(\alpha \delta t+\beta \delta t^{2}\right) \tag{F.95}
\end{align*}
$$

Using Lemma 40 and noting that there are $j$ ! permutations for each $j$, we can crudely
bound

$$
\begin{align*}
\left\|\Omega_{j}(\delta t)\right\| & \leq \sum_{\sigma} \int_{0}^{\delta t} d \tau_{1} \int_{0}^{d \tau_{j-1}} d \tau_{j}\left\|\left[\mathcal{A}\left(\tau_{1}\right), \ldots\left[\mathcal{A}\left(\tau_{j-1}\right), \mathcal{A}\left(\tau_{j}\right)\right] \ldots\right]\right\|  \tag{F.96}\\
& \leq j!\frac{\delta t^{j}}{j!} 2^{j}\left(\|H\|+\alpha \delta t+\beta \delta t^{2}\right)^{j-1}\left(\alpha \delta t+\beta \delta t^{2}\right)  \tag{F.97}\\
& \leq(2 \delta t)^{j}\left(\|H\|+\alpha \delta t+\beta \delta t^{2}\right)^{j-1}\left(\alpha \delta t+\beta \delta t^{2}\right) \tag{F.98}
\end{align*}
$$

for all $j \geq 2$. Define

$$
\begin{equation*}
\mathcal{V}(\delta t) \equiv \frac{1}{\delta t} \int_{0}^{\delta t} d \tau_{1} \mathcal{F}\left(\tau_{1}\right)+\frac{1}{\delta t} \sum_{j=2}^{\infty} \Omega_{j}(\delta t) \tag{F.99}
\end{equation*}
$$

we could write

$$
\begin{equation*}
S_{\delta t}=\exp [-i \delta t(H \underbrace{-\frac{i}{2} v_{0} \delta t+\mathcal{V}(\delta t)}_{\equiv V})] . \tag{F.100}
\end{equation*}
$$

It follows from the bounds on $\Omega_{j}$ above that

$$
\begin{align*}
\|\mathcal{V}(\delta t)\| & \leq \delta t^{2} \beta+(\alpha+\beta \delta t) \sum_{j=2}^{\infty}(2 \delta t)^{j}\left(\|H\|+\alpha \delta t+\beta \delta t^{2}\right)^{j-1}  \tag{F.101}\\
& \leq \delta t^{2} \beta+4 \delta t^{2}(\alpha+\beta \delta t)\left(\|H\|+\alpha \delta t+\beta \delta t^{2}\right) \sum_{j=0}^{\infty}(2 \delta t)^{j}\left(\|H\|+\alpha \delta t+\beta \delta t^{2}\right)^{j}  \tag{F.102}\\
& \leq \delta t^{2} \beta+8 \delta t^{2}(\alpha+\beta \delta t)\left(\|H\|+\alpha \delta t+\beta \delta t^{2}\right), \tag{F.103}
\end{align*}
$$

where we have assumed $\delta t\left(\|H\|+\alpha \delta t+\beta \delta t^{2}\right) \leq 1 / 4$ so that the sum over $j$ in the second
line converges. We note that this assumption also ensures that the Magnus expansion converges. The bound states that $\|\mathcal{V}(\delta t)\|$ scales with $\delta t$ as $\mathcal{O}\left(\delta t^{2}\right)$.

Assuming $\beta \delta t \leq \alpha, 2 \alpha \delta t \leq\|H\|$, and $8 \delta t\|H\| \leq 1$, we get

$$
\begin{equation*}
\|\mathcal{V}(\delta t)\| \leq \delta t^{2}(\beta+32 \alpha\|H\|) \tag{F.104}
\end{equation*}
$$

This bound completes the proof of Lemma 10. Note that the constant prefactor of our bound may be further tightened by using a stronger version of Lemma 40. Such an improvement may be especially useful for near-term implementations of quantum simulation, but a detailed discussion falls out of the scope of the current dissertation and will be left as a subject for future investigation.

## F. 5 Proof of Theorem 10

In this section, we provide more details on the proof of Theorem 10 for completeness. Using the triangle inequality

$$
\begin{align*}
\varepsilon & =\left\|\prod_{k=1}^{r} e^{-i\left(H+C_{k} V C_{k}\right) \delta t}-e^{-i H t}\right\| \\
& \leq\left\|e^{-i \bar{H}_{\text {eff }}}-e^{-i H t}\right\|+\left\|\prod_{k=1}^{r} e^{-i\left(H+C_{k} V C_{k}\right) \delta t}-e^{-i \bar{H}_{\text {eff }}}\right\|  \tag{F.105}\\
& \leq\|\bar{V}\| t+\frac{2 \xi \sqrt{m}(\|H\|+\|V\|)\|V\| t^{2} \log r}{r}  \tag{F.106}\\
& \leq \frac{t^{2}}{2 r}\left\|\overline{v_{0}}\right\|+\chi \frac{t^{3}}{r^{2}}+\frac{2 \xi \sqrt{m}\left(\|H\|+\frac{1}{2} \alpha \delta t+\chi \delta t^{2}\right)\left(\frac{1}{2} \alpha \delta t+\chi \delta t^{2}\right) t^{2} \log r}{r} . \tag{F.107}
\end{align*}
$$

Since $\chi=\beta+32 \alpha\|H\|, \chi \delta t=\beta \delta t+32 \alpha\|H\| \delta t \leq 5 \alpha$ (assuming $\beta \delta t \leq \alpha$ and $8\|H\| \delta t \leq 1$ ). Therefore, we could upper bound

$$
\begin{equation*}
\left(\|H\|+\frac{1}{2} \alpha \delta t+\chi \delta t^{2}\right)\left(\frac{1}{2} \alpha \delta t+\chi \delta t^{2}\right)<6(\|H\|+6 \alpha \delta t) \alpha \delta t \leq 24\|H\| \alpha \frac{t}{r}, \tag{F.108}
\end{equation*}
$$

where we have also used the assumption that $2 \alpha \delta t \leq\|H\|$. Therefore, we have

$$
\begin{equation*}
\varepsilon \leq \frac{t^{2}}{2 r}\left\|\overline{v_{0}}\right\|+\chi \frac{t^{3}}{r^{2}}+\underbrace{48 \xi \sqrt{m} \alpha\|H\|}_{\equiv \kappa} \frac{t^{3} \log r}{r^{2}} . \tag{F.109}
\end{equation*}
$$

This completes the proof of Theorem 10.
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[^0]:    ${ }^{1}$ Quantum computing with trapped ions usually uses resonant addressing and real excitations of the motional modes [51]. On the other hand, for one-dimensional chains of trapped ions, the off-resonant addressing scheme, which results in spin models with tunable approximately-power-law couplings $(\alpha \in$ $[0,3])$, is popular among recent analog quantum simulation experiments (For example, see Ref. [52]).

[^1]:    ${ }^{2}$ Because only the total accumulated phase matters in choosing the evolution time, we also expect the protocol to be robust against experimental errors such as uncertainties in the positions of individual particles: If the position of each particle is known up to a precision $\varepsilon \ll 1$, the total worst-case error in the accumulated phase scales as $t\left(r_{1}^{2 d} / r^{\alpha}\right) \times(\varepsilon / r)$, with $r_{1}$ being the length of each hypercubes and $r$ being the minimum distance between them. The result is a relative phase error proportional to $\varepsilon / r$, which becomes smaller and smaller as the distance between the hypercubes increases. Moreover, we expect the relative error to be even smaller in the commonly occurring situation when uncertainties in the positions are uncorrelated between different particles

[^2]:    ${ }^{1}$ See Eq. (6) of Ref. [88]

[^3]:    ${ }^{2}$ Refs. $[137,146,147,148]$ assumed that the drive is a sum of local terms.

[^4]:    ${ }^{3}$ While our results are derived considering a simple square lattice, we believe that it is not difficult to extend them to other regular lattices.

[^5]:    ${ }^{4}$ We note that the approach in Ref. [21] also gives the effective Hamiltonian that generates the evolution from $A$ to $A_{M}$, which is more useful than the technique presented here when knowing such a Hamiltonian is important, e.g. in digital quantum simulation.

[^6]:    ${ }^{1}$ Refs. [2, 3, 4] took into account the commutativity between some interaction terms in the Hamiltonian of a nearest-neighbor interacting system. Without this commutativity, the gate count would be $\mathcal{O}\left(n^{3} t^{2}\right)$ [5, 6]

[^7]:    ${ }^{2}$ For interactions of maximum range $R$, we can group $\lceil(R+1) / 2\rceil$ consecutive sites into distinct blocks such that the Hamiltonian consists of only interactions between nearest-neighbor blocks. The error analysis for using the first-order product formula to simulate such a system would follow from our analysis for simulating nearest-neighbor interactions. Note, however, that we assume that the exact simulation of the evolution of each constant-size block requires only a constant amount of elementary gates.

[^8]:    ${ }^{3}$ While it is common in practice to divide the evolution into even time slices, our interpretation of Eq. (7.3) as a sum of the same vector $\delta$ rotated by different angles suggests that we can also achieve destructive error interference even if the slices are uneven.

[^9]:    ${ }^{1}$ In most quantum computer architectures, implementing one Trotter step costs the same amount of gates regardless of the time step $\delta t$. Here, we also assume that the cost of implementing each symmetry transformation is negligible compared to the simulation circuit. Therefore, given a fixed $n$, the Trotter number $r$ is proportional to the gate count of the simulation.

