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In Chapter 3, we study three-body loss in Rydberg polaritons. Despite past theoretical and experimental studies of the regime with dispersive interaction, the dissipative regime is still mostly unexplored. Using a renormalization group technique to solve the quantum three-body problem, we show how the shape and strength of dissipative three-body forces can be universally enhanced for Rydberg polaritons. We demonstrate how these interactions relate to the transmission through a single-mode cavity, which can be used as a probe of the three-body physics in current experiments.

The high level of control of the synthetic quantum systems behind WQED offers many inspirations for theoretical studies. In Chapter 4 of this dissertation, we explore a new direction of scattering theory motivated by the controllability of dispersion relations in synthetic quantum systems. We study single-particle scattering in one dimension when the dispersion relation is $\epsilon(k)= \pm|d| k^{m}$, where $m \geq 2$ is an integer. For a large class of interactions, we discover that the $S$-matrix evaluated at an energy $E \rightarrow 0$ converges to a universal limit that is only dependent on $m$. We also give a generalization of Levinson's theorem for these more general dispersion relations in WQED systems.
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## Chapter 1: Introduction

### 1.1 Background

Quantum mechanics is a set of physical laws that govern the world of very small particles at very low energies. It portrays a fundamentally probabilistic world, where a single object can be in two places at once - superposition - and where two objects in remote locations can have classically unattainable correlations-entanglement. Photons, which are elementary particles of light, have been a prototypical system for the discovery and testing of quantum mechanics. Early experiments on the photoelectric effect and double-slit interference helped establish the concept of wave-particle duality in quantum mechanics. In the early 70s and 80s [5, 57], quantum entanglement was first tested experimentally using photons generated from atomic cascades.

The development of quantum mechanics has brought about revolutionary ideas to upgrade our computation and communication methods, which are today based on classical mechanics. By replacing the classical machines with quantum tools, certain information processing tasks are moderately or exponentially improved, the most notable of which is Shor's algorithm for factoring [137]. The easily accessible quantum characteristics have made photons a key player in the development of quantum technologies, including sensing, imaging, communications, simulation, and computation. The extremely weak interactions between photons make them perfect carriers of classical and quantum information. And single-qubit operations on photons can be easily
performed with incredibly high fidelity. Many of the cornerstone protocols of quantum information science were first realized optically, including teleportation [23, 164] and cryptography $[16,85,158,163]$. The generation and manipulation of non-classical light has enabled single-photon switches and transistors [7, 35, 155], quantum circulators [132], isolators [131], and long-distance quantum state transfer [161, 172]. On one hand, it is possible in principle to design all-photonic quantum computers using measurements and linear operations $[23,26,118,119]$. On the other hand, photons are used as the "flying qubits" to connect quantum computers at different locations and enable distributed processing $[128,138]$.

Despite the advantages, there are still a few difficulties when employing photons for quantum information technologies. In communication networks, quantum information carried by the "messenger" photons needs to be transferred to stationary qubits for computation and storage, but existing conversion methods used for classical signals are inefficient at the few-photon level. The extremely weak interactions of free photons are an advantage for information transmission, but also make the construction of deterministic two-photon gates difficult, and pose an obstacle to building a practical universal all-photonic quantum computer [150]. These difficulties have motivated scientists in the fields of quantum optics, condensed-matter physics, and atomic physics to build systems where photons are strongly coupled to local emitters. In this setup, quantum information can be transferred from the flying photons to the emitters acting as stationary qubits in a quantum computer; and multi-qubit gates between photons become possible as nonlinearities of the emitters induce nonlinearities between single photons.

Examples of such systems include photonic-crystal waveguides coupled to atoms [3, 62, 63, 76, 80] and solid-state emitters [75, 103, 139], free-space photons propagating through dense Rydberg atomic clouds [54, 122], optical nanofibers coupled to
atoms [39, 61, 131, 132, 140, 141, 144], transmission lines coupled to superconducting qubits [44, 160], and metallic nanowires coupled to NV centers [78] and quantum dots [2]. Despite the different nature of the platforms, many of these systems can be described using the same theoretical framework called waveguide quantum electrodynamics (WQED). The high level of control in experimental WQED systems makes them both a toolbox for quantum technologies and a playground for studies of other less controllable or accessible quantum systems.

In the next section, we provide an overview of the results presented in this dissertation.

### 1.2 Outline of dissertation

In this dissertation, we theoretically explore a few directions of scattering theory motivated by the features and capabilities of experimental WQED systems. We focus on illustrating universal scattering properties independent of the details of the WQED system, or even applicable to general scattering systems beyond WQED.

In Chapters 2 and 3, we explore the role of dissipation in scattering theory. Dissipation is an inevitable ingredient of many synthetic quantum systems and is a source of error in quantum information applications. Despite its important role in experimental systems, the implications of dissipation in scattering theory have not been fully explored. In Chapter 2, we discuss our discovery of the dissipation-induced bound states in a WQED system where propagating photons interact with N twolevel atoms. These bound states can be calculated from an effective spin model, and their existence relies on dissipation in the system. The appearance of these bound states is in a one-to-one correspondence with zeros in the single-photon transmission and with divergent bunching in the second-order photon-photon correlation function.

We also formulate a dissipative version of a key index theorem in quantum scattering theory known as Levinson's theorem - which relates the scattering phases to the number of bound states. This theorem allows a direct experimental measurement of the number of bound states using the measured transmission phases.

In Chapter 3, we continue our discussion of dissipation in the three-body scattering of Rydberg polaritons. Rydberg polaritons provide an example of a rare type of system where three-body interactions can be as strong as or even stronger than twobody interactions. The three-body interactions can be either dispersive or dissipative, with both types possibly giving rise to exotic, strongly-interacting, and topological phases of matter. Despite past theoretical and experimental studies of the regime with dispersive interaction, the dissipative regime is still mostly unexplored. Using a renormalization group technique to solve the quantum three-body problem, we show how the shape and strength of dissipative three-body forces can be universally enhanced for Rydberg polaritons. We demonstrate how these interactions relate to the transmission through a single-mode cavity, which can be used as a probe of the three-body physics in current experiments.

The high level of control of synthetic quantum systems behind WQED offers many inspirations for theoretical studies. In Chapter 4, we explore single-particle scattering in one dimension when the dispersion relation is $\epsilon(k)= \pm|d| k^{m}$, where $m \geq 2$ is an integer. We study WQED scattering problems in which a single-particle in a onedimensional waveguide scatters off of an inhomogeneous, discrete set of sites locally coupled to the waveguide. For a large class of these problems, we rigorously prove that, when there are no bright zero-energy eigenstates, the $S$-matrix evaluated at energy $E \rightarrow 0$ converges to a universal limit that is only dependent on $m$. We also give a generalization of Levinson's theorem to scattering off emitters for these more general dispersion relations.

In the remaining sections of Chapter 1, we review a few topics to better clarify the context and motivations of the problems studied in the later chapters. In Sec. 1.3, we give a brief discussion of the enhancement of photon-emitter interactions in WQED systems. In Sec. 1.4, we provide a formal introduction to scattering theory. In Sec. 1.5, we discuss universality in traditional scattering theory, a concept that motivates our studies of WQED systems in the later chapters.

### 1.3 Waveguide quantum electrodynamics (WQED)

In this section, we provide a brief and heuristic explanation of the principles behind strong photon-emitter couplings and single-photon nonlinearities in typical WQED systems. The goal of the experiment is to coerce a single mode of the electromagnetic field and a quantum emitter (or an ensemble of emitters) to preferentially exchange an excitation. For a single emitter, the figure of merit is given by the optical depth [141]:

$$
\begin{equation*}
O D=\frac{A_{\mathrm{emitter}}}{A_{\mathrm{mode}}} \sim \frac{\Gamma}{\Gamma^{\text {tot }}}, \tag{1.1}
\end{equation*}
$$

where $A_{\text {emitter }}$ is the "area" of the emitter representing its resonant scattering crosssection. $A_{\text {mode }}$ is the waist area of the photon mode of interest and measures how tightly confined the photon mode is in the transverse direction. The optical depth can also be understood as the ratio between the decay rate of the emitter to the desired photon mode $\Gamma$ and all photon modes $\Gamma^{t o t}$.

The value of $O D$ measures the strength of the coupling between the photon and a single emitter. A large $O D$ can be achieved by either increasing $A_{\text {emitter }}$ or reducing $A_{\text {mode }}$. To increase the size of the atoms, one can use large "artificial atoms" such
as superconducting qubits. $A_{\text {mode }}$ can be reduced by tight confinement of the photon mode of interest. For example, optical photons can be focused to a narrow beam waist by a lens with a large numerical aperture, or by being sent through a narrowwidth optical nanofiber [141]. Once a strong coupling is achieved between a single photon and a single emitter, photon-photon nonlinearities can be induced from the nonlinearity of the emitter.

### 1.3.1 Rydberg ensembles

Another approach to achieving strong photon-emitter coupling is to use an atomic ensemble, which in some cases can be effectively seen as a giant atom. Assuming that the photon field is uniform across a dense atomic cloud with a size much smaller than the resonant wavelength, the optical depth is enhanced by the number of atoms $N$ :

$$
\begin{equation*}
O D=\frac{A_{\text {emitter }}}{A_{\text {mode }}} N . \tag{1.2}
\end{equation*}
$$

In this case, because the single-atom coupling to light is still weak, a single-atom nonlinearity cannot induce strong nonlinear interactions between photons. The way to achieve strong photon-photon interactions is to couple light to high-lying atomic states (Rydberg levels) using a second, stronger laser field. Because of the strong long-range interactions between atoms in the Rydberg level, no more than a single Rydberg excitation can be present in the atomic cloud, which leads to a strong effective nonlinear interaction between the incoming photons. In Chapter 3, we study dissipative three-photon nonlinearities in such systems.

### 1.4 Introduction to scattering theory

In this section, we follow Ref. [152] and review some basic concepts in scattering theory. Even though the results presented in this thesis focus on waveguide QED systems in 1D, in this section we will discuss scattering in $1 \mathrm{D}, 2 \mathrm{D}$, and 3 D . The reason is that we want to prepare for a discussion that involves different dimensions in a later section. Specifically, in Sec. 1.5, we will use the different universal scattering behaviors in different dimensions to motivate the work presented in Chapter 4.

The discussion in this chapter focuses on potential scattering with a quadratic dispersion relation, but the formal definitions can be generalized to other types of interactions and dispersion relations. For simplicity, we set $\hbar=1$ and the mass of the particle to be $1 / 2$. The state vector $|\psi(t)\rangle$ satisfies the time-dependent Schrödinger equation:

$$
\begin{equation*}
i \frac{d}{d t}|\psi(t)\rangle=H|\psi(t)\rangle \tag{1.3}
\end{equation*}
$$

The Hamiltonian $H$ has the form $H=H^{0}+V$, where $H^{0}$ is the kinetic energy of a free particle, and $V$ represents some local potential.

The energy eigenstates of $H_{0}$ are given by the momentum eigenstates $|\boldsymbol{k}\rangle$. Define $U(t) \equiv \exp (-i H t)$ and $U_{0}(t) \equiv \exp \left(-i H_{0} t\right)$. Every $|\boldsymbol{k}\rangle$ corresponds to the eigenstates of the full Hamiltonian $H$ with energy $E=|\boldsymbol{k}|^{2}$ through the Møller wave operators $\Omega_{ \pm}:$

$$
\begin{align*}
\left|\psi_{\boldsymbol{k}}^{ \pm}\right\rangle & =\Omega_{ \pm}|\boldsymbol{k}\rangle  \tag{1.4}\\
\Omega_{ \pm} & \equiv \lim _{t \rightarrow \mp \infty} U(t)^{\dagger} U^{0}(t) \tag{1.5}
\end{align*}
$$

The Møller operators are isometric and satisfy

$$
\begin{equation*}
\Omega_{ \pm}^{\dagger} \Omega_{ \pm}=1 \tag{1.6}
\end{equation*}
$$

The sign $\pm$ in $\left|\psi_{k}^{ \pm}\right\rangle$represents the specific boundary condition of the scattering state: far away from the interaction region in the incoming/outgoing direction, $\left|\psi_{\boldsymbol{k}}^{ \pm}\right\rangle$is identical to a free particle with momentum $\boldsymbol{k} .\left|\psi_{\boldsymbol{k}}^{ \pm}\right\rangle$are called scattering states and they satisfy the following orthogonality relations:

$$
\begin{equation*}
\left\langle\psi_{\boldsymbol{k}}^{ \pm} \mid \psi_{\boldsymbol{k}^{\prime}}^{ \pm}\right\rangle=\delta\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right) . \tag{1.7}
\end{equation*}
$$

In general, there may exist eigenstates $\left|\psi_{i}\right\rangle$ of $H$ that are not connected to any momentum state $|\boldsymbol{k}\rangle$ through the Møller operators. Here, $i=1,2, \ldots N_{B}$ is the label of the bound states and $N_{B}$ is the total number of bound states. The wavefunctions of bound states are localized around the region of interaction and their energies form a discrete spectrum of $H$ that is generically below 0 , i.e. below the scattering threshold. The orthogonality relations between the bound states and scattering states are given by

$$
\begin{equation*}
\left\langle\psi_{\boldsymbol{k}}^{ \pm} \mid \psi_{i}\right\rangle=0, \quad\left\langle\psi_{i} \mid \psi_{j}\right\rangle=\delta_{i j} \tag{1.8}
\end{equation*}
$$

The bound states together with the scattering states $\left\{\psi_{\boldsymbol{k}}^{+}\right\}\left(\left\{\psi_{\boldsymbol{k}}^{-}\right\}\right)$form a complete eigenbasis of $H$ :

$$
\begin{equation*}
H=\int_{-\infty}^{+\infty} d \boldsymbol{k}|\boldsymbol{k}|^{2}\left|\psi_{\boldsymbol{k}}^{ \pm}\right\rangle\left\langle\psi_{\boldsymbol{k}}^{ \pm}\right|+\sum_{i=1}^{N_{B}} E_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| . \tag{1.9}
\end{equation*}
$$

### 1.4.1 S-matrix

In scattering theory, we are often interested in the transition amplitudes between the incoming and outgoing free particles instead of the shapes of the scattering eigenstates in the interaction region. To calculate these transition amplitudes, let us illustrate the relation between an incoming/outgoing wavefunction prepared far away from the scattering center and the actual solution of the time-dependent Schrödinger equation given by Eq. (1.3).

The general solution of Eq. (1.3) has the form $|\psi(t)\rangle=U(t)|\psi\rangle$, where $U(t)$ is the time evolution operator and $|\psi\rangle$ is any normalized wavefunction. Define a normalized wave packet $\left|\phi_{i n}\right\rangle$ centered around momentum $\boldsymbol{k}_{i n}$ and $\left|\psi_{i n}^{+}\right\rangle \equiv \Omega_{+}\left|\phi_{i n}\right\rangle$. Using Eq. (1.5), we have

$$
\begin{equation*}
U(t)\left|\psi_{i n}^{+}\right\rangle-U^{0}(t)\left|\phi_{i n}\right\rangle \xrightarrow[t \rightarrow-\infty]{ } 0 \tag{1.10}
\end{equation*}
$$

which means that the wave packet $U(t)\left|\psi_{i n}^{+}\right\rangle$looks identical to the freely propagating state $U^{0}(t)\left|\phi_{\text {in }}\right\rangle$ when $t \rightarrow-\infty$. Similarly, if $\left|\phi_{\text {out }}\right\rangle$ is a normalized wave packet centered around momentum $\boldsymbol{k}_{\text {out }}$, then the wave packet $U(t)\left|\psi_{\text {out }}^{-}\right\rangle \equiv \Omega_{-}\left|\phi_{\text {out }}\right\rangle$ would look identical to $U^{0}(t)\left|\phi_{\text {out }}\right\rangle$ when $t \rightarrow+\infty: U(t)\left|\psi_{\text {out }}^{-}\right\rangle-U^{0}(t)\left|\phi_{\text {out }}\right\rangle \xrightarrow[t \rightarrow+\infty]{\longrightarrow} 0$.

The transition amplitude between an incoming state that takes the shape of $U_{0}(t)\left|\phi_{\text {in }}\right\rangle$ at time $t \rightarrow-\infty$ to an outgoing state that takes the shape of $U_{0}(t)\left|\phi_{\text {out }}\right\rangle$ at time $t \rightarrow+\infty$ would simply be given by

$$
\begin{equation*}
\left\langle\psi_{\text {out }}^{-} \mid \psi_{\text {in }}^{+}\right\rangle \equiv\left\langle\phi_{\text {out }}\right| \mathcal{S}\left|\phi_{\text {in }}\right\rangle, \tag{1.11}
\end{equation*}
$$

where the scattering operator $\mathcal{S}$ is defined as

$$
\begin{equation*}
\mathcal{S}=\Omega_{-}^{\dagger} \Omega_{+} \tag{1.12}
\end{equation*}
$$

Because energy is a conserved quantity, if the incoming state has a well-defined energy $E$, the outgoing state must also have the same energy $E$. We can define the scattering matrix $S(E)$ for $E>0$ as the projection of the scattering operator $\mathcal{S}$ onto the subspace of eigenstates with energy $E$. In the following, we discuss the representation of the S-matrix in different dimensions and define the S -wave scattering phases. The purpose of introducing these quantities is to prepare for the discussion of the universal limits of the S-matrix in Sec. 1.5.4, which serves as the motivation to the work in Sec. 4.

Let us assume that the particle mass is still given by $1 / 2$. In 1 D , any energy $E>0$ would correspond to two degenerate momenta $k=\sqrt{E}, k=-\sqrt{E}$. In the momentum basis $\{|k=\sqrt{E}\rangle,|k=-\sqrt{E}\rangle\}, S(E)$ can be written as a $2 \times 2$ matrix. We can also represent the S-matrix in the symmetric and antisymmetric basis $\left\{\frac{1}{\sqrt{2}}(|k=\sqrt{E}\rangle \pm\right.$ $|k=-\sqrt{E}\rangle)\}$, which are labelled by $l=0$ and $l=1$, respectively.

In 2D and higher dimensions, it is inconvenient to use the momentum eigenstates as the basis states for the S-matrix because there are uncountably many momentum eigenstates at the same energy $E>0$. It is more convenient to choose the discrete eigenstates of the angular momentum operator as the basis states. In 2 D and 3 D , the angular momentum eigenbasis can be labelled by two integers: $l$ and $m_{l}$, where $l=0,1,2, \ldots$ is called the angular momentum quantum number and $m_{l}$ the magnetic quantum number. In both 2 D and $3 \mathrm{D}, l=0$ represents states that do not have any angular dependence, i.e. non-rotating; and $m_{l}=0$ when $l=0$. When $l \geq 1$, the magnetic quantum number $m_{l}= \pm 1$ describes the direction of rotation in 2 D and
$m_{l}=-l,-l+1, \ldots l-1, l$ describes the orbital orientation in space. The S-matrix $S(E)$ in both 2D and 3D can be written as an infinite dimensional matrix linking the transmission and refection coefficients between states at energy $E$ with different angular momentum and magnetic quantum numbers. For all three dimensions, we refer to the $l=0$ eigenstates as S -wave.

For simplicity of discussion, we assume that in 1D (2D/3D), the interaction is (rotationally/spherically) symmetric. States with different angular momentum or magnetic quantum numbers would decouple from each other in the scattering process, and the S-matrix projected to each of the angular momentum channels is represented by a single complex number. Let $S_{D}^{0}(E)$ denote the scattering matrix for the S-wave $(l=0)$ channel in dimension $D=1,2,3$. We can define the $S$-wave scattering phase $\delta_{D}(E)$ in dimension $D=1,2,3$ via $S_{D}^{0}(E) \equiv \exp \left(2 i \delta_{D}(E)\right)$.

### 1.5 Universality in few-body scattering

After the introduction to scattering theory in the last section, we are ready to review some universal relations in few-body scattering that motivate the studies in later chapters of this dissertation. We assume that particles have quadratic dispersion relations and their interactions are short-range.

Universality describes the phenomenon when a large class of systems has the same properties independent of the details of each system, and quantitative features of certain physical observables can be deduced from a finite number of parameters common to the definition of the systems. In a narrower definition, universality in the studies of low-energy scattering theory, statistical mechanics, and condensed matter physics often refers to situations when systems very different at short distances have identical long-distance behavior.

### 1.5.1 Low-energy universality

One of the most important universal phenomena in scattering theory is that the low-energy scattering properties are primarily decided by $a$ - the scattering length [15, 24, 25]. By low-energy, we mean that the de Broglie wavelength of the particle is much larger than the range of interactions. a plays an important role both in few-body and many-body systems. It determines the properties of a many-body system if the constituents of the system have not only sufficiently low energies but also separations that are large compared to the range of interaction. A classic example is the interaction energy per particle in the ground state of a sufficiently dilute homogeneous Bose-Einstein condensate:

$$
\begin{equation*}
\mathcal{E} / n \approx \frac{2 \pi}{m} a n \tag{1.13}
\end{equation*}
$$

where $m$ is the mass of a single boson, $\mathcal{E}$ and $n$ are the energy density and number density, respectively. The dilute Bose-Einstein condensate is a perfect illustration of universality: the constituents may have completely different internal structures and interactions, but the many-body systems will have the same microscopic behavior if their scattering lengths are the same.

### 1.5.2 Effective field theory

Generically, the scattering length $a$ is comparable to the range of the interaction: $|a| \sim r_{s}$; and universality is a perturbative weak-coupling phenomenon where $a$ plays the role of a coupling constant. Universal properties can be calculated as expansions in the dimensionless combination $a \kappa$, where $\kappa$ is an appropriate wave number variable. To describe the scattering process of more than two particles, or to a precision that is
higher-order in $a \kappa$, additional parameters may be needed to characterize the scattering process. Nevertheless, the low-energy scattering to any given precision in orders of $a \kappa$ can be captured by a certain number of constant parameters, irrespective of the details of the finite-range interactions. This suggests that we can write down an effective theory with only contact interactions characterized by a few constants to reproduce the scattering process in the original system to any precision we want. This is the idea of effective field theory. At sufficiently low energies, the most general Lagrangian in 3D with contact interactions may be written as [74]

$$
\begin{equation*}
\mathcal{L}=\psi^{\dagger}\left(i \partial_{t}+\frac{\nabla^{2}}{2 m}\right) \psi-\frac{C_{0}}{2}\left(\psi^{\dagger} \psi\right)^{2}-\frac{D_{0}}{6}\left(\psi^{\dagger} \psi\right)^{2}+\ldots, \tag{1.14}
\end{equation*}
$$

where the dots represent higher-order-derivative terms that are suppressed at low energies. The strength of the two-body interaction $C_{0}$ is determined from the scattering length $a$, while $D_{0}$ depends on three-body scattering. In Chapter 3, we apply the idea of effective field theory to Rydberg polaritons and derive dissipative two-body and three-body interaction parameters. These parameters are fed into an effective singlecavity transmission model, which can be used to probe the dissipative three-body physics of the Rydberg polariton system.

### 1.5.3 Divergent scattering length and the emergence of bound states

In exceptional cases, the scattering length $a$ can be much larger in magnitude than the range of the interaction: $|a| \gg r_{s}$. During a continuous tuning of parameters, this happens when a new bound state is about to appear from the scattering threshold, or when there exists a shallow bound state. If it is the latter case, the energy of the shallow bound state is $-\frac{1}{m a^{2}}$, where $m$ is the mass of the particle and $\hbar=1$. The nonperturbative dependence of the bound-state energy on $a$ reflects the fact that
universality in the case of large scattering length is a nonperturbative strong-coupling phenomenon. We comment that the phenomenon that the bound states generically emerge from the scattering threshold is a consequence of the Hermitian nature of the Hamiltonian. In Chapter 4, we illustrate that, in dissipative systems, new bound states may emerge from the continuum spectrum instead of from the scattering threshold. And instead of corresponding to a divergent scattering length, the appearance of a dissipative bound state in the system corresponds to zero transmission at the energy of the emerging bound state.

In the three-body sector, a remarkable nonperturbative universal phenomenon in the resonant limit $a \rightarrow \pm \infty$ is the Efimov effect [25, 49]. For three identical bosons interacting in 3D, there are infinitely many arbitrarily-shallow three-body bound states with binding energies $E_{T}^{(n)}$ that have an accumulation point at $E=0$. As the threshold is approached, the ratio of the binding energies of successive states approaches a universal constant:

$$
\begin{equation*}
E_{T}^{(n+1)} / E_{T}^{(n)} \rightarrow 1 / 515.03 \quad \text { as } \quad n \rightarrow \infty \quad \text { with } \quad a= \pm \infty . \tag{1.15}
\end{equation*}
$$

The universal ratio in this equation is independent of the details of the short-range interactions between the particles.

### 1.5.4 Dimensionality and zero-energy scattering

The inspiration that motivated Chapter 4 is an implicit assumption behind the construction of low-energy universality - the scattering phase goes to a universal limit when $E \rightarrow 0$. As we illustrate soon, the scattering length $a$ corresponds to the coefficient of the first-order Taylor expansion of the scattering phase $\delta_{D}\left(k^{2}\right)$ in $k=\sqrt{E}$ around $z=0$. Without the fact that $\delta_{D}\left(k^{2}\right)$ goes to a limit independent of the details
of the interaction at zero energy, the low-energy scattering theory would not be written as a perturbative expansion in $k$.

To illustrate this point, let us provide the definitions of the scattering length $a$ and the effective range $r_{s}$ in different dimensions. For simplicity, in 1D, we consider symmetric interactions, while in 2D and 3D, we consider rotationally/spherically symmetric interactions. In the center-of-mass coordinates, let $\boldsymbol{r}=\boldsymbol{r}_{1}-\boldsymbol{r}_{2}$ represent the relative coordinates of the two particles at $\boldsymbol{r}_{1}, \boldsymbol{r}_{2}$. The relative motion of the two particles with interaction $V\left(\boldsymbol{r}_{1}-\boldsymbol{r}_{2}\right)$ can be mapped to single-particle scattering with potential $V(\boldsymbol{r})$. In Section 1.4.1, we have defined the S -wave scattering phase $\delta_{D}(E)$ in potential scattering in dimensions $D=1,2,3$. The energy $E$ in the potential scattering model corresponds to the kinetic energy of the two particles in a co-moving frame where the total momentum is 0 . We assume that in the model of single-particle potential scattering, the mass of the particle is $1 / 2$, hence the kinetic energy is $E=\boldsymbol{k}^{2}$, where $\boldsymbol{k}$ is a momentum vector in dimension $D$.

Defining $k=\sqrt{E}$, in 2D and 3D $(D=2,3)$, the scattering length $a$ and the effective range $r_{s}$ are defined via

$$
\begin{equation*}
k \cot \delta_{D}\left(k^{2}\right)=-\frac{1}{a}+\frac{1}{2} r_{s} k^{2}+O\left(k^{4}\right)+\ldots \tag{1.16}
\end{equation*}
$$

On the other hand, in $1 \mathrm{D}[10]^{1}$,

$$
\begin{equation*}
k \tan \delta_{1}\left(k^{2}\right)=\frac{1}{a}-\frac{1}{2} r_{s} k^{2}+O\left(k^{4}\right)+\ldots \tag{1.17}
\end{equation*}
$$

Why is the definition of $a$ different in 1D compared to higher dimensions? The reason

[^0]that the zero-energy limits of the scattering phase are different in different dimensions:
\[

\delta_{D}\left(0^{+}\right) \equiv \lim _{E \rightarrow 0^{+}} \delta_{D}(E)=\left\{$$
\begin{array}{ll}
0 & D=2,3  \tag{1.18}\\
\frac{\pi}{2} & D=1
\end{array}
$$ .\right.
\]

Using Eq. (1.18), Eqs. (1.16) and (1.17) can be written in the same form:

$$
\begin{equation*}
k \cot \left(\delta_{D}\left(k^{2}\right)-\delta_{D}\left(0^{+}\right)\right)=-\frac{1}{a}+\frac{1}{2} r_{s} k^{2}+O\left(k^{4}\right)+\ldots \tag{1.19}
\end{equation*}
$$

Using the Taylor expansion of the cotangent function and keeping the lowest-order term in $k$, we obtain

$$
\begin{equation*}
\delta_{D}\left(k^{2}\right)-\delta_{D}\left(0^{+}\right)=-a k+o\left(k^{2}\right), \tag{1.20}
\end{equation*}
$$

which demonstrates that $-a$ corresponds to the lowest-order Taylor expansion of $\delta_{D}\left(k^{2}\right)$ in $k$ around zero energy.

Eq. (1.20) illustrates the origin of the existence of low-energy universality. If we accept the premise that $\delta_{D}\left(k^{2}\right)$ is a well-behaved function of the wavevector $k$, then as long as $\delta_{D}\left(k^{2}\right)$ has a fixed point independent of the details of the system, i.e. a universal limit at a certain energy, Taylor expansion can be naturally computed around that fixed point. It is guaranteed that, when energy is close enough to the fixed point, the scattering properties are primarily dependent on the first-order Taylor coefficient, i.e. the scattering length.

Why is the universal zero-energy limit of the scattering phase different in different dimensions? This difference is associated with the behavior of the density of states at zero energy: when $E \rightarrow 0$, the density of states diverges $\sim E^{-1 / 2}$ in 1D, goes to a constant in 2D, and vanishes in 3D. This observation motivates us to ask the
following question: what happens to the zero-energy limit of the S-matrix if the density of states diverges in 1D even faster than with a quadratic dispersion relation? In Chapter 4, we provide an answer to this question. The high level of control in WQED systems allows dispersion relations to be tuned, providing a way to test our theory experimentally.

## Chapter 2: Single-photon bound states in atomic ensembles

Work in this chapter was published in Ref. [165].

### 2.1 Introduction

Systems of strongly interacting photons are important for scaling up quantum computers and networks [102]. The generation and manipulation of non-classical light enable single-photon switches and transistors [7, 35, 155], quantum circulators [132], isolators [131], and long-distance quantum state transfer [161, 172]. Understanding few-body physics in systems of strongly interacting photons helps reveal the emergent many-body physics in these systems [114], including quantum phase transitions of light [53, 71].

To characterize the quantum states of light produced in these systems, experiments often probe single-photon transmission and multi-photon statistics. In this chapter, we construct an effective spin model to solve for the single-photon transmission through ensembles of atoms exhibiting cooperative light scattering effects. This spin model is characterized by the presence of single-photon bound states, whose wavefunction is a hybridized single-excitation between light and matter that is localized in space. The bound states correspond directly to zeros in the transmission coefficient and are associated with an analogue of Levinson's theorem [46, 168, 169] for interacting atom-photon systems. In the two-photon transmission, we show that
these zeros in the transmission lead to divergent bunching of the light due to the presence of effective photon-photon interactions in these systems.

Our results and their generalizations can be applied to many systems in which strong interaction between propagating photons is realized. These include photoniccrystal waveguides coupled to atoms $[3,62,63,76,80]$ and solid-state emitters [75, 103, 139], free-space photons propagating through dense Rydberg atomic clouds [54, 122], optical nanofibers coupled to atoms [39, 61, 131, 132, 140, 141, 144], transmission lines coupled to superconducting qubits [44, 160], and metallic nanowires coupled to NV centers [78] and quantum dots [2]. These systems typically consist of freely propagating photons coupled to a number of emitters that provide the nonlinearity either individually or due to inter-emitter interactions. Recent years have seen significant developments in theoretical methods for such systems [4, 9, 30, 41, 42, 52, 93, 124, 130, 135, 136, 171, 176]. In several of these approaches, the emitters' dynamics are characterized by a spin model $M^{\text {tot }}$, which consists of the energy of the atoms and the photon-mediated dipolar interactions $K^{\text {tot }}$ between them. $K^{\text {tot }}$ contains both a coherent and a dissipative part. For two atoms in vacuum separated by distance $r, K^{\text {tot }}$ increases as $1 / r^{3}$ at small $r$ [37]. Photonic observables are then related to $M^{\text {tot }}$ in an indirect way via an input-output relation involving emitter degrees of freedom $[30,93,136,171]$. In contrast, we construct here a spin model $M$ that directly encodes the transmission properties.

We provide a concrete analysis of two-level atoms interacting with linear-dispersion photons, but our approach readily generalizes to other level structures and dispersion relations [166].


Figure 2.1: An illustration of $N$ atoms coupled to a 1D photon channel, with $V_{i}$ corresponding to the amplitude of the coupling of the photons to atom $i$. In addition to this specific photonic channel of interest, the atoms can also interact via additional photonic channels, which results in an effective dipole-dipole interaction $K^{\prime}$.

### 2.2 The system

Figure 2.1 illustrates the system we consider. Photons propagate to the right through a 1D channel and interact with $N$ two-level atoms with energy $\omega_{\text {eg }}$. In addition to the 1D channel of interest, the atoms also interact with other photonic modes called the reservoir modes. If we are not interested in scattering into these other modes, their effect can be captured by a dipole-dipole interaction $K_{i j}^{\prime}$, which physically describes photon emission and re-absorption via the other modes. Note that if $K$ describes the additional dipole-dipole interactions mediated by the 1D channel, $K^{\text {tot }}=K^{\prime}+K$. In many nanofiber experiments, photons are sent into the fiber in a particular transverse mode and measured at the output in the same transverse mode. Such systems are well described by our model, where the 1D channel consists of a continuous spectrum of right-propagating photons in the transverse mode of interest, while the reservoir modes include left-propagating photons and photons in other transverse modes.

The 1D system is described by the master equation

$$
\begin{equation*}
\dot{\rho}=-i\left(H \rho-\rho H^{\dagger}\right)+i \sum_{i, j=1}^{N}\left(K_{i j}^{\prime}-K_{i j}^{\prime \dagger}\right) b_{i} \rho b_{j}^{\dagger}, \tag{2.1}
\end{equation*}
$$

where the effective Hamiltonian $H$ is non-Hermitian and the recycling term (the last term) comes from the reservoir-induced interaction $K^{\prime}$. We treat the two-level atoms as harmonic oscillators with creation operators $b_{i}^{\dagger}$ and introduce a hard-core interaction $U$ in $H$ to prevent atoms from being excited more than once. Hence $H$ is given by

$$
\begin{gather*}
H=H_{0}+V+U,  \tag{2.2}\\
H_{0}=-\int_{-\infty}^{+\infty} d z i C^{\dagger}(z) \partial_{z} C(z)+\sum_{i=1}^{N} \omega_{e g}{ }_{i}^{\dagger} b_{i},  \tag{2.3}\\
V=\left[\sum_{i=1}^{N} V_{i} C\left(z_{i}\right) b_{i}^{\dagger}+\text { h.c }\right]+\sum_{i, j=1}^{N} K_{i j}^{\prime} b_{i}^{\dagger} b_{j},  \tag{2.4}\\
U=\sum_{i=1}^{N} u b_{i}^{\dagger} b_{i}^{\dagger} b_{i} b_{i}, \quad u=+\infty, \tag{2.5}
\end{gather*}
$$

where $H_{0}$ is the Hamiltonian of the right-propagating free photons with linear dispersion (speed of light $c=1$ ) and $N$ noninteracting two-level atoms. $C^{\dagger}(z)$ creates a photon in the transverse mode of interest at position $z$ in the 1 D channel, and $V$ is the quadratic interaction. The first term in $V$ describes the atom-photon interaction whereby atom $i$ is excited through the absorption of a photon at location $z_{i}$. The second term describes the dissipative dipole-dipole interaction $K^{\prime}$ between atoms induced by the Markovian reservoir. Its Hermitian component describes coherent dipolar interactions while the anti-Hermitian component describes collective spontaneous emission. In our definition, $K^{\prime}$ is dissipative if $-i\left(K^{\prime}-K^{\prime \dagger}\right)$ has only non-positive eigenvalues. Since we are interested in scattering amplitudes where the number of output photons in the 1D channel is the same as the number of input photons, it suffices to consider the effective Hamiltonian $H$ in place of the full master equation [67, 122].

### 2.3 Dissipative bound states

Consider the eigenstates of the effective Hamiltonian $H$ in the single-excitation Hilbert space, whose projected Hamiltonian is denoted as $H_{1}$. Note that $H_{1}$ also describes the classical problem where coherent states of light interact with classical dipoles. Therefore, all the single-photon results can be applied to this classical problem as well.

Every incoming free photon $|k\rangle$ uniquely labels a scattering state with energy $k$; therefore, the scattering-state energy spectrum is $(-\infty,+\infty)$. There may also exist bound states in the continuum [58, 77, 162], but their existence requires finetuning of parameters. When $K^{\prime}$ describes coherent interaction, $H_{1}$ is Hermitian and its spectrum is real; there are no generic bound states in the system. When $K^{\prime}$ includes dissipative interactions, $H_{1}$ becomes non-Hermitian. In principle, we can have bound states with complex eigenenergies, isolated from the real line occupied by the scattering states.

The non-Hermitian nature of $H_{1}$ implies that its left and right eigenvectors can be different and the set of all left (or right) eigenvectors is not guaranteed to form a complete basis. Generically the basis of eigenvectors is complete, in which case the Hamiltonian is diagonalizable and takes the form

$$
\begin{equation*}
H_{1}=\int_{-\infty}^{+\infty} d k k\left|\psi_{k}\right\rangle\left\langle\pi_{k}\right|+\sum_{\alpha=1}^{N_{B}} E_{\alpha}\left|\psi_{\alpha}\right\rangle\left\langle\pi_{\alpha}\right|, \tag{2.6}
\end{equation*}
$$

where $\left|\psi_{k}\right\rangle$ and $\left|\pi_{k}\right\rangle$ are, respectively, the right and left scattering eigenvectors with eigenenergy $E_{k}=k$ and $\left|\psi_{\alpha}\right\rangle$ and $\left|\pi_{\alpha}\right\rangle$ are, respectively, the right and left bound states with complex eigenenergy $E_{\alpha}$. $N_{B}$ is the number of bound states. The orthogonality relations among the eigenstates are $\left\langle\pi_{k} \mid \psi_{k^{\prime}}\right\rangle=\delta\left(k-k^{\prime}\right),\left\langle\pi_{\alpha} \mid \psi_{\beta}\right\rangle=\delta_{\alpha \beta},\left\langle\pi_{k} \mid \psi_{\alpha}\right\rangle=$
$\left\langle\pi_{\alpha} \mid \psi_{k}\right\rangle=0$. From a mathematical perspective, the bound states are necessary for the completeness of the basis: $\mathbb{1}=\int_{-\infty}^{+\infty} d k\left|\psi_{k}\right\rangle\left\langle\pi_{k}\right|+\sum_{\alpha=1}^{N_{B}}\left|\psi_{\alpha}\right\rangle\left\langle\pi_{\alpha}\right|$. It is one of our main goals in this chapter to understand the physical significance of these dissipative bound states. The first main result of this chapter is that the bound state eigenenergies $E_{\alpha}$ can be calculated from an effective spin model $M$. For a single excitation, $M$ is an $N \times N$ matrix:

$$
\begin{equation*}
M_{i j}=\omega_{e g} \delta_{i j}+K_{i j}^{\prime}+K_{i j}^{\dagger} \tag{2.7}
\end{equation*}
$$

where $K$ is the dissipative dipole-dipole interaction induced by the 1D photon modes of interest:

$$
\begin{equation*}
K_{i j}=-i V_{i} V_{j}^{*} \exp \left(i \omega_{e g}\left(z_{i}-z_{j}\right)\right) \Theta\left(z_{i}-z_{j}\right) \tag{2.8}
\end{equation*}
$$

and $K^{\dagger}$ is its Hermitian conjugate. In comparison, $M_{i j}^{\text {tot }}=\omega_{e g} \delta_{i j}+K_{i j}^{\prime}+K_{i j}$ is the single-excitation effective Hamiltonian matrix for the atoms after all the photon channels are traced out of the system. One can intuitively understand $K$ as describing a process dissipating energy from the atoms to the 1D channel, while $K^{\dagger}$ describes an energy-absorption process. In this context, the appearance of $K^{\dagger}$ in $M$ can be directly related to an energy conservation condition in the bound-state eigenvalue equation, as explained later in Sec. 2.7.

Because $M^{\text {tot }}$ is dissipative, all its eigenvalues are either on or below the real line. Unlike $M^{\text {tot }}$, the eigenvalues of $M$ can be anywhere with respect to the real axis; the ones below the real axis correspond to the bound state energies. Fig. 2.2 shows schematically the eigenvalues of $M$ and $M^{\text {tot }}$ for $N=7$. In this case, there are $N_{B}=3$ bound states illustrated as yellow dots. These bound states have a hybrid
light-matter wavefunction whereby the photonic field of the 1D mode is localized in space (i.e., bound) near the atoms. The bound states constantly leak energy into the reservoir modes without changing shape.

Given a bound-state energy $E_{\alpha}$, if its algebraic and geometric multiplicity are different as an eigenvalue of $M$, both $M$ and $H_{1}$ are non-diagonalizable. In this case, Eq. (2.6) and the completeness relation of the eigenstates of $H_{1}$ do not hold. However, one can define generalized bound states using so-called "generalized eigenvectors" of $M$ corresponding to $E_{\alpha}$. With these generalized bound states, the completeness relation is restored [166].

### 2.3.1 Derivation of spin model $M$

In this subsection, we derive $M$ and its relation to bound states. Define the right bound state corresponding to energy $E_{\alpha}$ :

$$
\begin{equation*}
\left|\psi_{\alpha}\right\rangle=\int_{-\infty}^{+\infty} d z \phi_{\alpha}(z) C^{\dagger}(z)|0, g\rangle+\sum_{j=1}^{N} e_{j, \alpha} b_{j}^{\dagger}|0, g\rangle \tag{2.9}
\end{equation*}
$$

where $\phi_{\alpha}(z)$ is the photon wavefunction and $e_{j, \alpha}$ is the excitation amplitude for the $j$-th atom. The left bound state and its normalization are discussed in Sec. 2.3.2. By definition, $H_{1}\left|\psi_{\alpha}\right\rangle=E_{\alpha}\left|\psi_{\alpha}\right\rangle$. We integrate the steady-state equations of motion for photons along $z$ and get

$$
\begin{equation*}
\phi_{\alpha}(z)=\sum_{j=1}^{N} e_{j, \alpha} V_{j}^{*} G_{E_{\alpha}}\left(z-z_{j}\right) \tag{2.10}
\end{equation*}
$$

where the coordinate-space free-photon propagator $G_{\omega}\left(z^{\prime}\right)=-\eta_{\omega} i \Theta\left(\eta_{\omega} z^{\prime}\right) \exp \left(i \omega z^{\prime}\right)$ depends on $\eta_{\omega}$, the sign of $\operatorname{Im}[\omega]$. There is no inhomogeneous term in Eq. (2.10) because the bound-state wavefunction vanishes at $z= \pm \infty$.

To solve for $e_{j, \alpha}$, Eq. (2.10) is substituted into the steady-state equations of motion for the atoms. We get

$$
\begin{equation*}
E_{\alpha} e_{i, \alpha}=\sum_{j=1}^{N}\left(\omega_{e g} \delta_{i j}+K_{i j}^{\prime}+V_{i} V_{j}^{*} G_{E_{\alpha}}\left(z_{i}-z_{j}\right)\right) e_{j, \alpha} \tag{2.11}
\end{equation*}
$$

This equation can be reduced to an eigenvector calculation of an $N \times N$ matrix if $G_{E_{\alpha}}\left(z_{i}-z_{j}\right)$ is independent of $E_{\alpha}$. Let us study when this approximation can be made. When $\operatorname{Im}\left[E_{\alpha}\right]<0, G_{E_{\alpha}}\left(z_{i}-z_{j}\right)=G_{\omega_{e g}-i 0}\left(z_{i}-z_{j}\right) \exp \left(i\left(E_{\alpha}-\omega_{e g}\right)\left(z_{i}-z_{j}\right)\right)$, where $i 0$ represents an infinitesimal imaginary number above the real line. Since $E_{\alpha}-\omega_{e g}$ is on the order of $\Gamma \sim \frac{V_{i}^{2}}{2}$, the phase $\exp \left(i\left(E_{\alpha}-\omega_{e g}\right)\left(z_{i}-z_{j}\right)\right)$ is negligible when the length of the 1D atomic cloud is much smaller than $c / \Gamma$. In this case, we can let $G_{E_{\alpha}}\left(z_{i}-z_{j}\right)=G_{\omega_{\text {eg }}-i 0}\left(z_{i}-z_{j}\right)$, which corresponds to the Markov approximation. Similarly, when $\operatorname{Im}\left[E_{\alpha}\right]>0, G_{E_{\alpha}}\left(z_{i}-z_{j}\right)=G_{\omega_{e g}+i 0}\left(z_{i}-z_{j}\right)$ under the Markov approximation.

Note that $K_{i j}$ defined in Eq. (2.8) is equal to $V_{i} V_{j}^{*} G_{\omega_{e g}+i 0}\left(z_{i}-z_{j}\right)$, and $K_{i j}^{\dagger}$ is equal to $V_{i} V_{j}^{*} G_{\omega_{e g}-i 0}\left(z_{i}-z_{j}\right) . \quad G_{\omega_{e g}+i 0}(z)$ and $G_{\omega_{e g}-i 0}(z)$ are the retarded and advanced Green's functions of the free photons in the 1 D channel. When $\operatorname{Im}\left[E_{\alpha}\right] \leq 0$, Eq. (2.11) becomes $E_{\alpha} e_{i, \alpha}=M_{i j} e_{j, \alpha}$, where $M$ is defined in Eq. (2.7). A self-consistency condition indicates that all the eigenvalues of $M$ below the real line in the complex plane are bound-state eigenvalues. It is easy to verify that the corresponding photon wavefunctions $\phi_{\alpha}$ calculated using Eq. (2.10) vanish for large $z$.

Does there exist a bound-state energy with a positive imaginary component? If the answer is yes, $E_{\alpha}$ should be the eigenvalues of $M^{\text {tot }}=\omega_{e g}+K^{\prime}+K$ above the real line. However, as $M^{\text {tot }}$ is dissipative, all its eigenvalues are either real or below the real line in the complex plane [See Fig. b]. Hence there is no bound-state energy above the real line.


Figure 2.2: (Color online) Schematic of the eigenvalues of (a) $M$ and (b) $M^{\text {tot }}$ for $N=7$. $\Gamma \sim \frac{V_{i}^{2}}{2}$ is the scale of the single-atom decay rate to the 1 D channel. The eigenvalues of $M$ in the lower half plane (shaded region) give valid bound states (yellow). There is no eigenvalue of $M^{\text {tot }}$ above the real line.

### 2.3.2 Bound states and their wavefunction normalization

For the non-Hermitian single-excitation Hamiltonian $H_{1}$, its left and right eigenvectors are different. In Sec. 2.3.1, we only discussed the right bound states. For completeness, let us discuss the left bound state $\left|\pi_{\alpha}\right\rangle$ corresponding to bound-state energy $E_{\alpha}$ :

$$
\begin{equation*}
\left|\pi_{\alpha}\right\rangle=\int_{-\infty}^{+\infty} d z \bar{\phi}_{\alpha}(z) C^{\dagger}(z)|0, g\rangle+\sum_{j=1}^{N} \bar{e}_{j, \alpha} b_{j}^{\dagger}|0, g\rangle, \tag{2.12}
\end{equation*}
$$

where $\bar{\phi}_{\alpha}$ is the photon wavefunction and $\bar{e}_{j, \alpha}$ is the excitation amplitude for atom $j$. $\left|\pi_{\alpha}\right\rangle$ is also the right eigenvector of the Hermitian conjugate of $H_{1}$ with eigenenergy $E_{\alpha}^{*}$ :

$$
\begin{equation*}
H_{1}^{\dagger}\left|\pi_{\alpha}\right\rangle=E_{\alpha}^{*}\left|\pi_{\alpha}\right\rangle . \tag{2.13}
\end{equation*}
$$

The left bound states can be calculated in a similar method as the right bound states discussed in Sec. 2.3.1. Integrating the steady-state equation of motion along the real
axis, we get

$$
\begin{equation*}
\bar{\phi}_{\alpha}(z)=\sum_{j=1}^{N} \bar{e}_{j, \alpha} V_{j}^{*} G_{E_{\alpha}^{*}}\left(z-z_{j}\right) . \tag{2.14}
\end{equation*}
$$

From Eq. (2.14) and Eq. (2.10), we can see that the bound-state photon wavefunction is localized around each atom with a width given by $1 / \operatorname{Im}\left[E_{\alpha}\right]$. Substituting Eq. (2.14) into the steady-state equations of motion for the atomic excitation $\bar{e}_{j, \alpha}$, we get

$$
\begin{equation*}
M_{i j}^{\dagger} \bar{e}_{j, \alpha}=E_{\alpha}^{*} \bar{e}_{i, \alpha} \tag{2.15}
\end{equation*}
$$

This set of eigenvalue equations determines the atomic amplitude $\bar{e}_{i, \alpha}$ up to a normalization constant. We want to choose the normalization of $\bar{e}_{i, \alpha}$ and $e_{i, \alpha}$ such that the orthogonality $\left\langle\pi_{\alpha} \mid \psi_{\beta}\right\rangle=\delta_{\alpha \beta}$ is ensured. Let us take a look at the overlap between the left and right bound states:

$$
\begin{equation*}
\left\langle\pi_{\alpha} \mid \psi_{\beta}\right\rangle=\sum_{j=1}^{N} \bar{e}_{j, \alpha}^{*} e_{j, \beta}+\int_{-\infty}^{+\infty} d z \bar{\phi}_{\alpha}^{*}(z) \phi_{\beta}(z) . \tag{2.16}
\end{equation*}
$$

In this equation, the overlap between the photon wavefunctions is

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d z \bar{\phi}_{\beta}^{*}(z) \phi_{\alpha}(z) \sim \sum_{i, j=1}^{N} V_{j} V_{i}^{*}\left(z_{i}-z_{j}\right) \exp \left(i E_{\beta} z_{j}-i E_{\alpha} z_{i}\right) \sim|V|^{2} L \tag{2.17}
\end{equation*}
$$

where $L$ is the length of the 1D atomic cloud and $V$ is the scale of the interaction strength. Under the Markov approximation, $|V|^{2} L \ll 1$, the overlap between the photon wavefunctions is negligible. Therefore, if we choose $e_{i, \alpha}\left(\bar{e}_{i, \alpha}\right)$ to be the components of the normalized right (left) eigenvectors of $M$, the orthogonality relation $\left\langle\pi_{\alpha} \mid \psi_{\beta}\right\rangle \approx \sum_{j=1}^{N} \bar{e}_{j, \alpha}^{*} e_{j, \beta}=\delta_{\alpha \beta}$ is ensured.

### 2.3.3 Single-atom example

In this subsection, we illustrate the dissipative bound states using the well-studied example of a single atom $(N=1)$ at $z_{1}=0$. We set $V_{1}=V$, decay rates $K^{\prime}=-i \Gamma^{\prime}$ and $K=-i V_{1}^{2} / 2 \equiv-i \Gamma[127,134]$. Physically, $\Gamma$ and $\Gamma^{\prime}$ correspond to the atomic decay rate into the 1 D channel and reservoir modes, respectively.

Using Eqs. (2.10) and (2.14), we can compute the normalized right and left bound states $\left|\psi_{B}\right\rangle$ and $\left|\pi_{B}\right\rangle$. The atomic excitation $e_{1, B}=\bar{e}_{1, B}=1$, and the photon wavefunctions are

$$
\begin{align*}
& \phi_{B}(z)=-i V^{*} \exp \left(i \omega_{e g} z+\left(\Gamma^{\prime}-\Gamma\right) z\right) \Theta(-z),  \tag{2.18}\\
& \bar{\phi}_{B}(z)=i V^{*} \exp \left(i \omega_{e g} z-\left(\Gamma^{\prime}-\Gamma\right) z\right) \Theta(z) . \tag{2.19}
\end{align*}
$$

The wavefunctions decay exponentially in space with width $1 /\left(\Gamma^{\prime}-\Gamma\right)$. When the atom is decoupled from the 1D channel, $V=0$, then $\phi_{B}(z)=\bar{\phi}_{B}(z)=0$. In this case, the bound state is simply the single atom in its excited state with eigenenergy $E_{B}=w_{e g}-i \Gamma^{\prime}$.

When $\Gamma^{\prime}>\Gamma$, a bound state exists with eigenenergy $E_{B}=\omega_{e g}-i \Gamma^{\prime}+i \Gamma$. When $\Gamma^{\prime}<\Gamma$, no bound state exists. Thus, we see that the decay to the reservoir is the key to the existence of the bound states. At $\Gamma^{\prime}=\Gamma$, the system is at the critical regime where a new dissipative bound state is on the verge of appearance. At this choice of paramter, the photon wavefunction of the right bound state $\phi_{B}(z)$ has an extended wavefunction to the right side of the atom, which looks like a scattering state with zero transmission. This behavior is an example of a general principle in dissipative scattering systems: when a dissipative bound state is on the verge of appearance from the continuum at energy $E_{r}$, the transmission coefficient of the photon at energy $E_{r}$
goes to 0 . In the next section, we introduce the transmission coefficient and explain this principal in more detail.

### 2.4 Transmission coefficient

In this section, we focus on the transmission coefficient $t_{k}$ of a single photon and provide an important formulae relating it to the spin matrices $M$ and $M^{t o t}$. This formula plays a central role in understanding the relationship between the dissipative bound states and the scattering of photons. In particular, it shows that the appearance of bound states corresponds to zero transmission in the system.

### 2.4.1 Overview of results

In a dissipative scattering system, the transmission coefficient is defined through the asymptotic behavior of the right scattering eigenstate. The right scattering eigenstate with energy $k$ can be written as

$$
\begin{equation*}
\left|\psi_{k}\right\rangle=\int_{-\infty}^{+\infty} d z \phi_{k}(z) C^{\dagger}(z)|0, g\rangle+\sum_{j=1}^{N} e_{j, k} b_{j}^{\dagger}|0, g\rangle, \tag{2.20}
\end{equation*}
$$

where $\phi_{k}(z)$ is the photon wavefunction and $e_{j, k}$ is the excitation amplitude for the $j$-th atom. $|0, g\rangle$ is the ground state with zero excited atoms or photons. Outside the region of atoms, $\phi_{k}(z)$ is a plane wave satisfying $\lim _{z \rightarrow \pm \infty} \phi_{k}(z)=a_{k}^{ \pm} \exp (i k z)$. The transmission coefficient $t_{k}(z)=a_{k}^{+} / a_{k}^{-}$is an easily accessible experimental observable. The purpose of this section is to introduce the following formulae that we discover:

$$
\begin{equation*}
t_{k}=\frac{\operatorname{det}(k \mathbb{1}-M)}{\operatorname{det}\left(k \mathbb{1}-M^{\mathrm{tot}}\right)}=\prod_{\alpha=1}^{N} \frac{k-e_{\alpha}}{k-\tilde{e}_{\alpha}}, \tag{2.21}
\end{equation*}
$$

where $\mathbb{1}$ is an $N \times N$ identity matrix, and $e_{\alpha}$ and $\tilde{e}_{\alpha}$ are the eigenvalues of $M$ and $M^{\text {tot }}$, respectively. In the literature, the transmission through the 1D channel is usually derived from $M^{\text {tot }}$ via an input-output relation [30, 93, 136, 171]. Here, however, we give a concise formula where a different spin model $M$ directly encodes this useful information about photon transport. Before proving Eq. (2.21) in the following subsection, we explain the implications of Eq. (2.21).

The second equality in Eq. (2.21) is applicable when both $M$ and $M^{\text {tot }}$ are diagonalizable. It shows that if a real eigenvalue $e_{\alpha}$ of $M$ is not an eigenvalue of $M^{\text {tot }}$, then the transmission coefficient $t_{k=e_{\alpha}}=0$. The corresponding eigenstate is not a bound state - it is a scattering state with zero transmission. When $e_{\alpha}$ crosses the real line in the complex plane during the continuous tuning of parameters, a bound state appears or disappears. If a real eigenvalue $e_{\alpha}$ of $M$ is also an eigenvalue of $M^{\text {tot }}$, it corresponds to a bound state in the continuum [166]. In this case, $t_{k=e_{\alpha}}$ is not necessarily 0 .

In Sec. 2.3.3, we discussed the case of a 1D photon channel coupled to a single atom located at $z_{1}=0$. The transmission coefficient in this model is $t_{k}=\frac{k-\left(\omega_{e g}-i \Gamma^{\prime}+i \Gamma\right)}{k-\left(\omega_{e g}-i \Gamma^{\prime}-i \Gamma\right)}$. At $\Gamma^{\prime}=\Gamma$, a bound state is on the verge of appearance and $t_{k=\omega_{e g}}$ is equal to 0 .

### 2.4.2 The proof

In this subsection we prove Eq. (2.21) and show that it is valid beyond the Markov approximation. The exact relation we want to prove is

$$
\begin{equation*}
t_{k}=\frac{\operatorname{det}(k \mathbb{1}-M(k))}{\operatorname{det}\left(k \mathbb{1}-M^{\operatorname{tot}}(k)\right)}, \tag{2.22}
\end{equation*}
$$

where $M(k)=\omega_{e g} \mathbb{1}+K^{\dagger}(k)+K^{\prime}$ and $M^{\text {tot }}(k)=\omega_{e g} \mathbb{1}+K(k)+K^{\prime}$. Here, $K_{i j}(k)=$ $-i V_{i} V_{j}^{*} \exp \left(i k\left(z_{i}-z_{j}\right)\right)$ is the frequency-dependent interaction between atoms $i$ and
$j$ induced by the 1D photon channel without making the Markov approximation.
To calculate $t_{k}$, we solve for the right scattering-state wavefunction corresponding to energy $k$. Integrating the steady-state equation of motion at energy $k$ and choosing the boundary condition $\lim _{z \rightarrow-\infty} \phi_{k}(z)=\exp (i k z)$, we get

$$
\begin{equation*}
\phi_{k}(z)=-i \sum_{j=1}^{N} e_{j, k} V_{j}^{*} \exp \left(i k\left(z-z_{j}\right)\right)+\exp (i k z) \tag{2.23}
\end{equation*}
$$

where $e_{j, k}$ is the atomic excitation defined in Eq. (2.20). This gives the transmission coefficient

$$
\begin{equation*}
t_{k}=1-i \sum_{j=1}^{N} e_{j, k} V_{j}^{*} \exp \left(-i k z_{j}\right) \tag{2.24}
\end{equation*}
$$

Substituting Eq. (2.23) into the steady-state equation of motion for the atoms, we obtain a set of linear equations for $e_{j, k}$ :

$$
\begin{equation*}
\left(k \delta_{i j}-M_{i j}^{\mathrm{tot}}(k)\right) e_{j, k}=V_{i} \exp \left(i k z_{i}\right) \tag{2.25}
\end{equation*}
$$

To prove Eq. (2.22), we collect the atomic-excitation amplitudes and the interaction amplitudes by defining two $N$-dimensional vectors:

$$
\begin{align*}
\left|e_{k}\right\rangle & \equiv\left(e_{1, k}, \ldots, e_{N, k}\right)^{T}  \tag{2.26}\\
\left|v_{k}\right\rangle & \equiv\left(V_{1} \exp \left(i k z_{1}\right), \ldots, V_{N} \exp \left(i k z_{N}\right)\right)^{T} \tag{2.27}
\end{align*}
$$

Now, Eq. (2.25) can be rewritten as

$$
\begin{equation*}
\left|e_{k}\right\rangle=\left(k \mathbb{1}-M^{\mathrm{tot}}(k)\right)^{-1}\left|v_{k}\right\rangle \tag{2.28}
\end{equation*}
$$

And Eq. (2.24) can be rewritten as

$$
\begin{align*}
t_{k} & =1-i\left\langle v_{k}\right|\left(k \mathbb{1}-M^{\mathrm{tot}}(k)\right)^{-1}\left|v_{k}\right\rangle  \tag{2.29}\\
& =1-i \operatorname{Tr}\left[\left|v_{k}\right\rangle\left\langle v_{k}\right|\left(k \mathbb{1}-M^{\mathrm{tot}}(k)\right)^{-1}\right] . \tag{2.30}
\end{align*}
$$

Using the property $K(k)-K^{\dagger}(k)=-i\left|v_{k}\right\rangle\left\langle v_{k}\right|$, we get $M(k)=M^{\text {tot }}(k)+i\left|v_{k}\right\rangle\left\langle v_{k}\right|$, and Eq. (2.22) can be rewritten as

$$
\begin{equation*}
t_{k}=\frac{\operatorname{det}\left(k \mathbb{1}-M^{\operatorname{tot}}(k)-i\left|v_{k}\right\rangle\left\langle v_{k}\right|\right)}{\operatorname{det}\left(k \mathbb{1}-M^{\operatorname{tot}}(k)\right)} . \tag{2.31}
\end{equation*}
$$

Our goal is to prove that Eq. (2.30) is equivalent to Eq. (2.31). For simplicity of notation, let us define $X=k-M^{\text {tot }}(k)$ and $|v\rangle=\left|v_{k}\right\rangle$. The equality we want to prove is reduced to

$$
\begin{equation*}
\frac{\operatorname{det}(X-i|v\rangle\langle v|)}{\operatorname{det}(X)}=1-i \operatorname{Tr}\left(|v\rangle\langle v| X^{-1}\right) . \tag{2.32}
\end{equation*}
$$

Since determinant and trace are basis-independent, we can choose an orthonormal basis such that $|v\rangle$ is parallel to one of its basis vectors. Without loss of generality, we can choose $|v\rangle=|v| \cdot(1,0, \ldots, 0)^{T}$, where $|v|$ is a normalization factor. With this choice of basis, there is only one non-zero matrix element in the matrix $-i|v\rangle\langle v|$ :

$$
-i|v\rangle\langle v|=-i|v|^{2}\left(\begin{array}{cccc}
1 & 0 & \ldots & 0  \tag{2.33}\\
0 & 0 & \ldots & 0 \\
\vdots & & &
\end{array}\right)
$$

The simple structure of Eq. (2.33) simplifies the calculation of both sides of Eq. (2.32).

The right-hand side of Eq. (2.32) is

$$
\begin{equation*}
1-i \operatorname{Tr}\left[|v\rangle\langle v| X^{-1}\right]=1-i|v|^{2}\left(X^{-1}\right)_{11} \tag{2.34}
\end{equation*}
$$

where $\left(X^{-1}\right)_{11}$ is the $(1,1)$ matrix element of $X^{-1}$. The left-hand side of Eq. (2.32) is

$$
\begin{equation*}
\frac{\operatorname{Det}(X-i|v\rangle\langle v|)}{\operatorname{Det}(X)}=\frac{\operatorname{Det}(X)-i|v|^{2} L_{11}}{\operatorname{Det}(X)} \tag{2.35}
\end{equation*}
$$

where $L_{11}=\operatorname{Det}\left(X_{\not \lambda, \chi}\right)$, and $X_{\not \chi, \chi}$ is the minor matrix of $X$ obtained by eliminating the $1^{\text {st }}$ row and $1^{\text {st }}$ column of $X$. Using the property of the inverse

$$
\begin{equation*}
\left(X^{-1}\right)_{11}=\frac{L_{11}}{\operatorname{Det}(X)} \tag{2.36}
\end{equation*}
$$

we can see that the right-hand side of Eqs. (2.35) and (2.34) are equal, which concludes the proof.
2.5 Second-order photon-photon correlation function for a weak coherent pulse

Zeros in the transmission coefficient $t_{k}$ also lead to divergent bunching in the second-order photon-photon correlation function, which is an important signature of strongly-correlated light measured in the experiment. As we will demonstrate soon, for infinitesimally weak coherent-state inputs,

$$
\begin{equation*}
g^{(2)}(\tau)=\frac{\left|\psi^{(2)}(r=\tau)\right|^{2}}{\left|t_{k}\right|^{4}} \tag{2.37}
\end{equation*}
$$

where $\psi^{(2)}(r)$ is the two-photon steady state at the output and $r$ is the relative coordinate of the two photons. The two-photon delay $\tau$ is equal to $r$ in units where the speed of light $c=1$. When $t_{k}=0, \psi^{(2)}(r)$ is nonzero due to two-photon interactions mediated by the hard-core atomic interaction $U$. Therefore, $g^{(2)}(\tau)=\infty$ at all $\tau$.

In the following, we provide more details of the above argument by defining $g^{(2)}(\tau)$ and deriving Eq. (2.37). Consider a long weak coherent pulse of uniform amplitude. Let us define the creation operator $\mathcal{E}^{\dagger}$ which generates a single photon with duration $T$ and center $z_{0}$ at the initial time $t=0$ :

$$
\begin{align*}
\mathcal{E}^{\dagger} & =\frac{1}{\sqrt{c T}} \int_{-\infty}^{+\infty} d z l(z) \exp (i k z) C^{\dagger}(z)  \tag{2.38}\\
l(z) & =\Theta\left(z-z_{0}+c T / 2\right) \Theta\left(-z+z_{0}+c T / 2\right) \tag{2.39}
\end{align*}
$$

$\mathcal{E}^{\dagger}$ and its Hermitian conjugate $\mathcal{E}$ satisfy the commutation relation $\left[\mathcal{E}, \mathcal{E}^{\dagger}\right]=1$. The coherent-state pulse with average photon number $|\alpha|^{2}$ is defined as

$$
\begin{equation*}
|\alpha\rangle=\exp \left(-|\alpha|^{2} / 2\right)\left(\sum_{n=0}^{\infty} \frac{\alpha^{n}}{\sqrt{n!}} \mathcal{E}^{\dagger n}|0\rangle\right), \tag{2.40}
\end{equation*}
$$

where $|0\rangle$ is the vacuum state and $\exp \left(-|\alpha|^{2} / 2\right)$ is the normalization factor. $|\alpha\rangle$ is prepared at time $t=0$, sent through the atomic cloud, and measured at time $t_{f}$ after the pulse has completely exited the cloud. Because of the dissipation induced by the reservoir photon modes, the output pulse at $t_{f}$ is described by a density matrix $\rho$.

The second-order photon-photon correlation function is defined as

$$
\begin{equation*}
g^{(2)}\left(r_{1}, r_{2}\right)=\frac{\left\langle C^{\dagger}\left(r_{1}\right) C^{\dagger}\left(r_{2}\right) C\left(r_{1}\right) C\left(r_{2}\right)\right\rangle}{\left\langle C^{\dagger}\left(r_{1}\right) C\left(r_{1}\right)\right\rangle\left\langle C^{\dagger}\left(r_{2}\right) C\left(r_{2}\right)\right\rangle}, \tag{2.41}
\end{equation*}
$$

where the coordinates $r_{1}$ and $r_{2}$ of the measurements are chosen within the length of
the output pulse away from the edges, and the averages are taken with respect to the density matrix $\rho$.
$\Gamma \sim V_{i}^{2} / 2$ is the energy scale of the atom-photon interaction and $\mathcal{R}=|\alpha|^{2} / T$ is the rate of the incoming photons. When $\mathcal{R} / \Gamma \ll 1$, the probability of having two photons simultaneously interacting with the atoms is much smaller than 1 . In the Supplemental Material of Ref. [98], it is shown that, when $\mathcal{R} / \Gamma \ll 1$, the density of photons $\left\langle C^{\dagger}(r) C(r)\right\rangle$ and the two-point correlation function $\left\langle C^{\dagger}\left(r_{1}\right) C^{\dagger}\left(r_{2}\right) C\left(r_{1}\right) C\left(r_{2}\right)\right\rangle$ evaluated with respect to the output state $\rho$ depend only on the single-photon and two-photon scattering processes, respectively. Specifically, in the limit $\mathcal{R} / \Gamma \rightarrow 0$,

$$
\begin{align*}
\left\langle C^{\dagger}(r) C(r)\right\rangle & =\mathcal{R}\left|t_{k}\right|^{2}  \tag{2.42}\\
\left\langle C^{\dagger}\left(r_{1}\right) C^{\dagger}\left(r_{2}\right) C\left(r_{1}\right) C\left(r_{2}\right)\right\rangle & =\mathcal{R}^{2}\left|\psi^{(2)}\left(r_{1}, r_{2}\right)\right|, \tag{2.43}
\end{align*}
$$

where $t_{k}$ is the single-photon transmission coefficient. $\psi^{(2)}\left(r_{1}, r_{2}\right)$ is the coordinatespace wavefunction of $\left|\psi^{(2)}\right\rangle$, which is the two-photon output state corresponding to the input state $|k, k\rangle$ of two free photons with frequency $k$. $\left|\psi^{(2)}\right\rangle=S|k, k\rangle$ where $S$ is the two-photon S-matrix. Here, we have assumed that the bandwidth of the pulse satisfies $1 / T \ll \Gamma$, so the scattering amplitudes of the different number-state manifolds of the pulse are very close to those of the plane waves.

We define the center of mass coordinate $R=\left(r_{1}+r_{2}\right) / 2$ and the relative coordinate $r=r_{1}-r_{2}$. Due to the exchange symmetry of photons, $\psi^{(2)}(r, R)=\psi^{(2)}(-r, R)$. Except for the edges of the two-photon wavefunction, the output satisfies $\psi^{(2)}(r, R)=$ $\exp (2 i k R) \psi^{(2)}(r)$. Therefore, $g^{(2)}(r, R)$ is independent of the center of mass coordinate $R$ and $g^{(2)}(r)=g^{(2)}(-r)$. For speed of light $c=1$, the two-photon delay $\tau$ is equal to $r$. In the limit $\mathcal{R} / \Gamma \rightarrow 0$, Eq. (2.41) becomes Eq. (2.37), which is what we are trying
to derive.

### 2.5.1 Single atom example

To illustrate that $g^{(2)}(\tau)$ diverges at the emergence of a dissipative bound state, we calculate $g^{(2)}(\tau)$ at the output when a pulse of weak coherent state is scattered by a single atom. To calculate $\psi^{(2)}(r)$ in Eq. (2.37), we refer to Refs. [127, 136] for the expression of the symmetrized two-photon S-matrix when the energies of the two incoming photons are $k_{1}, k_{2}$ and the energies of the output photons are $k_{1}^{\prime}, k_{2}^{\prime}$. In the center of mass frame, $E=k_{1}+k_{2}, q=\left(k_{1}-k_{2}\right) / 2, E^{\prime}=k_{1}^{\prime}+k_{2}^{\prime}, q^{\prime}=\left(k_{1}^{\prime}-k_{2}^{\prime}\right) / 2$. $S\left(E^{\prime}, q^{\prime}, E, q\right) \equiv\left\langle k_{1}^{\prime}, k_{2}^{\prime}\right| S\left|k_{1}, k_{2}\right\rangle$ is given by

$$
\begin{equation*}
S\left(E^{\prime}, q^{\prime}, E, q\right)=t_{E / 2+q} t_{E / 2-q}\left(\delta\left(q-q^{\prime}\right)+\delta\left(q+q^{\prime}\right)\right) \delta\left(E-E^{\prime}\right)-4 \pi i T\left(E^{\prime}, q^{\prime}, E, q\right) \delta\left(E-E^{\prime}\right) \tag{2.44}
\end{equation*}
$$

where the T-matrix element $T\left(E^{\prime}, q^{\prime}, E, q\right)$ is given by

$$
\begin{equation*}
T\left(E^{\prime}, q^{\prime}, E, q\right)=-\frac{16 \Gamma^{2}}{\pi^{2}} \frac{E-2 w_{e g}+2 i \Gamma^{\mathrm{tot}}}{\left[4 q^{2}-\left(E-2 w_{e g}+2 i \Gamma^{\mathrm{tot}}\right)^{2}\right]\left[4 q^{\prime 2}-\left(E-2 w_{e g}+2 i \Gamma^{\mathrm{tot}}\right)^{2}\right]} . \tag{2.45}
\end{equation*}
$$

$\Gamma=V^{2} / 2$ is the decay rate of the atom to the 1D channel and $\Gamma^{\text {tot }}=\Gamma^{\prime}+\Gamma$ is the total decay rate of the atom. The first term of $S\left(E^{\prime}, q^{\prime}, E, q\right)$ is equal to the amplitude of two photons scattering off the atom independently. The second term is the amplitude of scattering processes involving the non-linearity of the atom. $\psi^{(2)}(r, R)$ can be computed from a Fourier transform of $S\left(E^{\prime}, q^{\prime}, E, q=0\right)$ with respect to $E^{\prime}, q^{\prime}$. For a weak coherent-state pulse resonant with the two-level atom, the two input photons


Figure 2.3: (Color online) $\log \left(g^{(2)}(\tau)\right)$ as a function of the ratio $\Gamma / \Gamma^{\text {tot }}$ and $\tau=r$. At $\Gamma / \Gamma^{\mathrm{tot}}=0.5, t_{k=w_{e g}}=0$ and $g^{(2)}(\tau)$ diverges for all $\tau$.
have the same energy $k_{1}=k_{2}=w_{\text {eg }}$, so $\psi^{(2)}(r, R)$ is given by

$$
\begin{align*}
& \psi^{(2)}(r, R)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{+\infty} d q^{\prime} d E^{\prime} \exp \left(i q^{\prime} r+i E^{\prime} R\right) S\left(E^{\prime}, q^{\prime}, E=2 w_{e g}, q=0\right) \\
& =\left[\frac{\left(\Gamma^{\prime}-\Gamma\right)^{2}}{\pi\left(\Gamma^{\text {tot }}\right)^{2}} \cos (q r)-\frac{4 \Gamma^{2}}{\pi\left(\Gamma^{\text {tot }}\right)^{2}}\left(\exp \left(\Gamma^{\mathrm{tot}} r\right) \Theta(-r)+\exp \left(-\Gamma^{\mathrm{tot}} r\right) \Theta(r)\right)\right] \exp \left(2 i w_{e g} R\right) \tag{2.46}
\end{align*}
$$

The transmission coefficient on resonance is $t_{k=w_{e g}}=\frac{\Gamma^{\prime}-\Gamma}{\Gamma^{\text {tot }}}$. Using Eq. (2.37) and Eq. (2.46), we plot $g^{(2)}(\tau)$ for $N=1$ as a function of $\Gamma / \Gamma^{\text {tot }}$. When $\frac{\Gamma}{\Gamma^{\text {tot }}}=0.5$, the single-photon transmission $t_{k=w_{e g}}=0$ and $g^{(2)}(\tau)$ diverges.

### 2.6 Levinson's theorem

Since the bound states are orthogonal to the scattering states, they cannot be excited by sending photons into the 1D channel, which raises the the question: How can one probe these bound states in a scattering experiment? We recall Levinson's theorem for the Schrödinger equation, which relates the number of bound states and
the difference of scattering phase shifts at zero and infinite energy [46, 168, 169]. If a similar relation exists in our interacting atom-photon system, then we can measure $N_{B}$ directly in experiments through a phase measurement of $t_{k}$ (e.g. by an interferometric technique). We can explore this numerically by plotting $t_{k}$ as a function of $k \in$ $(-\infty,+\infty)$ in the complex plane. Fig. a shows the trajectory of $t_{k}$ for the case of $N=1$ with various parameters $\frac{\Gamma}{\Gamma^{\text {tot }}}=1,0.5,0.2$, where $\Gamma^{t o t}=\Gamma+\Gamma^{\prime}$. The trajectories go in the counter-clockwise direction when $k$ increases. The figure implies that $t_{k}$ encloses the origin when there is no bound state $\left(\frac{\Gamma}{\Gamma^{\text {tot }}}>\frac{1}{2}\right)$ and does not enclose the origin when the bound state exists $\left(\frac{\Gamma}{\Gamma^{\text {tot }}}<\frac{1}{2}\right)$. At the threshold ratio $\frac{\Gamma}{\Gamma^{\text {tot }}}=0.5$, the trajectory passes through 0 at $k=E_{B}=\omega_{e g}$. The single-atom case shows that the winding number of $t_{k}$ around the origin is related to $N_{B}$. Using Eq. (2.21) and the definition of the winding number, we find

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{-\infty}^{+\infty} d k t_{k}^{-1} \frac{d t_{k}}{d k}=N-N_{B} \tag{2.47}
\end{equation*}
$$

where $N_{B}$ includes the number of bound states inside the continuum.
To further illustrate the significance of Eq. (2.47), we consider a two-atom system with interaction strength $V_{1}=V_{2}$, distance $r_{1}-r_{2}=\frac{2 \pi}{\omega_{e g}}$, and $\Gamma=\frac{V^{2}}{2}$. The dipole-dipole interaction induced by the 1 D channel is $K=\Gamma\left(\begin{array}{cc}-i & -2 i \\ 0 & -i\end{array}\right)$. We consider the scenario when both atoms decay to the reservoir with rate $-i \Gamma^{\prime}$ and interact coherently with strength $-\Gamma^{\prime}$. In this case, $K^{\prime}=\Gamma^{\prime}\left(\begin{array}{rr}-i & -1 \\ -1 & -i\end{array}\right){ }^{1}$. The total decay rate of each atom is $\Gamma^{\text {tot }}=\Gamma+\Gamma^{\prime}$. Fig. b shows the trajectory of $t_{k}$ for
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Figure 2.4: (Color online) $\operatorname{Im}\left[t_{k}\right]$ vs. $\operatorname{Re}\left[t_{k}\right]$ as $k$ varies from $-\infty$ to $+\infty$ for (a) $N=1$ and (b) $N=2$. The trajectories start from ( 1,0 ), go in the counter-clockwise direction, and end at $(1,0)$. The origins are marked as stars in the center of the figures. The number of times the trajectories enclose $(0,0)$ is equal to $N-N_{B}$, where $N_{B}$ is the number of dissipative bound states.
$\Gamma / \Gamma^{\mathrm{tot}}=0.2,0.65,0.75$. All three trajectories are asymmetric about the real axis ${ }^{2}$. The corresponding number of bound states $N_{B}=2,1,0$ decreases with decreasing dissipation. The corresponding winding number of $t_{k}$ increases from 0 to 2 .

In many experiments, achieving $\Gamma / \Gamma^{\text {tot }}$ above a few percent is difficult. Therefore, it is hard to achieve $N_{B} \neq N$ in the $N=1,2$ examples discussed above. However, we show in Ref. [166] that when $N$ is large, $N_{B}<N$ can be achieved for realistic values of 1 D decay rate $\Gamma$.

### 2.7 Energy exchange processes associated with the spin models

The purpose of this section is to illustrate the energy exchange processes associated with the eigenvectors of $M^{\text {tot }}, M$, and the scattering states. To be specific, we want
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Figure 2.5: The energy flow digrams associated with (a) the eigenvectors of $M^{\text {tot }}$, (b) the single-photon bound states and (c) the scattering states. $M^{\text {tot }}=w_{e g} \mathbb{1}+K+K^{\prime}$ and $M=w_{e g} \mathbb{1}+K^{\dagger}+K^{\prime}$.
to compare the following three equations:

$$
\begin{align*}
M^{\mathrm{tot}}\left|\tilde{e}_{\alpha}\right\rangle & =\tilde{e}_{\alpha}\left|\tilde{e}_{\alpha}\right\rangle,  \tag{2.48}\\
M\left|e_{\alpha}\right\rangle & =e_{\alpha}\left|e_{\alpha}\right\rangle,  \tag{2.49}\\
\left(k \mathbb{1}-M^{\mathrm{tot}}\right)\left|e_{k}\right\rangle & =\left|v_{k}\right\rangle . \tag{2.50}
\end{align*}
$$

Eqs. (2.48) and (2.49) are the eigenequations of $M^{\text {tot }}$ and $M$ with respective eigenvectors $\left|\tilde{e}_{\alpha}\right\rangle=\left(\tilde{e}_{1, \alpha}, \ldots, \tilde{e}_{N, \alpha}\right)^{T}$ and $\left|e_{\alpha}\right\rangle=\left(e_{1, \alpha}, \ldots, e_{N, \alpha}\right)^{T}$. Eq. (2.50) is equivalent to Eq. (2.28), which is the linear equation for the calculation of atomic amplitudes for the scattering states. The vectors that represent the atomic amplitudes $\left|e_{k}\right\rangle$ and the drive $\left|v_{k}\right\rangle$ were defined in Eqs. (2.26) and (2.27).

Since $M^{\text {tot }}$ is the single-excitation effective Hamiltonian matrix when all photons are traced out of the system, its eigenvector $\left|\tilde{e}_{\alpha}\right\rangle$ corresponds to a state $\left|\tilde{\psi}_{\alpha}\right\rangle=$ $\sum_{i=1}^{N} \tilde{e}_{i, \alpha} b_{i}^{\dagger}|0, g\rangle$ that decays to all photon channels during time evolution without changing shape. Fig. a illustrates the direction of the energy flow from the atoms during the time evolution of $\left|\tilde{\psi}_{\alpha}\right\rangle$, where the atoms dissipate energy to the 1D and
reservoir modes through dissipative interactions $K$ and $K^{\prime}$, respectively. The total energy loss rate of the atoms is given by $\operatorname{Im}\left[\tilde{e}_{\alpha}\right]$.

The eigenvectors $\left|e_{\alpha}\right\rangle$ of $M$ correspond to single-photon bound states $\left|\psi_{\alpha}\right\rangle$ when $\operatorname{Im}\left(e_{\alpha}\right)<0$. These photon-atom hybrid states dissipate energy to the reservoir modes without changing shape. Fig. b illustrates the direction of energy flow between the atoms and photon channels during the time evolution of $\left|\psi_{\alpha}\right\rangle$. The atoms absorb energy from the 1D channel through interaction $K^{\dagger}$ and dissipate energy to the reservoir modes through $K^{\prime}$. The net rate of energy change for the atoms is $\operatorname{Im}\left[e_{\alpha}\right]<0$.

For a scattering state $\left|\psi_{k}\right\rangle$ with atomic amplitudes given by the vector elements of $\left|e_{k}\right\rangle$, the direction of energy exchange is illustrated in Fig. c. The atoms absorb energy through the drive (represented by vector $\left|v_{k}\right\rangle$ ) and dissipate energy to all photon channels through dissipative interaction $K+K^{\prime}$. The magnitude of the atomic amplitudes is constant during time evolution, as the energy absorption rate from the drive is equal to the energy-dissipation rate to the photon channels.

### 2.8 Outlook

Many of our findings can be generalized to non-Markovian or multi-channel systems, other level structures, and dispersion relations [166]. Re-examining similar bound states in various dissipative systems may open the door to new insights into well-studied systems. Finally, with the high degree of control available in atomic, molecular, and optical systems, the first experimental study of Levinson's theorem is likely not far away.

## Chapter 3: Resonant enhancement of three-body loss between strongly interacting photons

Work in this chapter was published in Ref. [90].

### 3.1 Introduction

Systems exhibiting strong interactions between single photons are an exciting frontier of quantum optics [36]. They are practically relevant for quantum networks [91] and can give rise to new exotic states of matter [34, 108, 120]. Obtaining better control and understanding of these systems in the quantum few-body limit is central to realizing this potential in near-term experiments. An important step in this direction is the mastery of the three-body problem. Although in general not analytically solvable, the three-body problem has emergent universal properties, such as the existence of Efimov bound states [48]. Moreover, three-body forces can greatly influence the properties of quantum many-body systems as in the case of nuclear systems [27], neutron stars [146], and fractional quantum Hall states [113].

By coupling photons to Rydberg atoms using electromagnetically induced transparency (EIT) [56], strong and tunable pairwise interactions between photons are achievable $[31,38,47,54,65,66,86,97,99,111,123,133,143,145,147,154-157]$. Recently, it has been demonstrated that three-body forces between Rydberg polaritons can be very strong as well $[22,72,73,83,99]$, which distinguishes them from
weaker three-body forces engineered with ultracold atoms [59] and molecules [28, 40, 88, 112]. However, those previous studies considered dispersive three-body interactions, whereas dissipative interactions have only begun to be explored [79]. Dissipative forces are of interest as they often lead to exotic nonequilibrium dynamics in driven-dissipative systems $[21,67,123,159,175]$, while also finding applications in engineering topological phases of matter such as the Pfaffian state [129].

In this chapter, we study the influence of dissipative three-body interactions on the physics of Rydberg cavity polaritons. Pure three-body scattering processes in Rydberg-EIT systems are strong and often comparable to two-body effects [73, 79, 83, 99, 147]. There is also evidence that effective three-body interactions are enhanced in this system [73, 83, 99] due to Rydberg blockade effects [104]. Here, by studying a simplified cavity model that can be treated with a rigorous renormalization group technique, we clearly establish the existence of a universal regime where both dispersive and dissipative three-body forces can be enhanced in a tunable fashion. This enhancement appears due to a near-resonant process when the incoming state can conserve energy and momentum by scattering to a large manifold of intermediate lossy states. Due to the role played by an intermediate resonant channel, this effect has similarities to Feshbach resonances [96]. The interaction can be tuned using the strength and the frequency of the classical control fields. We show how these effects can be probed in current experiments by studying the cavity transmission.

Because of the multi-component nature of the Rydberg polaritons, the theoretical description of the three-body problem is nuanced and complex. To make our analysis analytically tractable, we concentrate on a single-mode cavity, with the extensions to multi-mode cavities presented in our upcoming work [89]. Specifically, based on the microscopic model of photons in a cavity $[60,69,101,121,142,145]$ interacting with Rydberg atoms under EIT conditions, we derive analytical formulae for the


Figure 3.1: (a) Gas of neutral atoms is suspended in an optical cavity. Each atom is a three-level system with the ground state $|g\rangle$, intermediate lossy state $|p\rangle$ with half-width $\gamma$, and a high-lying Rydberg state $|s\rangle$, which experiences strong interactions. Classical control field with Rabi frequency $\Omega$ and detuning $\delta$ couples states $|p\rangle$ and $|s\rangle$. Quantum photon field with collective coupling $g$ drives the $|g\rangle-|p\rangle$ transition and is tuned to the two-photon resonance. (b) Energy of the upper (blue) and lower (green) branches of spin waves as a function of the single-photon detuning. At $\delta=\Omega / \sqrt{2}$ scattering of three DSPs (black) into spin waves (dotted purple) is on resonance.
interaction-induced shifts in energies and decay rates of three dark-state polaritons (DSPs). We show how to gain additional insights into the system by introducing an effective Hamiltonian describing dark state polaritons alone-this approach may be useful in deriving effective descriptions of the free-space system. We solve the threebody problem using a simplified version of the Faddeev equations. Even in these simplified cavity models, it is only with the considerable simplifications afforded by the Faddeev equation formalism that we have been able to rigorously solve for the three-body force in the relevant parameter regimes. The methods introduced here allow one to extend the analysis of Ref. [83] to compute energy shifts for arbitrary multi-mode cavities and improve the accuracy of the extracted three-body force. They may also aid in developing a more systematic and rigorous renormalization group approach for the free-space problem [73].

### 3.2 System

The medium we consider consists of three-level atoms with ground-state $|g\rangle$, and an intermediate state $|p\rangle$ coupled to Rydberg state $|s\rangle$ by a coherent laser, with Rabi frequency $\Omega$, and a complex detuning $\Delta=\delta-i \gamma$ [see Fig. 3.1(a)], which captures the $|p\rangle$-state's decay rate $2 \gamma$. The atomic cloud is suspended in a single-mode runningwave cavity. The quantum photon field, with collective coupling $g$, is tuned to the EIT resonance with the noninteracting Hamiltonian

$$
H_{0}=\int d z \vec{\psi}^{\dagger}(z)\left(\begin{array}{ccc}
0 & g & 0  \tag{3.1}\\
g & \Delta & \Omega \\
0 & \Omega & 0
\end{array}\right) \vec{\psi}(z)
$$

where $\vec{\psi}^{\dagger}(z)=\left[u_{0}^{*}(z) a^{\dagger}, P^{\dagger}(z), S^{\dagger}(z)\right]$ is a vector of bosonic creation operators for the cavity field $a$ with mode function $u_{0}(z)$ and atomic states $|p\rangle,|s\rangle$ at position $z$. We set $\hbar=1$ throughout. $H_{0}$ couples the cavity field to one $|p\rangle$ mode and one $|s\rangle$ mode, both with the same mode function $u_{0}(z)$. Diagonalizing the resulting 3 -by- 3 matrix leads to three eigenmodes. The zero-energy mode is the DSP, which has no overlap with the lossy intermediate state. The two "bright-state" polariton modes are energetically separated and do not influence the DSP behavior in the experimentally relevant limit of strong coupling $(g \rightarrow \infty)$ considered here. The remaining eigenstates of $H_{0}$ (spin waves) correspond to the excitations of the atomic cloud, have no photonic component, and couple to the polaritons only via atom-atom interactions. In the presence of Rydberg interactions $H_{\text {int }}=\frac{1}{2} \int d z d z^{\prime} S^{\dagger}(z) S^{\dagger}\left(z^{\prime}\right) V\left(z-z^{\prime}\right) S\left(z^{\prime}\right) S(z)$,
polaritons experience an effective two-body potential [17, 20, 68]

$$
\begin{equation*}
U_{2}(\omega ; r)=\frac{V(r)}{1-\chi(\omega) V(r)}, \tag{3.2}
\end{equation*}
$$

where $\chi(\omega)$ is a function of $\Delta, \Omega$, and the total energy $\omega$ of the incoming polaritons. The bare interaction $V(r)=C_{6} / r^{6}$ is the van der Waals potential between two atoms separated by distance $r$. The effective potential in Eq. (3.2) saturates to a constant value at short distances and decays as $1 / r^{6}$ for large separations. Intuitively, at large distances, the van der Waals interaction is directly transferred onto the polaritons, while at distances shorter than the blockade radius $r_{b}=\left|\chi(0) C_{6}\right|^{1 / 6}$, the interaction shifts the two Rydberg states out of resonance (the so-called Rydberg blockade mechanism) leading to the renormalization of the effective interaction potential.

To gain insight into few-body interactions, we consider a cavity as our setup, since its treatment requires only a finite number of photonic modes. When the photonic modes are near-degenerate (or there is only one relevant photonic mode), there is a natural separation of scale that appears between low-energy polaritons and highenergy atomic excitations (spin waves). We can take advantage of this energy separation to obtain an effective theory for the polaritons-renormalized by the influence of high-energy spin waves. In contrast, in free space, there is a continuum of energies connecting these two regimes, which makes a similar procedure more difficult.

For simplicity, we consider an effectively one-dimensional running-wave cavity with a single, fixed-momentum photonic mode on EIT resonance and a uniform density of atoms filling the entire cavity mode. We present the generalization of our results to nonuniform setups, e.g., as in Fig. 3.1(a), in our upcoming work [89]. We focus on this model because we have found that it captures generic physical features of multi-mode systems, while simplifying certain technical aspects of the calculations.

Independent of the geometry, in such cavity models, the interactions between polaritons most simply appear as shifts in the energies and decay rates of the polariton modes. To calculate these shifts, we use a master equation description of the problem in the weak-driving regime, such that the anti-Hermitian part of the non-Hermitian Hamiltonian is sufficient to account for losses in the system [33]. Complex energy shifts for the two- and three-body problems coincide with the value of poles in the corresponding two- and three-body $T$-matrix describing correlation functions in this system.

### 3.2.1 Running-wave cavity Hamiltonian

In this subsection, we introduce more details of the microscopic model used in this chapter.

We consider a running-wave optical cavity in one dimension, supporting a single photonic mode. Moreover, we assume a constant density of the atomic cloud, so that the system is translationally invariant. The cavity mode with the profile $u_{0}(z)$ is created by the operator $a^{\dagger}$. While there is only one photonic mode present, the atomic medium can support a broad range of excitations, which are captured by introducing additional mode functions $u_{q \neq 0}(z)$. Together, $\left\{u_{0}, u_{q \neq 0}\right\}$ form an orthonormal basis and can be used to express various field operators

$$
\begin{equation*}
E^{\dagger}(z)=u_{0}^{*}(z) a^{\dagger}, \quad P_{q}^{\dagger}=\int d z u_{q}(z) P^{\dagger}(z), \quad S_{q}^{\dagger}=\int d z u_{q}(z) e^{i k_{c} z} S^{\dagger}(z) \tag{3.3}
\end{equation*}
$$

where $E^{\dagger}(z)$ creates the cavity photon at position $z$, while $P^{\dagger}(z)$ and $S^{\dagger}(z)$ create an excitation of the medium at position $z$ to the atomic state $|p\rangle$ ans $|s\rangle$, respectively. Thanks to the translational symmetry, we can identify index $q$ with momentum and write the explicit form of these mode functions: $u_{q}(z)=\frac{1}{\sqrt{L}} e^{i q z}$. This way, the
momentum $q=0$ corresponds to the cavity photon in the rotating frame. The Hamiltonian for such a system is

$$
H_{\mathrm{cav}}=\underbrace{\left(\begin{array}{c}
a  \tag{3.4}\\
P_{0} \\
S_{0}
\end{array}\right)^{\dagger}\left(\begin{array}{ccc}
\delta_{r} & g & 0 \\
g & \Delta & \Omega \\
0 & \Omega & -i \gamma_{s}
\end{array}\right)\left(\begin{array}{c}
a \\
P_{0} \\
S_{0}
\end{array}\right)}_{\text {Photon mode }}+\underbrace{\sum_{q \neq 0}\binom{P_{q}}{S_{q}}^{\dagger}\left(\begin{array}{cc}
\Delta & \Omega \\
\Omega & -i \gamma_{s}
\end{array}\right)\binom{P_{q}}{S_{q}}}_{\text {Spin waves }}+H_{\mathrm{int}},
$$

where $\Delta=\delta-i \gamma$ is the complex detuning of the classical field with Rabi frequency $\Omega, 2 \gamma_{s}$ is the decay rate of the Rydberg state, and $\delta_{r}$ is the (two-photon) detuning from the EIT resonance. Note the difference in form from Eq. (3.1) is that we write Eq. (3.4) in a momentum basis, whereas Eq. (3.1) is in a real-space basis. The realspace representation is convenient for presentation because it naturally generalizes to other cavity geometries. The interaction Hamiltonian $H_{\mathrm{int}}$ is

$$
\begin{align*}
H_{\mathrm{int}} & =\frac{1}{2} \int d z d z^{\prime} S^{\dagger}(z) S^{\dagger}\left(z^{\prime}\right) V\left(z-z^{\prime}\right) S\left(z^{\prime}\right) S\left(z^{\prime}\right) \\
& =\frac{1}{2} \sum_{q_{1}, q_{2}} S_{q_{1}}^{\dagger} S_{-q_{1}}^{\dagger} S_{q_{2}} S_{-q_{2}} \int \frac{d r}{L} V(r) e^{i\left(q_{1}-q_{2}\right) r} \tag{3.5}
\end{align*}
$$

where second equality holds for vanishing total momentum $K=0$, which is the case we consider here (as we will explain in Sec. 3.4.2, only the $K=0$ solution to the two-body problem will be necessary for our solution to the three-body problem). We assume $\Delta=\delta$ to be real throughout all derivations. Then, we analytically continue the result to the complex case $\Delta=\delta-i \gamma$. Throughout all derivations, we also consider the situation where the photon field is on the EIT resonance $\left(\delta_{r}=0\right)$ and the Rydberg state decay rate is negligible $\left(\gamma_{s}=0\right)$.

Spectral decomposition of the spin-wave part of the Hamiltonian (3.4) gives en-
ergies $\epsilon_{ \pm}$of the upper/lower spin wave and their respective overlaps $\alpha_{ \pm}$with the $|s\rangle$ state:

$$
\begin{equation*}
\epsilon_{ \pm}=\frac{1}{2}\left(\Delta \pm \sqrt{\Delta^{2}+4 \Omega^{2}}\right), \quad \alpha_{ \pm}=\frac{1}{2}\left(1 \pm \frac{\Delta}{\sqrt{\Delta^{2}+4 \Omega^{2}}}\right) . \tag{3.6}
\end{equation*}
$$

In the coordinate space, the single-particle propagator $\left(\hat{g}_{s}\right)$ is

$$
\begin{equation*}
g_{s}\left(\omega ; x, x^{\prime}\right)=\underbrace{\sum_{\mu= \pm} \frac{\alpha_{\mu}}{\omega-\epsilon_{\mu}+i 0^{+}} \sum_{q \neq 0} e^{i q\left(x-x^{\prime}\right)}+\frac{1}{\omega+i 0^{+}},, ~, ~, ~}_{\eta(\omega)} \tag{3.7}
\end{equation*}
$$

where the first term corresponds to the spin-wave excitation and the second to the dark-state polariton. In the large-coupling limit $g \gg \Omega,|\Delta|$, only the dark branch of polaritons contributes because the energy of bright polaritons is proportional to $g \rightarrow \infty$, so their effect can be neglected - see Ref. [17] for a more detailed discussion. The energy-dependent factor $\eta(\omega)$ can be evaluated to

$$
\begin{equation*}
\eta(\omega)=\frac{\omega-\Delta}{\omega^{2}-\left(\Omega^{2}+\Delta \omega\right)}, \tag{3.8}
\end{equation*}
$$

and one needs to use the full expression with $i 0^{+}$included if integration occurs.
In the previous work of Refs. [73, 83], the authors considered the limit $\Omega \ll \Delta$, where only one spin-wave branch contributes. However, in our regime of interest $\Omega \sim \Delta$ and we must solve the more general problem that includes all branches. In addition, both Ref. [83] and Ref. [73] made (different) simplifying approximations which led to slight quantitative differences between all three solutions for the effective three-body force: Ref. [83], Ref. [73], and the present work. The current approach is more systematic and can be rigorously derived as an asymptotic perturbative expansion of the solutions to the three-body Schrödinger equation. We present further
extensions of these results to general multi-mode cavities in our upcoming work [89]. Generalizing these cavity solutions to the free-space problem remains an outstanding challenge. An alternative technique, that has been successfully applied in free-space, is to define effective three-body parameters through nonperturbative matching techniques [99]. In this alternative approach, these parameters are tuned in an effective field theory to reproduce low-energy observables (e.g., the dimer-polariton scattering length) obtained from the solution to the microscopic model.

### 3.2.2 Qualitative picture

Before moving to the main derivations of this chapter, we briefly discuss the physical origin of the enhanced three-body dissipation in our system, which is the main result of this work. This phenomenon has an intuitive explanation: three darkstate polaritons propagating at EIT resonance have zero energy. At the same time, upper and lower branches of spin waves have energies $\epsilon_{ \pm}=\frac{1}{2}\left(\Delta \pm \sqrt{\Delta^{2}+4 \Omega^{2}}\right)$. Strong losses occur at $\delta=\Omega / \sqrt{2}$ because, at this point, $2 \epsilon_{-}+\epsilon_{+}=0$, which means that three-body scattering into lossy atomic excitations is on energetic resonance [see Fig.3.1(b)].

### 3.3 Two-body problem

First, we turn to the two-body problem. Consider an incoming state of two polaritons (labeled 1 and 2) initially located at positions $\vec{x}=\left(x_{1}, x_{2}\right)$ and later measured at positions $\vec{x}^{\prime}$ after interactions take place. The amplitude for this process can be described within the framework of scattering theory. The multi-component nature of the polariton problem means that the full (bold) two-body $T$-matrix $\hat{\boldsymbol{T}}_{\mathbf{2}}(\omega)$ is a $3 \times 3$ operator-valued matrix. However, only the Rydberg $(|s\rangle)$ component experiences in-
teractions. Therefore, we can restrict our considerations to the ss-component $\hat{T}_{2}(\omega)$ of the full two-body $T$-matrix $\hat{\boldsymbol{T}}_{\mathbf{2}}(\omega)$ [17-19]. $\hat{T}_{2}(\omega)$ is governed by the LippmannSchwinger equation, see Fig. 3.2(a). In these cavity problems, one can equivalently study the integrated $T$-matrix $T_{2}(\omega) \equiv \int d \vec{x} d \vec{x}^{\prime} T_{2}\left(\omega ; \vec{x}, \vec{x}^{\prime}\right)$, where $T_{2}\left(\omega ; \vec{x}, \vec{x}^{\prime}\right)$ is the matrix element of $\hat{T}_{2}$ in coordinate space.

To gain insight into the influence of the additional spin-wave branch, we begin by studying the two-body problem. Description of the two-body processes is contained in the off-shell two-body T-matrix $T_{2}(\omega)$. In the following, we derive that

$$
\begin{equation*}
T_{2}(\omega)=\frac{\omega U_{2}(\omega)}{\omega-U_{2}(\omega)[1-\omega \chi(\omega)]} \tag{3.9}
\end{equation*}
$$

where $U_{2} \equiv \int \frac{d r}{L} U_{2}(\omega ; r)$ and $L$ is the mode volume of the DSP. The two-body energy shift is given by the poles of $T_{2}(\omega)$.

The derivation of Eq. (3.9) starts here. An equation for $T_{2}(\omega)$ can be written explicitly using a supporting definition $T_{2}(\omega)=\int \frac{d r}{L} T_{2}(\omega ; r)$, where $T_{2}(\omega ; r)=$ $\int \frac{d \vec{x}^{\prime}}{L^{2}} \frac{d R}{L} T_{2}\left(\omega ; \vec{x}, \vec{x}^{\prime}\right), \vec{x}=\left(x_{1}, x_{2}\right), \vec{x}^{\prime}=\left(x_{1}^{\prime}, x_{2}^{\prime}\right), r=x_{1}-x_{2}$ is the relative coordinate, and $R=\left(x_{1}+x_{2}\right) / 2$ is the center of mass coordinate. $T_{2}(\omega ; r)$ is given by

$$
\begin{equation*}
T_{2}(\omega ; r)=V(r)+\int \frac{d r^{\prime}}{L} V(r) G_{2}\left(\omega ; r, r^{\prime}\right) T_{2}\left(\omega ; r^{\prime}\right) \tag{3.10}
\end{equation*}
$$

where the two-body propagator $G_{2}$ can be obtained from the Hamiltonian (3.4) and is given by

$$
\begin{equation*}
G_{2}\left(\omega ; r, r^{\prime}\right)=\left(\omega+i 0^{+}\right)^{-1}+\chi(\omega) \sum_{q \neq 0} e^{i q\left(r-r^{\prime}\right)} \tag{3.11}
\end{equation*}
$$

where the zero-momentum term $\left(\omega+i 0^{+}\right)^{-1}$ is the propagator of two dark-state
polaritons. It can be related to our formulation using $\hat{g}_{s}$ via

$$
\begin{equation*}
G_{2}\left(\omega ; r, r^{\prime}\right) \stackrel{!}{=} \int \frac{d \omega^{\prime}}{2 \pi i} g_{s}\left(\omega^{\prime} ; x_{1}, x_{1}^{\prime}\right) g_{s}\left(\omega-\omega^{\prime} ; x_{2}, x_{2}^{\prime}\right) \tag{3.12}
\end{equation*}
$$

where $\stackrel{!}{=}$ means that it is equal only under the integral in Eq. (3.10) and after enforcing the total-momentum conservation. The coefficient $\chi(\omega)$, in the part of $G_{2}$ corresponding to the double excitation of spin waves, is

$$
\begin{equation*}
\chi(\omega)=\frac{\Delta-\frac{\omega}{2}-\frac{\Omega^{2}}{\Delta-\omega}}{\omega\left(\Delta-\frac{\omega}{2}\right)+2 \Omega^{2}}, \tag{3.13}
\end{equation*}
$$

which coincides with the two-body propagator in free space in the infinite-momentum limit [17]. Equation (3.10) is represented schematically in Fig. 3.2(a). To solve it, we rewrite the propagator from Eq. (3.11) as

$$
\begin{equation*}
G_{2}\left(r, r^{\prime}\right)=\left[\left(\omega+i 0^{+}\right)^{-1}-\chi(\omega)\right]+L \chi(\omega) \delta\left(r-r^{\prime}\right), \tag{3.14}
\end{equation*}
$$

and plug it back into Eq. (3.10). After rearrangement and integration of both sides by $\int \frac{d r}{L}$, we obtain the equation for $T_{2}(\omega)$, which gives

$$
\begin{equation*}
T_{2}(\omega)=U_{2}(\omega)+U_{2}(\omega)\left[\left(\omega+i 0^{+}\right)^{-1}-\chi(\omega)\right] T_{2}(\omega) \tag{3.15}
\end{equation*}
$$

where $U_{2}(\omega)$ is a well-known [17] renormalized two-body interaction (for $g \rightarrow \infty$ ) between dark-state polaritons, presented in Eq. (3.2). In the limit of large separation, it reduces to the bare van der Waals potential. Conversely, for small distances, it saturates at a finite value, an effect caused by the so-called Rydberg blockade mechanism.

Solving algebraic equation Eq. (3.15) for $T_{2}(\omega)$ reproduces Eq. (3.9). Notice that,
to the leading order in $r_{b} / L$, Eq. (3.15) describes the scattering of two infinitely heavy particles under the influence of potential $U_{2}(\omega ; r)$. Additional terms encapsulate effects specific to the cavity setup.

### 3.4 Three-body problem

### 3.4.1 Main results

After discussing the two-body problem, we are ready to discuss the three-body problem. We first provide an overview in this subsection and provide the details of the calculation in the following subsection.

Three-body problems are complex both in classical and quantum physics. Previous works on the three-body problem for Rydberg polaritons considered the restricted limit $\Omega \ll|\delta|[72,73,83]$; here, we extend the regime of applicability to $\Omega>|\delta|$, which allows for a more general description of the system, including repulsive photons [17] and dissipative behavior.

Although dramatically simplified, the three-body problem cannot, to the best of our knowledge, be solved exactly in the single-mode cavity model considered in this chapter. Instead, we approximate the full result by a power series in the small parameter $r_{b} / L$, which is effectively the product of the blockade radius and the density of polaritons in this few-body limit. We stress, that this approach is still nonperturbative in the bare interaction $V(r)$. Our final expression for the three-body energy shift to second order in $r_{b} / L$ is given by

$$
\begin{align*}
\delta E_{3} & =\frac{r_{b}}{L} E_{3}^{(1)}+\frac{r_{b}^{2}}{L^{2}} E_{3}^{(2)}+\mathcal{O}\left(r_{b}^{3} / L^{3}\right) \\
& =\underbrace{3 U_{2}}_{\mathcal{O}\left(r_{b} / L\right)}+\underbrace{3 U_{3}+3 U_{2}\left(3 U_{2}^{\prime}-\chi U_{2}\right)}_{\mathcal{O}\left(r_{b}^{2} / L^{2}\right)}, \tag{3.16}
\end{align*}
$$

where $U_{3}$ is a universal effective three-body force (see Fig. 3.2) that emerges for Rydberg cavity polaritons and $U_{2}^{\prime} \equiv d U_{2}(\omega) /\left.d \omega\right|_{\omega=0} . \quad U_{3}$ has a similar expression to $U_{2}$ as an integral over a local three-body potential. The other terms at order $r_{b}^{2} / L^{2}$ represent additional nonlocal, nonperturbative corrections that are specific to the cavity geometry we consider. The resonant three-body loss process we study is only present in the $U_{3}$ term.

In contrast to the two-body problem [17], the three-body Rydberg polariton problem cannot be reduced to a single scalar equation - even in the perturbative expansion in $r_{b} / L$. Inspired by the seminal work of Faddeev on three-body quantum systems [51], we take the Faddeev equation approach to solving the Schrödinger equation. An indispensable advantage in the present case is that the Faddeev equations can be expressed entirely in terms of Rydberg spin-wave correlation functions, which simplifies the theoretical treatment of the multi-component nature of DSPs. In this formalism, the three-body problem can be recast as an infinite series of two-body interactions. All scattering processes are grouped depending on which pair of particles interacts first. Crucially, the $T$-matrix separates into the sum $\hat{T}_{3}(\omega)=\frac{1}{3} \sum_{i<j} \hat{T}_{3}^{i j}\left(\omega, \epsilon_{k}\right)$, where $\hat{T}_{3}^{i j}\left(\omega, \epsilon_{k}\right)$ denotes the $T$-matrix for scattering where particles $i, j$ interact first and the third particle $k \neq i, j$ has incoming energy $\epsilon_{k}$. Similarly to the two-body case, we consider just the sss-component $\hat{T}_{3}$ of the full three-body $T$-matrix $\hat{\boldsymbol{T}}_{\mathbf{3}}$. The equation for $\hat{T}_{3}^{12}(\omega, \epsilon)$, when all outgoing states are DSPs, is

$$
\begin{align*}
& \hat{T}_{3}^{12}(\omega, \epsilon)=\hat{T}_{2}^{12}(\omega-\epsilon) \hat{g}_{s}(\omega)\left[\hat{T}_{2}^{23}(\omega)+\hat{T}_{2}^{13}(\omega)\right]+  \tag{3.17}\\
& \int d \tilde{\epsilon} \hat{T}_{2}^{12}(\omega-\epsilon) \hat{g}_{s}(\tilde{\epsilon}) \hat{g}_{s}(\omega-\epsilon-\tilde{\epsilon})\left[\hat{T}_{3}^{23}(\omega, \tilde{\epsilon})+\hat{T}_{3}^{13}(\omega, \tilde{\epsilon})\right]
\end{align*}
$$

where $\hat{T}_{2}^{i j}$ describes the two-body scattering of particles labeled $i, j$. The Rydbergcomponent propagator $\hat{g}_{s}$ is a complex object that involves contributions from differ-


Figure 3.2: (a) Diagrammatic representation (see inset for legend) of the LippmannSchwinger equation for the scattering of two dark-state polaritons. Processes with only one spin wave are forbidden by momentum conservation. (b) Schematic representation of Faddeev equations for the three-body $T$-matrix $T_{3}^{12}(\omega)$, where particles 1 and 2 interact first. (c) Truncation of the three-body equations (b) to second order in $r_{b} / L$ allows us to express the spin-wave contribution using an effective three-body potential $U_{3}$ between DSPs.
ent spin-wave branches and the DSP mode. Note that the simple form of Eq. (3.17) is thanks to the use of abstract operators. The representation in e.g. a coordinate basis is more involved, as we show in the following subsection.

To derive an effective DSP theory, we separate spin-wave and DSP components in $\hat{g}_{s}$, which will allow us to perform the expansion in $r_{b} / L$. The equation for the $T$-matrix describing DSP-to-DSP scattering $\hat{T}_{3}(\omega) \equiv \hat{T}_{3}^{12}(\omega, 0)$ is represented diagrammatically in Fig. 3.2(b), where we explicitly showed separated spin-wave (red) and DSP (black) propagators. Next, we restrict both sides of Eq. (3.17) to the second order in $r_{b} / L$. For this purpose, we keep only those terms where either the sum over a macroscopic number of spin waves is present or the all-dark intermediate state arises. Finally, we rewrite the original Faddeev equations in an approximate form shown in


Figure 3.3: (a) Ratio of imaginary parts of $E_{3}^{(2)}$ and $E_{3}^{(1)}$ at $\gamma / \Omega=0.01$. Near $\delta / \Omega=1 / \sqrt{2}$, we observe enhancement caused by a three-body resonance. $\delta=\Omega$ is a singular point where $r_{b} \rightarrow 0$. (b) Real and imaginary parts of $E_{3}^{(2)}$ as a function of $\gamma / \Omega$ at $\delta / \Omega=1 / \sqrt{2}$. (inset) Our numerical results (blue) agree with analytical scaling arguments (dashed red) suggesting that the ratio $\operatorname{Im}\left(E_{3}^{(2)}\right) / \operatorname{Re}\left(E_{3}^{(2)}\right)$ diverges as $\Omega / \gamma$ in the limit $\gamma / \Omega \rightarrow 0$.

Fig. 3.2(c) - without any spin-wave degrees of freedom. We provide the full set of equations in the following subsection.

In Fig. 3.3(a), we characterize the strength of three-body loss using the ratio of the expansion coefficients $\operatorname{Im}\left(E_{3}^{(2)}\right) / \operatorname{Im}\left(E_{3}^{(1)}\right)$. The denominator $\operatorname{Im}\left(E_{3}^{(1)}\right)$ from Eq. (3.16) contains contributions to three-body loss from disconnected two-body processes only. We see the expected enhancement at the resonance condition $\delta=\Omega / \sqrt{2}$. There is an additional resonant feature at $\delta=\Omega$ that arises because of a two-body interference effect whereby $\chi$ vanishes and, therefore, $r_{b}$ goes to zero. This leads to an overall enhancement of both two and three-body interaction effects. In contrast, for the three-body resonance condition $\delta=\Omega / \sqrt{2}$, there are no resonant features that appear in the two-body problem. Therefore, we interpret the enhancement of the three-body loss observed at this point as a genuinely three-body effect.

In Fig. 3.3(b), we show the dependence of $E_{3}^{(2)}$ on the decay rate $\gamma$ at the resonance


Figure 3.4: (a-b) Three-body loss parameter $r_{3}$ in units of $\Gamma^{-2}$ as a function of real and imaginary part of $u_{3} / \Gamma$ for the case of $u_{2}=0$, which corresponds to negligible two-body correlations in the microscopic model. The five curves in (b) correspond to the five values of $\operatorname{Im}\left(u_{3}\right)$ indicated by the horizontal lines in (a).
condition $\delta=\Omega / \sqrt{2}$. We find a divergence as $\gamma / \Omega \rightarrow 0$ (see inset) indicating that the enhancement factor for three-body loss can be made arbitrarily large. This behavior is in agreement with analytical scaling arguments that predict $\operatorname{Im}\left(E_{3}^{(2)}\right) \sim 1 / \gamma$, which stems from the fact that, for finite $\gamma$, we have $\operatorname{Im}\left(2 \epsilon_{-}+\epsilon_{+}\right) \sim \gamma$. We note, however, that our calculations only apply when the perturbative expansion in Eq. (3.16) is valid. As a result, we cannot definitively say whether the three-body loss dominates over two-body loss for finite $r_{b} / L$ because we have not obtained any bounds on higher order terms in the expansion.

This enhancement is independent of the details of the photonic mode geometry [89]; therefore, we interpret it as a universal effect for Rydberg polariton systems that provides a promising path to the realization of physical systems driven by threebody interactions. Recently, we experimentally studied an enhanced three-body loss feature in free-space that occurs in a similar parameter regime $\Omega \sim \delta$, but has a richer physical origin [79].

### 3.4.2 Details of the three-body calculation

In this section, we provide more details on the calculations of the scattering of three dark-state polaritons. Schematic representation of the key equations is presented in Fig. 3.2(b-c).

As in the two-body case, the influence of the interaction on the physics of the threebody problem is captured by the analytical structure of the T-matrix $\boldsymbol{T}_{\mathbf{3}}$. Specifically, the energy shift corresponds to the pole of the integrated T-matrix $T_{3}(\omega)$.

To calculate this object, one can in principle employ the Schrödinger equation. However, such a treatment can lead to spurious, nonphysical solutions. In order to avoid this issue, another approach to the quantum three-body problem was developed by Faddeev [51]. In this formulation, all scattering processes are grouped depending on which two particles interact first. This way one introduces a rigorous method for expressing the three-body scattering as a series of two-body processes (a three-body force can also be included). As a consequence, the three-body T-matrix can now be written as a sum of three (sub)T-matrices

$$
\begin{equation*}
\hat{T}_{3}(\omega)=\frac{1}{3} \sum_{i<j} \hat{T}_{3}^{i j}\left(\omega, \epsilon_{k}\right) \tag{3.18}
\end{equation*}
$$

where $\hat{T}_{3}^{i j}\left(\omega ; \epsilon_{k}\right)$ denotes the T-matrix for the group of processes, where particles labeled $i$ and $j$ interacted first and the third particle $k \neq i, j$ has energy $\epsilon_{k}$. These $\hat{T}_{3}^{i j}\left(\omega, \epsilon_{k}\right)$ objects are coupled to each other by the set of equations called Faddeev equations. In our case, the situation is further complicated by the multicomponent nature of the polariton system. Let us define $\hat{T}_{3}^{i j}(\omega) \equiv \hat{T}_{3}^{i j}(\omega ; 0)$ and $\hat{T}_{\mu}^{i j}(\omega) \equiv \hat{T}_{3}^{i j}\left(\omega ; \epsilon_{\mu= \pm}\right)$.

Every T-matrix we consider has all three outgoing DSPs. In our system, exact

Faddeev equations [51] describing the off-shell scattering of three zero-momentum DSPs are

$$
\begin{align*}
T_{3}^{12}(\omega) & =T_{2}(\omega) \frac{2}{\omega+i 0^{+}} T_{2}(\omega)+T_{2}(\omega) \frac{1}{\omega+i 0^{+}}\left(T_{3}^{13}(\omega)+T_{3}^{23}(\omega)\right) \\
& +\sum_{\mu= \pm} \int \frac{d r_{12}}{L} \frac{d r_{3}}{L} T_{2}\left(\omega ; r_{12}\right) \alpha_{\mu} \eta_{\mu}\left(T_{\mu}^{13}(\omega ; \vec{x})+T_{\mu}^{23}(\omega ; \vec{x})\right)-T_{2}(\omega) \alpha_{\mu} \eta_{\mu}\left(T_{\mu}^{13}(\omega)+T_{\mu}^{23}(\omega)\right) \tag{3.19}
\end{align*}
$$

and the two analogous equations for $T_{3}^{13}(\omega)$ and $T_{3}^{23}(\omega)$ obtained through permutation of indices. Here $T_{\mu}^{i j}(\omega ; \vec{x})=\int \frac{d \vec{x}^{\prime}}{L^{3}} \frac{d R}{L} T_{\mu}^{i j}\left(\omega ; \vec{x}, \vec{x}^{\prime}\right)$ is the T-matrix for the process with the third incoming leg being a spin wave belonging to the branch $\mu$. Variable $r_{12}$ denotes the distance between particles labeled 1 and $2, r_{3}=\left(x_{1}+x_{2}\right) / 2-x_{3}$ is the standard third Jacobi coordinate, and $\eta_{\mu}=\eta\left(\omega-\epsilon_{\mu}\right)$.

Eq. (3.19) is a direct implementation of the operator equation [Eq. (3.17)] from Section 3.4.1. Here, we explicitly separated spin-wave and DSP terms of $\hat{g}_{s}$ as in Eq. (3.7) and then performed the $\tilde{\epsilon}$ integration with the enforcement of momentum invariance. Note that, in contrast to the two-body problem, here we do not obtain an effective few-body propagator as $\chi(\omega)$, since the three-body T-matrix depends on the energy of the third particle and prevents such grouping.

Now we introduce our main approximation, which allows us to write a selfconsistent system of equations to the lowest non-trivial order in $r_{b} / L$. For this purpose, we keep only those terms where either the sum over a macroscopic number of spin waves is present or the all-dark intermediate state arises. The sum over a macroscopic number of spin waves introduces a factor of $L \delta(x)$, while the all-darkstate propagator contributes $\left(\omega+i 0^{+}\right)^{-1}$, which is of order $L / r_{b}$ because the energy shift satisfies $\omega \sim r_{b} / L$. In comparison, all other terms are negligible in the limit of vanishing $r_{b} / L$, as they are of order $\sim 1$ or smaller. The key consequence of these
rules is as follows: $\left\{T_{3}\right\}=1$ and $\left\{T_{\mu}\right\}=2$, where $\{X\}$ denotes the leading order of $X$ in $r_{b} / L$. Finally, the two-body term $\left\{T_{2}\right\}=1$, which follows directly from Eq. (3.15).

For clarity, we will omit terms that arise from higher-order corrections to the $g_{s}$ propagator (such as the last term in Eq. (3.19)) as they do not contribute to our lowest-order solution. We note that, in general, the $T_{2}$ matrix depends on the total momentum of two particles $K$, but in all our equations we can either truncate it to $U_{2}$, or it arises in a situation (outer $T_{2}$ contributions) where $K=0$.

In order to close the system of equations, we need to calculate $T_{\mu}^{i j}$, which is described by another set of Faddeev equations expanded to leading order in $r_{b} / L$

$$
\begin{align*}
T_{\mu}^{12}(\omega, \vec{x})= & \sum_{b \neq(12)(3)}\left[U_{2}^{\mu}\left(x_{1}-x_{2}\right) \eta_{\mu} T_{2}\left(\omega ; x_{b_{1}}-x_{b_{2}}\right)+\sum_{\nu= \pm} \alpha_{\nu} U_{2}^{\mu}\left(x_{1}-x_{2}\right) \eta_{\mu \nu} T_{\nu}^{b_{1} b_{2}}(\omega ; \vec{x})\right] \\
& +\sum_{b \neq(12)(3)} U_{2}^{\mu}\left(x_{1}-x_{2}\right) \eta_{\mu} T_{2}\left(\omega ; x_{b_{1}}-x_{b_{2}}\right) \frac{1}{\omega+i 0^{+}}\left[2 T_{2}(\omega)+\sum_{c \neq\left(b_{1} b_{2}\right)\left(b_{3}\right)} T_{3}^{c_{1} c_{2}}(\omega)\right], \tag{3.20}
\end{align*}
$$

where $U_{2}^{\mu}(x) \equiv U_{2}\left(\omega-\epsilon_{\mu} ; x\right)$ and $\eta_{\mu \nu}=\eta\left(\omega-\epsilon_{\mu}-\epsilon_{\nu}\right)$. It is easier to first calculate $\tilde{T}_{\mu}^{12}$, where the tilde denotes that it is a T-matrix where the intermediate DSPs come only from nonperturbative corrections to $T_{2}$. This is given by

$$
\begin{equation*}
\tilde{T}_{\mu}^{12}(\omega, \vec{x})=\sum_{b \neq(12)(3)}\left[U_{2}^{\mu}\left(x_{1}-x_{2}\right) \eta_{\mu} T_{2}\left(x_{b_{1}}-x_{b_{2}}\right)+\sum_{\nu= \pm} \alpha_{\nu} U_{2}^{\mu}\left(x_{1}-x_{2}\right) \eta_{\mu \nu} \tilde{T}_{\nu}^{b_{1} b_{2}}(\omega ; \vec{x})\right] \tag{3.21}
\end{equation*}
$$

and is related to Eq. (3.20) by

$$
\begin{equation*}
T_{\mu}^{12}(\omega ; \vec{x})=\tilde{T}_{\mu}^{12}(\omega ; \vec{x})+\tilde{T}_{\mu}^{12}(\omega ; \vec{x}) \frac{1}{\omega+i 0^{+}}\left(T_{3}^{13}(\omega)+T_{3}^{23}(\omega)+2 T_{2}(\omega)\right) \tag{3.22}
\end{equation*}
$$

This solution can be verified by inserting Eqs. (3.21) and (3.22) into Eq. (3.20) and
seeing that everything cancels out (we also use $T_{3}^{i j}(\omega)=T_{3}^{k l}(\omega)$ for any $i \neq j, k \neq l$ ). The system of algebraic equation in Eq. (3.21) can be solved analytically. Inserting this result into Eq. (3.19) and summing over all pairs $i, j$ gives the renormalized system of equations for the dark-state T-matrix

$$
\begin{align*}
T_{3}(\omega) & =T_{2}(\omega) \frac{2}{\omega+i 0^{+}} T_{2}(\omega)+T_{2}(\omega) \frac{2}{\omega+i 0^{+}} T_{3}(\omega)+\Phi^{2} U_{3}(\omega) \\
& +\Phi^{2} U_{3}(\omega) \frac{2}{\omega+i 0^{+}}\left[T_{3}(\omega)+T_{2}(\omega)\right]+\mathcal{O}\left(r_{b}^{3} / L^{3}\right) \tag{3.23}
\end{align*}
$$

where $\Phi=T_{2}(\omega) / U_{2}(\omega)$ is the non-perturbative correction. The effective three-body potential $U_{3}(\omega)$ can be concisely written as

$$
\begin{equation*}
U_{3}(\omega)=\int \frac{d x}{L} \frac{d y}{L} \sum_{\mu= \pm} 2 U_{2}(\omega ; x-y) \eta_{\mu} \alpha_{\mu} \widehat{T}_{\mu}^{12}(\omega ; x, y) \tag{3.24}
\end{equation*}
$$

which was possible due to symmetries with respect to the relabeling of particles and coordinates. Variables $x=x_{1}-x_{2}$ and $y=x_{3}-x_{2}$ describe relative distances of pairs of particles and $\widehat{T}_{\mu}^{12}(\omega ; x, y)=\tilde{T}_{\mu}^{12}(\omega ; x, y) / \Phi$ is governed by Eq. (3.21) with $T_{2} \rightarrow U_{2}$. The function $U_{3}(\omega)$ can be intuitively understood as an effective three-body potential, with direct analogy to $U_{2}(\omega)$ in the two-body scenario.

Solving Eq. (3.23) for $T_{3}(\omega)$, we get

$$
\begin{equation*}
T_{3}(\omega)=\frac{2 T_{2}(\omega)^{2}+\left(\omega+2 T_{2}(\omega)\right) U_{3} /\left(1-U_{2}[1-\chi(\omega) \omega]\right)^{2}}{\omega-2\left(T_{2}(\omega)+U_{3}(\omega) /\left(1-U_{2}(\omega)[1-\chi(\omega) \omega]\right)^{2}\right)} \tag{3.25}
\end{equation*}
$$

Its pole gives the equation for the three-body energy shift:

$$
\begin{equation*}
\delta E_{3}=3 U_{2}\left(\delta E_{3}\right)+3 U_{3}\left(\delta E_{3}\right)-\chi(0) U_{2}\left(\delta E_{3}\right) \delta E_{3}+\mathcal{O}\left(r_{b}^{3} / L^{3}\right) . \tag{3.26}
\end{equation*}
$$

To obtain a self-consistent solution, we must expand both sides to the appropriate
order in $r_{b} / L$. For this purpose, we analyze the order of each constituent:

$$
\begin{equation*}
\left\{\delta E_{3}\right\}=1, \quad\left\{U_{2}\right\}=1, \quad\left\{U_{3}\right\}=2, \quad\{\chi(0)\}=0 \tag{3.27}
\end{equation*}
$$

This allows us to write the final solution

$$
\begin{equation*}
\delta E_{3}=\underbrace{3 U_{2}}_{\mathcal{O}\left(r_{b} / L\right)}+\underbrace{3 U_{3}+3 U_{2}\left(3 U_{2}^{\prime}-\chi U_{2}\right)}_{\mathcal{O}\left(r_{b}^{2} / L^{2}\right)}+\mathcal{O}\left(r_{b}^{3} / L^{3}\right) \tag{3.28}
\end{equation*}
$$

where $U_{2}^{\prime}=d U_{2} / d \omega$ and all functions are evaluated at $\omega=0$. Notice that the multibranch character of the problem is contained in $U_{3}$ and in the more complicated form of $\chi$ compared to the regime $\Omega \ll|\delta|$.

### 3.5 Experimental probing

In order to relate our microscopic description to experimentally measurable quantities, we now study the transmission through our cavity system. We use a low-energy model for the transmission where the only excitations in the cavity coupled to the waveguide are the DSPs. The effective Hamiltonian for the cavity-DSPs is

$$
\begin{equation*}
H=-i(\Gamma+\kappa) b^{\dagger} b+u_{2}\left(b^{\dagger}\right)^{2} b^{2}+u_{3}\left(b^{\dagger}\right)^{3} b^{3} \tag{3.29}
\end{equation*}
$$

where $b^{\dagger}$ is a bosonic creation operator for the DSPs, $2 \Gamma$ is the decay rate of DSPs from the cavity into the waveguide, $2 \kappa$ is the decay rate to other modes, and the coefficients $u_{2}, u_{3}$ are related to energy shifts $\delta E_{2}, \delta E_{3}$, calculated as described above from the full microscopic theory, through $u_{2}=\delta E_{2}$ and $u_{3}=\delta E_{3}-3 \delta E_{2}$. For simplicity, we focus on the limit where three-body effects dominate over two-body phenomena by taking $u_{2}=0$ in Eq. (3.29). We use a measure of three-body loss that is appropriate
when all decay is into the waveguide $(\kappa=0)$ and when two-body interactions $u_{2}$ are zero or negligibly small $r_{3}=\int d \tau_{1} d \tau_{2}\left[1-g^{(3)}\left(\tau_{1}, \tau_{2}\right)\right]$, where $g^{(3)}\left(\tau_{1}, \tau_{2}\right)$ is the three-photon correlation function at the output of the waveguide and where $\tau_{1,2}$ are relative coordinates. The $r_{3}$ parameter measures the probability that three-photons are lost from the pulse due to the interactions. We can analytically compute $r_{3}$ for this transmission problem as detailed in the following subsection. We have also extended these calculations to account for arbitrary $\kappa, u_{2}$, and $u_{3}$ [166]. In Fig. 3.4(a), we show a contour plot of $r_{3}$ as a function of the real and imaginary parts of the three-body interaction $u_{3}$. Interestingly, $r_{3}$ does not increase arbitrarily as the three-body loss rate is increased, but instead has a maximum value at $\operatorname{Im}\left(u_{3}\right) \sim \Gamma$ [see Fig. 3.4(b)]. The appearance of a maximum in $r_{3}$ is attributable to a type of quantum Zeno effect, whereby too large a value of three-body loss blocks the photons from entering the cavity, reducing the overall amount of loss in the system.

### 3.5.1 Transmission calculations

In the following, we present the model describing the transmission of photons in a chiral waveguide coupled to a single-mode cavity described by Eq. (3.29). We analytically calculate the three-body loss parameter $r_{3}$ in the case when $u_{2}=\kappa=0$, which corresponds to the situation where three-body effects dominate. The results presented in this section are used to obtain Fig. 3.4(a-b).

The whole system is described by the transmission Hamiltonian

$$
H_{\mathrm{tr}}=\int_{-\infty}^{+\infty} d k k C^{\dagger}(k) C(k)+\int_{-\infty}^{+\infty} d k \sqrt{2 \pi} g\left(b^{\dagger} C(k)+C^{\dagger}(k) b\right)+u_{3}\left(b^{\dagger}\right)^{3} b^{3}
$$

where the first term describes the Hamiltonian of the photons in the chiral waveguide. $C^{\dagger}(k)$ and $C(k)$ are creation and annihilation operators of chiral photons at momen-
tum $k$, respectively. Speed of light is set to unity $(c=1)$. The second term describes the quadratic coupling between photons in the waveguide and the cavity, where $b^{\dagger}(b)$ creates (destroys) a cavity photon. The last term describes the three-body nonlinear interactions of cavity photons.

To compute few-photon scattering, it is convenient to partition the Hamiltonian into the quadratic part $H_{0}$ and the nonlinear interactions:

$$
\begin{aligned}
H_{\mathrm{tr}} & \equiv H_{0}+U \\
H_{0} & =\int_{-\infty}^{+\infty} d k k C^{\dagger}(k) C(k)+\int_{-\infty}^{+\infty} d k \sqrt{2 \pi} g\left(b^{\dagger} C(k)+C^{\dagger}(k) b\right), \\
U & =u_{3}\left(b^{\dagger}\right)^{3}(b)^{3} .
\end{aligned}
$$

The quadratic part $H_{0}$ of the Hamiltonian $H_{\text {tr }}$ can be diagonalized into the scattering eigenstates:

$$
\begin{aligned}
H_{0} & =\int_{-\infty}^{+\infty} d k k \psi_{k}^{\dagger} \psi_{k} \\
\psi_{k}^{\dagger} & =e_{k} b^{\dagger}+\int_{-\infty}^{+\infty} d k^{\prime} \psi_{k}\left(k^{\prime}\right) C^{\dagger}(k)
\end{aligned}
$$

where $e_{k}=\frac{1}{\sqrt{2 \pi}} \frac{g}{k+i k+i \Gamma}$ and $\left[\psi_{k}, \psi_{k^{\prime}}^{\dagger}\right]=\delta\left(k-k^{\prime}\right) .\left\{\psi_{k}^{\dagger} \mid k \in(-\infty,+\infty)\right\}$ form a complete basis of the Hilbert space, which we refer to as the dressed-photon basis. Let $\psi_{k}(z)$ be the Fourier transform of $\psi_{k}\left(k^{\prime}\right)$ in the coordinate space. The asymptotic behavior of $\psi_{k}(z)$ gives the single-photon transmission coefficient

$$
\begin{equation*}
t_{k}=\frac{\lim _{z \rightarrow+\infty} \psi_{k}(z)}{\lim _{z \rightarrow-\infty} \psi_{k}(z)}=\frac{k-i \Gamma}{k+i \Gamma} . \tag{3.30}
\end{equation*}
$$

The nonlinear interaction $U$ can also be expressed in the dressed photon basis:

$$
\begin{align*}
U & =\int d \vec{k} d \overrightarrow{k^{\prime}} U\left(\vec{k}, \overrightarrow{k^{\prime}}\right) \psi_{k_{1}^{\prime}}^{\dagger} \psi_{k_{2}^{\prime}}^{\dagger} \psi_{k_{3}^{\prime}}^{\dagger} \psi_{k_{1}} \psi_{k_{2}} \psi_{k_{3}}  \tag{3.31}\\
U\left(\vec{k}, \overrightarrow{k^{\prime}}\right) & =e_{\overrightarrow{k^{\prime}}}^{*} \overrightarrow{\vec{k}} u_{3} \tag{3.32}
\end{align*}
$$

where we have used the definitions $\vec{k}=\left(k_{1}, k_{2}, k_{3}\right)$ and $e_{\vec{k}}=e_{k_{1}} e_{k_{2}} e_{k_{3}}$. Note that, in the dressed-photon basis, $U\left(\vec{k}, \overrightarrow{k^{\prime}}\right)$ is expressed as the product of separable functions of the incoming and outgoing momenta. We will use this feature to introduce a simple ansatz for the three-body dressed-photon T-matrix, which is a solution to the Lippmann-Schwinger equation:

$$
\begin{equation*}
T^{(3)}\left(\omega, \vec{k}, \overrightarrow{k^{\prime}}\right)=U\left(\vec{k}, \overrightarrow{k^{\prime}}\right)+\int_{-\infty}^{+\infty} d \overrightarrow{k^{\prime \prime}} \frac{U\left(\vec{k}, \overrightarrow{k^{\prime \prime}}\right)}{\omega-k} T^{(3)}\left(\omega, \vec{k}, \overrightarrow{k^{\prime \prime}}\right) \tag{3.33}
\end{equation*}
$$

Proposing an ansatz $T^{(3)}\left(\omega, \vec{k}, \overrightarrow{k^{\prime}}\right)=\bar{T}(\omega) e_{\overrightarrow{k^{\prime}}}^{*} e_{\vec{k}}$ and inserting it into Eq. (3.33), we find

$$
\begin{equation*}
\bar{T}(\omega)=\frac{1}{\frac{1}{u_{3}}-\frac{1}{\omega+3 i \Gamma}}, \tag{3.34}
\end{equation*}
$$

where we have assumed that $\operatorname{Im}[\omega]>0$.
Hence we obtain the three-photon S-matrix for the dressed photons:

$$
\begin{equation*}
S^{(3)}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)=\delta\left(\vec{k}-\overrightarrow{k^{\prime}}\right)-2 \pi i \delta\left(K-K^{\prime}\right) T^{(3)}\left(K+i 0, \vec{k}, \overrightarrow{k^{\prime}}\right) \tag{3.35}
\end{equation*}
$$

which represents the transmission amplitude of incoming dressed photons with energy $\vec{k}=\left(k_{1}, k_{2}, k_{3}\right)$ scattered into outgoing dressed photons with energy $\overrightarrow{k^{\prime}}=\left(k_{1}^{\prime}, k_{2}^{\prime}, k_{3}^{\prime}\right)$. $K$ and $K^{\prime}$ are the total momenta/energies of the incoming and outgoing photons: $K=$ $k_{1}+k_{2}+k_{3}, K^{\prime}=k_{1}^{\prime}+k_{2}^{\prime}+k_{3}^{\prime}$. Note that the S-matrix $S_{0}^{(3)}$ for free photons (as opposed to dressed photons) is more relevant for direct experimental measurements and can
be obtained from the dressed-photon S-matrix $S^{(3)}$ using single-photon transmission coefficients: $S_{0}^{(3)}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)=t_{k_{1}^{\prime}} t_{k_{2}^{\prime}} t_{k_{3}^{\prime}} S^{(3)}\left(\vec{k}, \overrightarrow{k^{\prime}}\right)$.

Next, we calculate $r_{3}$. It represents a good measure of three-body loss in the case of zero one- and two-body losses:

$$
\begin{equation*}
r_{3}=\int_{-\infty}^{+\infty} d \tau_{1} d \tau_{2}\left[1-g^{(3)}\left(\tau_{1}, \tau_{2}\right)\right] \tag{3.36}
\end{equation*}
$$

$g^{(3)}\left(\tau_{1}, \tau_{2}\right)$ is the three-photon correlation function at the output of the waveguide, where $\tau_{1}=t_{2}-t_{3}, \tau_{2}=t_{1}-t_{3}$ are the time differences between the photon number measurements at times $t_{1,2,3}$. For a weak and continuous coherent-state input with photon momentum $k, g^{(3)}\left(\tau_{1}, \tau_{2}\right)$ is related to the output three-photon wavefunction $\psi^{(3)}\left(z_{1}=t_{1}, z_{2}=t_{2}, z_{3}=t_{3}\right)$ in the dressed-photon basis, which is the Fourier transform of $S^{(3)}\left(\vec{k}=(k, k, k), \overrightarrow{k^{\prime}}\right)$ with respect to the output momenta $\overrightarrow{k^{\prime}}$.

Defining $R=\left(z_{1}+z_{2}+z_{3}\right) / 3$ as the center of mass coordinate, we have

$$
\begin{equation*}
\psi^{(3)}\left(z_{1}, z_{2}, R\right)=\exp (3 i k R)\left(1-\phi^{(3)}\left(z_{1}, z_{2}\right)\right) \tag{3.37}
\end{equation*}
$$

where $\phi^{(3)}\left(z_{1}, z_{2}\right)$ is the Fourier transform of $y\left(k_{1}^{\prime}, k_{2}^{\prime}\right)=2 \pi i T^{(3)}\left(3 k+i 0, \vec{k}, k_{1}^{\prime}, k_{2}^{\prime}, k_{3}^{\prime}=\right.$ $\left.3 k-k_{1}^{\prime}-k_{2}^{\prime}\right)$ with respect to $k_{1}^{\prime}, k_{2}^{\prime} . g^{(3)}\left(\tau_{1}, \tau_{2}\right)$ is then given by

$$
\begin{equation*}
g^{(3)}\left(\tau_{1}, \tau_{2}\right)=\left|\psi^{(3)}\left(z_{1}, z_{2}, R\right)\right|^{2}=\left|1-\phi^{(3)}\left(z_{1}, z_{2}\right)\right|^{2} \tag{3.38}
\end{equation*}
$$

where $z_{1}=-\frac{1}{3} \tau_{1}+\frac{2}{3} \tau_{2}, z_{2}=\frac{2}{3} \tau_{1}-\frac{1}{3} \tau_{2}$. Hence $r_{3}$ defined in Eq. (3.36) can be
calculated as follows:

$$
\begin{align*}
r_{3} & =\int_{-\infty}^{+\infty} d z_{1} d z_{2}\left[1-\left|1-\phi^{(3)}\left(z_{1}, z_{2}\right)\right|^{2}\right]  \tag{3.39}\\
& =\int_{-\infty}^{+\infty} d z_{1} d z_{2} 2 \operatorname{Re}\left[\phi^{(3)}\left(z_{1}, z_{2}\right)\right]-\left|\phi^{(3)}\left(z_{1}, z_{2}\right)\right|^{2}  \tag{3.40}\\
& =2 \operatorname{Re}\left[y\left(k_{1}^{\prime}=k, k_{2}^{\prime}=k\right)\right]-\int_{-\infty}^{+\infty} d k_{1}^{\prime} d k_{2}^{\prime}\left|y\left(k_{1}^{\prime}, k_{2}^{\prime}\right)\right|^{2}  \tag{3.41}\\
& =4 \pi\left(\frac{\Gamma}{\pi} \frac{1}{k^{2}+\Gamma^{2}}\right)^{3} \frac{\operatorname{Im}\left[-\frac{1}{u_{3}^{*}}\right]}{\left|\frac{1}{u_{3}}-\frac{1}{3 k+3 i \Gamma}\right|^{2}} \geq 0 . \tag{3.42}
\end{align*}
$$

We comment that the calculation of $r_{3}$ presented here for $\kappa=u_{2}=0$ is a special case of a general calculation applicable to arbitrary values of $\kappa, u_{2}$ and presented in an upcoming work on cavity transmission [166].

### 3.6 Outlook

In this chapter, we showed the existence of a parameter regime for Rydberg polaritons where three-body loss can be resonantly enhanced. We focused on dissipative dynamics because, for currently accessible experimental parameters [38, 86, 133, 143], the dissipative interactions can be strongly enhanced by working close to the resonance. Through further experimental improvements and by tuning slightly away from the resonance, one could also operate in a regime of enhanced dispersive three-body interactions. We would like to stress that although our results are based on a perturbative expansion, this does not mean the interactions are weak. On the contrary, the asymptotic expansion in $r_{b} / L$ means that our results hold for arbitrary optical depths and can give rise to strong effects on the correlations between a few photons [115]. To efficiently study the many-body regime in quasi-1D geometries, one can apply matrix-product-state methods $[21,110]$. The extension of the presented work to free
space is another important direction to explore. Our work demonstrates the possibilities offered by Rydberg-EIT to tune the properties of multi-body interactions. This motivates further exploration of possible interactions, which might give rise to different exotic phases of matter $[22,70]$.

## Chapter 4: Universal scattering with general dispersion relations

Work in this chapter was published in Ref. [167].

### 4.1 Introduction

The quantum mechanical scattering of few-body systems remains a challenging theoretical problem. Even at low incoming energies, nonperturbative effects render a general solution out of reach. A common workaround is based on effective field theory whereby low-energy scattering is described in terms of a few parameters such as the scattering length $a$ and the effective range $r_{0}[15,24,25]$. When $a \gg r_{0}$, the system is in the unitarity limit where the universal physics of Efimov states [24, 25, 49] and unitary Fermi gases [116, 117, 153] can emerge. Another approach where general results can be obtained is by studying the analytic structure of the $S$-matrix at low energies. One striking result in this context is the simple effect of dimensionality on scattering theory.

Two particles with short-range interactions perfectly reflect off each other at the threshold in one dimension (1D), while they transmit without seeing each other in higher dimensions. This effect arises because the density of states diverges at the threshold as $1 / \sqrt{E}$ in 1D, but stays finite in higher dimensions.

Recent experimental progress in synthetic quantum matter allows for broad control of dispersion relations. One class of such systems consists of tunable periodic
structures, including photonic crystal waveguides $[62,63,76,80,87,103,170]$, twisted bilayer graphene [32, 151], superconducting qubit arrays [44, 149, 160], atomic arrays [11, 50, 107], and trapped-ion spin chains [43, 126]. Another class is polaritonic [8, 92] or spin-orbit coupled [29, 100] systems, where the dispersion relation can be tuned in situ by external fields [54, 55, 109, 122]. In principle, the density of states at the scattering threshold can be tuned to diverge faster than it does for quadratic dispersion relations. This opens up the door to studying the implications of a more general density of states without changing the dimension of the system. Recently, there is a growing interest in the study of general dispersion relations in condensed matter systems, where divergent electronic density of states is referred to as a high-order Van Hove singularity $[82,173,174]$. In particular, power-law-divergent density of states near the Fermi level leads to nontrivial metallic states termed supermetals [174].

In this chapter, we explore the physics of divergent density of states from the perspective of scattering theory. We illustrate that, when a particle has a divergent density of states at a certain energy, its scattering matrix has a nontrivial universal limit that depends on the rate of the divergence. In particular, we study singleparticle scattering of many WQED systems in 1D with a dispersion relation $\epsilon(k)=$ $\pm|d| k^{m}$, where $m \geq 2$ is an integer. Notably, these WQED models describe the low-energy scattering in many synthetic quantum matter experiments with tunable dispersion relations. We discover that the $S$-matrix can take different universal limits $\lim _{E \rightarrow 0} S(E)$ for different values of $m$. The total reflection at the threshold for a quadratic dispersion relation is an example of such universal behavior corresponding to $m=2$. In general, there may be multiple classes of universal behaviors in the $S$-matrix corresponding to each $m$, depending on the properties of interactions at $k=0$. In this chapter, we consider a physically natural class of interactions and characterize the universal behavior for each $m$. We also extend a key index theorem
in scattering theory known as Levinson's theorem-which relates the scattering phases to the number of bound states $[6,12,45,46,81,84,95,105,106,125,169]$-to the class of models considered in this chapter with these more general dispersion relations. Although we focus on photon-emitter interactions in 1D, we expect our methodology to readily generalize to higher dimensions and other types of interactions, e.g. twobody interacting systems or spin-boson models.

### 4.2 Emitter scattering

In many synthetic quantum systems, particles propagating in a 1 D channel are scattered by emitters such as atoms, quantum dots, or superconducting qubits. The emitters are often coupled to the environment, which adds dissipation to the system composed of the emitters and the 1D channel. Since we are interested in the scattering processes with a single photon coming in and a single photon going out, it suffices to use a non-Hermitian effective quadratic Hamiltonian

$$
\begin{align*}
H & =H_{0}+V  \tag{4.1}\\
H_{0} & =\int_{-\infty}^{+\infty} d k \epsilon(k) C^{\dagger}(k) C(k)+\sum_{i, j=1}^{N} K_{i j}^{R} b_{i}^{\dagger} b_{j},  \tag{4.2}\\
V & =\int_{-\infty}^{+\infty} d k\left[\sum_{i=1}^{N} V_{i}(k) C(k) b_{i}^{\dagger}+\text { h.c }\right], \tag{4.3}
\end{align*}
$$

where the bare Hamiltonian $H_{0}$ consists of the freely propagating particles, while the interacting emitters are indexed by $i=1,2, \ldots N . V$ describes the quadratic interaction between the particles and the emitters. Since we are discussing single-particle scattering with bounded-strength interactions, only local spectral properties of the dispersion relation matter, and our results are insensitive to the detailed behavior
of the dispersion far away from the threshold energy. In this chapter, we focus on the dispersion relation $\epsilon(k)=\sigma|d| k^{m}$, where $\sigma= \pm 1,|d|$ is a positive constant, and $m \geq 2$ is an integer. When $\sigma= \pm 1$ and $m$ is even, $\epsilon(k)$ can be understood as the lowest-order approximation of a dispersion relation around its local minima/maxima, after a change of reference points for both energy and momentum. Depending on whether we are considering bosons scattered by bosonic emitters or fermions scattered by fermionic emitters, we have either commutation or anti-commutation relations: $\left[C(k), C^{\dagger}\left(k^{\prime}\right)\right]_{ \pm}=\delta\left(k-k^{\prime}\right),\left[b_{i}, b_{j}^{\dagger}\right]_{ \pm}=\delta_{i j} . K_{i j}^{R}$ represents the matrix element of the $N \times N$ matrix $\boldsymbol{K}^{R} ; \boldsymbol{K}^{R}$ is the only non-Hermitian term in the Hamiltonian: the Hermitian $\boldsymbol{A}$ and anti-Hermitian $i \boldsymbol{B}$ components of $\boldsymbol{K}^{R}=\boldsymbol{A}+i \boldsymbol{B}$ represent, respectively, the coherent and incoherent interactions among the emitters. $\boldsymbol{K}^{R}$ is dissipative when $\boldsymbol{B}$ is non-positive and nonzero.

For convenience, we introduce a vector function $\left|v_{k}\right\rangle=\left[V_{1}(k), \ldots, V_{N}(k)\right]^{T}$, with corresponding basis states given by the emitter excitations $\left\{b_{1}^{\dagger}|0, g\rangle, \ldots, b_{N}^{\dagger}|0, g\rangle\right\}$, where $|0, g\rangle$ is the ground state with zero excitation. In the most generic scenario, $V_{i}(k)$ for different emitters are independent of each other. Here, we consider the case where $\left|v_{k}\right\rangle$ can be written as $\left|v_{k}\right\rangle=V(k)|u\rangle$. We further assume $V(k)$ is continuous at 0 and $V(0) \neq 0$. Under this constraint, the only relevant vector around $k=0$ is $|u\rangle$, and effectively, there is only a single relevant "degree of freedom" in the emitter vector space at $k=0$. We then show that the zero-energy scattering behavior for multiple emitters can be reduced to the behavior for $N=1$. As a result, we are able to obtain a complete classification of the universal low-energy scattering behavior in these models.

### 4.3 Universal scattering

### 4.3.1 Overview of results

We start with a discussion that applies to the case of general $\left|v_{k}\right\rangle$. The $S$-matrix for a single particle is defined through the incoming and outgoing scattering eigenstates $\left|\psi_{k}^{ \pm}\right\rangle$, where the superscript $\pm$specifies the boundary conditions of the scattering states. The $S$-matrix element from one single-particle scattering state $k$ to another $k^{\prime}$ is $\mathcal{S}\left(k, k^{\prime}\right)=\left\langle\psi_{k^{\prime}}^{-} \mid \psi_{k}^{+}\right\rangle$. To explain the universal behavior of the $S$-matrix, it is useful to write down its relation to the on-shell T-matrix:

$$
\begin{equation*}
\mathcal{S}\left(k, k^{\prime}\right)=\delta\left(k-k^{\prime}\right)-2 \pi i \delta\left(\epsilon(k)-\epsilon\left(k^{\prime}\right)\right) T\left(E+i 0^{+}, k, k^{\prime}\right), \tag{4.4}
\end{equation*}
$$

where $0^{+} / 0^{-}$represents an infinitesimal positive/negative real number and $E=\epsilon(k)$. For dispersion relation $\epsilon(k)=\sigma|d| k^{m}$ with even $m$, there are two degenerate momenta $k_{1}(E), k_{2}(E)$ corresponding to any energy $E>0(E<0)$ for $\sigma=+1(\sigma=-1)$. We can define a $2 \times 2$ matrix $\boldsymbol{S}(E)$ by picking out the scattering amplitudes between degenerate momenta:

$$
\begin{equation*}
S_{\alpha \beta}(E)=\delta_{\alpha \beta}-2 \pi i \frac{T\left[E+i 0^{+}, k_{\alpha}(E), k_{\beta}(E)\right]}{\sqrt{\left|\epsilon^{\prime}\left(k_{\alpha}(E)\right) \epsilon^{\prime}\left(k_{\beta}(E)\right)\right|}}, \tag{4.5}
\end{equation*}
$$

where $\alpha, \beta \in\{1,2\}$ and the prefactor $\left|\epsilon^{\prime}\left(k_{\alpha}(E)\right) \epsilon^{\prime}\left(k_{\beta}(E)\right)\right|^{-1 / 2}$ comes from $\delta(\epsilon(k)-$ $\left.\epsilon\left(k^{\prime}\right)\right)$ in Eq. (4.4). When $m$ is odd, we can define $\boldsymbol{S}(E)=S(E)$ as a single complex number, given by Eq. (4.5) when $k_{\alpha}(E)=k_{\beta}(E)=k(E)$ is the momentum corresponding to energy $E$. If the Hamiltonian is Hermitian, $S(E)$ is unitary.

In 1D scattering, the matrix $\boldsymbol{S}(E)$ directly describes the transmission and reflection between degenerate momenta and is often used instead of the function $\mathcal{S}\left(k, k^{\prime}\right)$
with divergences. When $E \rightarrow 0,\left|\epsilon^{\prime}\left(k_{\alpha}(E)\right) \epsilon^{\prime}\left(k_{\beta}(E)\right)\right|^{-1 / 2}$ diverges. Since $\left|S_{\alpha \beta}(E)\right| \leq$ 1, $T\left(E+i 0, k_{\alpha}, k_{\beta}\right)$ in Eq. (4.5) must approach zero to cancel the divergence, which is the key behind the universal behavior of $\boldsymbol{S}(E)$.

To proceed further, we note that the Lippmann-Schwinger equations for this emitter scattering model have a simple analytic structure. As a result, we can write down the single-particle T-matrix $T\left(\omega, k, k^{\prime}\right)$ in terms of the Green's function of the emitters $\boldsymbol{G}(\omega)$, which is a finite-dimensional matrix [148]:

$$
\begin{align*}
T\left(\omega, k, k^{\prime}\right) & =\left\langle v_{k^{\prime}}\right| \boldsymbol{G}(\omega)\left|v_{k}\right\rangle,  \tag{4.6}\\
\boldsymbol{G}(\omega) & =\frac{1}{\omega \mathbb{1}_{N}-\boldsymbol{K}^{R}-\boldsymbol{K}(\omega)},  \tag{4.7}\\
\boldsymbol{K}(\omega) & =\int_{-\infty}^{+\infty} d k \frac{\left|v_{k}\right\rangle\left\langle v_{k}\right|}{\omega-\epsilon(k)}, \tag{4.8}
\end{align*}
$$

where $\mathbb{1}_{N}$ is an $N \times N$ identity matrix. Equations (4.6)-(4.8) hold for general photonemitter couplings where $V_{i}(k)$ are independent functions for different emitters. There are two mathematical conditions on $V_{i}(k)$ that are necessary for the integral in Eq. (4.8) to be well-defined at any complex $\omega \neq 0$ outside the continuum spectrum ${ }^{1}$.

First, we require that $V_{i}(k)$ is a locally square-integrable complex function on the real line. Second, to ensure that no ultraviolet divergences are present in the model, we impose a restriction on the large- $k$ behavior of $V_{i}(k)$ : when $k \rightarrow \pm \infty$, there exist $\gamma>1$ such that $\left|V_{i}(k)\right|^{2}=o\left(|k|^{m-\gamma}\right)$. Each element of the $N \times N$ matrix $\boldsymbol{K}(\omega)$ is an analytic function on the complex plane with a branch cut along the continuum spectrum. $\boldsymbol{K}\left(\omega=E+i 0^{+}\right)$can be understood as describing effective interactions between emitters induced by the 1D channel.

To understand the properties of $T(E+i 0)$ close to $E=0$, we need to understand

[^3]the behavior of $\boldsymbol{K}(\omega)$ around $\omega=0$. We can show that the value of $\boldsymbol{K}(\omega)$ around $\omega=0$ is decided by the dispersion relation and $V(0)|u\rangle$. Define $L(\omega)$ as the integral over the free-particle propagator:
\[

$$
\begin{equation*}
L(\omega)=\int_{-\infty}^{+\infty} d k \frac{1}{\omega-\epsilon(k)} \tag{4.9}
\end{equation*}
$$

\]

We see that, when $\omega \rightarrow 0, L(\omega)^{-1} \frac{1}{\omega-\epsilon(k)}$ as a function of $k$ diverges at $k=0$ and vanishes everywhere else. In addition, $\int_{-\infty}^{+\infty} d k L(\omega)^{-1} \frac{1}{\omega-\epsilon(k)}=1$ by definition of $L(\omega)$. Hence it follows from a standard result in functional analysis attributed to Toeplitz [94] that $\lim _{\omega \rightarrow 0} L(\omega)^{-1} \frac{1}{\omega-\epsilon(k)}=\delta(k)$. Using the condition that $\left|v_{k}\right\rangle=V(k)|u\rangle$ is continuous at $k=0$ and the definition of $\boldsymbol{K}(\omega)$ in Eq. (4.8), we have

$$
\begin{equation*}
\lim _{\omega \rightarrow 0} L^{-1}(\omega) \boldsymbol{K}(\omega)=|V(0)|^{2}|u\rangle\langle u| \tag{4.10}
\end{equation*}
$$

When the emitter region consists of a single site, $\boldsymbol{K}^{R}=K^{R}$ is a complex number and Eq. (4.10) becomes $\lim _{\omega \rightarrow 0} L^{-1}(\omega) \boldsymbol{K}(\omega)=|V(0)|^{2}$. Using Eqs. (4.6) and (4.7), we then have

$$
\begin{equation*}
\lim _{\omega \rightarrow 0} L(\omega) T\left(\omega, k, k^{\prime}\right)=-\frac{V^{*}\left(k^{\prime}\right) V(k)}{|V(0)|^{2}}, \tag{4.11}
\end{equation*}
$$

which is no longer dependent on $K^{R}$ because $\lim _{\omega \rightarrow 0} L^{-1}(\omega) K^{R}=0$. Although Eq. (4.11) is derived for the case of $N=1$, we show through a rigorous mathematical analysis in Sec. 4.3.4 that Eq. (4.11) holds as long as the Hamiltonian does not support a "bright" zero-energy eigenstate, defined as a zero-energy eigenstate that has a non-zero emitter and photonic amplitude. In Sec. 4.3.3, we give a introduction to these bright states and explain that they are distinguished from "dark" states that have only a nonzero photonic amplitude and rather generically arise at zero-energy
in these models. The proof of Eq. (4.11) for $N>1$ is the main technical result of this chapter as it underlies both the universal scattering results and our proof of Levinson's theorem.

When we evaluate the $S$-matrix in the limit $E \rightarrow 0$ using Eq. (4.5), $k_{\alpha}(E), k_{\beta}(E)$ in the T-matrix are both sent to 0 . Using Eq. (4.11) and the condition that $V(k)$ is continuous at $k=0$, we have

$$
\begin{equation*}
\lim _{E \rightarrow 0} L\left(E+i 0^{+}\right) T\left(E+i 0^{+}, k_{\alpha}(E), k_{\beta}(E)\right)=-1 \tag{4.12}
\end{equation*}
$$

which shows that the on-shell T-matrix in the zero-energy limit is independent of the details of the interaction and fully determined by the dispersion relation; this is the reason behind the universal limit of the $S$-matrix when $E \rightarrow 0$. In Sec. 4.3.2, we evaluate Eq. (4.9) and obtain the $m$-dependent value of $L(\omega)$ :

$$
\begin{equation*}
L(\omega)=-2 \pi i \kappa_{m} \rho(|\omega|) \exp \left(-i \theta \frac{m-1}{m}\right) \tag{4.13}
\end{equation*}
$$

where the complex frequency $\omega$ is parameterized in polar coordinates as $\omega=\sigma \exp (i \theta)|\omega|$, and $\rho(|\omega|)=\frac{1}{m|d|^{1 / m}}|\omega|^{-1+1 / m}$ corresponds to the density of states at energy $E=|\omega|$.
For even $m, \kappa_{m}=\frac{2}{1-a^{2}}$ with $a=\exp (i \pi / m)$, while $L(\omega)$ has a branch cut along the continuum spectrum $(0,+\infty)$ for $\sigma=+1$ or $(-\infty, 0)$ for $\sigma=-1$. For odd $m$, $\kappa_{m}=-\frac{1}{a-1}$ for $\theta \in(0, \pi)$ and $\kappa_{m}=-\frac{1}{a(a-1)}$ for $\theta \in(\pi, 2 \pi)$, while $L(\omega)$ has a branch cut along the real line. For both even and odd $m, L(\omega)$ diverges at the rate of density of states $\rho(|\omega|)$ when $\omega$ approaches 0 .

Now, we are ready to evaluate the limit of the $S$-matrix at zero energy. When $m$ is odd, energy $E$ can approach 0 from both above and below: $E \rightarrow 0^{ \pm}$. When $m$ is even, $E$ can only approach 0 from one side: $E \rightarrow 0^{+}$when $\sigma=+1$ or $E \rightarrow 0^{-}$when


Figure 4.1: Illustration of 1D scattering ( $z$ is a spatial coordinate) near zero energy for dispersion relation $\epsilon(E)=\sigma|d| k^{m}$ with $\sigma= \pm 1$. Panel (a) is for odd $m$, where the scattering matrix is a single transmission coefficient dependent on $m$ and the sign of energy is $E=0^{ \pm}$. Panel (b) is for even $m$, where the scattering matrix is a $2 \times 2$ matrix. The eigenstates of the scattering matrix are the symmetric and antisymmetric incoming states, with eigenphases $\exp (2 \pi i \sigma / m)$ and 1 , respectively.
$\sigma=-1$. Taking the limit $E \rightarrow 0^{ \pm}$in Eq. (4.5) for the respective cases properly, we have

$$
\begin{equation*}
\lim _{E \rightarrow 0^{ \pm}} S_{\alpha \beta}(E)=\delta_{\alpha \beta}+\lim _{E \rightarrow 0^{ \pm}} 2 \pi i \rho(|E|) L^{-1}\left(E+i 0^{+}\right) \tag{4.14}
\end{equation*}
$$

where we have used Eq. (4.12) and the observation that $\lim _{E \rightarrow 0}\left|\epsilon^{\prime}\left(k_{\alpha}(E)\right) \epsilon^{\prime}\left(k_{\beta}(E)\right)\right|^{1 / 2} \rho(E)=$ 1. Using Eqs. (4.13) and (4.14), we have,

$$
\begin{equation*}
\lim _{E \rightarrow 0^{ \pm}} S(E)=\exp ( \pm \pi i / m) \tag{4.15}
\end{equation*}
$$

as illustrated in Fig. a. And for even $m$, the $S$-matrix

$$
\lim _{E \rightarrow \sigma 0^{+}} \boldsymbol{S}(E)=\exp (\sigma i \pi / m)\left[\begin{array}{cc}
\cos (\pi / m) & \sigma i \sin (\pi / m)  \tag{4.16}\\
\sigma i \sin (\pi / m) & \cos (\pi / m)
\end{array}\right]
$$

is symmetric in the basis of degenerate momenta $\left\{\left|k_{1}=0^{+}\right\rangle,\left|k_{2}=0^{-}\right\rangle\right\}$. The symmetric eigenstate $\left|\psi_{\mathrm{s}}\right\rangle=\frac{1}{\sqrt{2}}(1,1)^{T}$ has an eigenphase $\exp (i \pi \sigma / m)$, while the antisymmetric eigenstate $\left|\psi_{\mathrm{a}}\right\rangle=\frac{1}{\sqrt{2}}(1,-1)^{T}$ has a trivial eigenphase 1 . The scattering of the symmetric and antisymmetric incoming states near zero energy is illustrated in Fig. b. For quadratic dispersion $\epsilon(k)=|d| k^{2}$, we recover the well-known total reflection:

$$
\lim _{E \rightarrow 0^{+}} \boldsymbol{S}(E)=\left[\begin{array}{cc}
0 & -1  \tag{4.17}\\
-1 & 0
\end{array}\right]
$$

In the remaining subsections of Sec. 4.3, we fill in the details omitted in the derivation of Eq. (4.11), which is a vital relation that leads to our main results, Eqs. (4.15) and (4.16).

### 4.3.2 Calculation of $L(\omega)$

In this subsection, we derive the value of $L(\omega)$, given in Eq. (4.13) in Sec. 4.3.1. We start with the definition of $L(\omega)$ in Eq. (4.9):

$$
\begin{equation*}
L(\omega)=\int_{-\infty}^{+\infty} d k \frac{1}{\omega-\epsilon(k)} \tag{4.18}
\end{equation*}
$$

The dispersion relation is given by $\epsilon(k)=\sigma|d| k^{m}$, where $\sigma= \pm 1$ and $m \geq 2$ is a positive integer. To compute the integral, we close the integration contour in the upper half ${ }^{2}$ of the complex plane and apply the residue theorem:

$$
\begin{equation*}
L(\omega)=-2 \pi i \sum_{\operatorname{Im}\left[y_{j}\right]>0} \epsilon^{\prime}\left(y_{j}\right)^{-1}, \tag{4.19}
\end{equation*}
$$

where the complex numbers $y_{i}$ satisfy $\epsilon\left(y_{j}\right)=\sigma|d| y_{i}^{m}=\omega$ and $\operatorname{Im}\left[y_{j}\right]>0$. Given the parametrization of $\omega$ in polar coordinates as $\omega=\sigma \exp (i \theta)|d| p^{m}$, we have $y_{j}=$ $\exp (i \theta / m) p \mu^{2 j}$, where $\mu=\exp (i \pi / m)$ and $j \in\{0,1, \ldots, m-1\}$. Define $A$ as the set of $j$ for which $y_{j}$ is above the real line. Equation (4.19) can then be expressed as

$$
\begin{align*}
L(\omega) & =-2 \pi i \sum_{j \in A} \frac{1}{m|d| y_{j}^{m-1}},  \tag{4.20}\\
& =-2 \pi i \frac{1}{m|d| p^{m-1}} \exp \left(-i \theta \frac{m-1}{m}\right) \sum_{j \in A}(-\mu)^{2 j}, \tag{4.21}
\end{align*}
$$

where the set $A$ and the value of $\kappa_{m} \equiv \sum_{j \in A}(-\mu)^{2 j}$ are given in Table 4.1 for both odd and even $m$. Note that the prefactor $\frac{1}{m|d| p^{m-1}}$ in Eq. (4.21) is equal to the density of states $\rho(|\omega|)=\frac{1}{m|d|^{1 / m}}|\omega|^{-1+1 / m}$. Hence, we have proved that $L(\omega)$ is given by Eq. (4.13).

[^4]As we have mentioned in Sec. 4.3.1, if there exists no bright zero-energy eigenstate, Eq. (4.11) holds for the class of models where $\left|v_{k}\right\rangle=V(k)|u\rangle$, even when $N \geq 2$. In the following subsection, we give the definition of bright zero-energy eigenstates and provide a physical explanation as to why our universality results require their absence.

### 4.3.3 Bright zero-energy eigenstates

Due to the multi-component nature of our emitter scattering problems, we find it necessary to categorize all eigenstates of the Hamiltonian into bright, dark, and emitter eigenstates. Bright eigenstates have a nonzero photon and emitter wavefunction, while dark eigenstates have only a nonzero photonic amplitude, and emitter eigenstates have only a nonzero emitter amplitude. With this terminology established, we now give an overview of the properties of the different types of eigenstates at zero energy. The zero-energy emitter states correspond to the null vectors of $\boldsymbol{K}^{R}$ that are orthogonal to $\left|v_{k}\right\rangle=V(k)|u\rangle$. They are decoupled from the photon channel, hence their existence has no impact on the universal behavior of the $S$-matrix. For $V(k)$ with nonzero derivatives at $k=0$, there generally exist uncountably many zeroenergy dark states independent of $\boldsymbol{K}^{R}$, which are polynomial functions with degree less than $m-1$. Bright states at zero-energy are fine-tuned and have a constant photon wavefunction in space. As we show below, these states come into existence precisely when the universal scattering behavior fails.

Table 4.1: The set $A$ and the value of $\kappa_{m}=\sum_{j \in A}(-\mu)^{2 j}$ for both odd and even $m$.

|  |  | $A$ | $\kappa_{m} \equiv \sum_{j \in A}(-\mu)^{2 j}$ |
| :---: | :--- | :---: | :---: |
| $\operatorname{Oin} m$ | $\theta \in(0, \pi)$ | $\left(0,1,2, \ldots \frac{m-1}{2}\right)$ | $-\frac{1}{\mu-1}$ |
|  | $\theta \in(\pi, 2 \pi)$ | $\left(0,1,2, \ldots \frac{m-3}{2}\right)$ | $-\frac{1}{(\mu-1) \mu}$ |
| Even $m$ | $\theta \in(0,2 \pi)$ | $\left(0,1,2, \ldots \frac{m-2}{2}\right)$ | $\frac{2}{1-\mu^{2}}$ |

To give a heuristic explanation for why universal scattering at zero energy fails at these fine-tuned parameters, we consider the classic model of 1D potential scattering with quadratic dispersion relation $(m=2)$, i.e., a 1D quantum mechanical problem described by the Schrödinger equation

$$
\begin{equation*}
-\frac{d^{2} \psi(z)}{d z^{2}}+V(z) \psi(z)=E \psi(z) \tag{4.22}
\end{equation*}
$$

where we set the mass equal to $1 / 2$. A particle being scattered off a generic, shortrange potential $V(z)$ would experience a total reflection in the limit $E \rightarrow 0$, similarly to what happens in our 1D emitter scattering models. Another feature of these 1D potential scattering problems is that there exists a fine-tuned, critical regime when the scattering in the limit $E \rightarrow 0$ becomes total transmission instead of total reflection. This occurs when there is a zero-energy eigenstate and there is no energy scale to compare with when the limit $E \rightarrow 0$ is taken. The zero-energy eigenstate can be understood as the effective "transition state" when a new bound state emerges or disappears upon the continuous tuning of parameters.

Similarly, in our emitter scattering models, the universal scattering behavior that takes place for generic parameters would fail at certain fine-tuned parameters. An important difference to note is that, unlike in potential scattering, not all zero-energy eigenstates in emitter scattering are associated with the critical regime where the universal scattering behavior fails. For the particular type of interactions $\left|v_{k}\right\rangle$ being considered in this chapter, we discover that the critical regime can be associated with the existence of a particular type of eigenstates at zero energy, which we call bright zero-energy states (defined above).

### 4.3.4 The proof

After explaining the physical meaning of the conditions when the universal results would fail, we are ready to delve into the proof. In order to state our goal more explicitly, we rewrite the Hamiltonian given by Eq. (4.3) in the single-excitation manifold:

$$
\begin{equation*}
H^{(1)}=\int_{-\infty}^{+\infty} d k \epsilon(k) C^{\dagger}(k) C(k)+\int_{-\infty}^{+\infty} d k\left[C^{\dagger}(k) V^{*}(k)\langle u|+C(k) V(k)|u\rangle\right]+\boldsymbol{K}^{R}, \tag{4.23}
\end{equation*}
$$

where we have used the matrix representation $\boldsymbol{K}^{R}$ to replace $\sum_{i, j=1}^{N} K_{i j}^{R} b_{i}^{\dagger} b_{j}$ and the vector $\left|v_{k}\right\rangle=V(k)|u\rangle$ to replace the emitter creation operators $\sum_{i=1}^{N} V_{i}(k) b_{i}^{\dagger}$.

Our goal in this subsection is to prove the following theorem:

Theorem 1. Suppose $V(k)$ is a locally square-integrable function continuous at $k=0$ and $V(k=0) \neq 0$. When $k \rightarrow \pm \infty,|V(k)|^{2}=o\left(k^{m-\gamma}\right)$ for some $\gamma>1$. Consider the class of emitter interactions $\left|v_{k}\right\rangle=V(k)|u\rangle$, where $|u\rangle$ is a unit vector. The single-particle T-matrix given by Eqs. (4.6)- (4.8) reads:

$$
\begin{align*}
T\left(\omega, k, k^{\prime}\right) & =V^{*}\left(k^{\prime}\right) V(k)\langle u| \frac{1}{\omega \mathbb{1}_{N}-\boldsymbol{K}^{R}-\boldsymbol{K}(\omega)}|u\rangle  \tag{4.24}\\
\boldsymbol{K}(\omega) & =|u\rangle\langle u| K(\omega), \quad K(\omega) \equiv \int_{-\infty}^{+\infty} \frac{|V(k)|^{2}}{\omega-\epsilon(k)} \tag{4.25}
\end{align*}
$$

When $H^{(1)}$ in Eq. (4.23) has no bright zero-energy eigenstates, Eq. 4.3.1 holds, namely,

$$
\begin{equation*}
\lim _{\omega \rightarrow 0} L(\omega) T\left(\omega, k, k^{\prime}\right)=-\frac{V^{*}\left(k^{\prime}\right) V(k)}{|V(0)|^{2}} . \tag{4.26}
\end{equation*}
$$

Note that $T\left(\omega, k, k^{\prime}\right)$ and $\boldsymbol{K}(\omega)$ are defined for $\omega$ outside the continuum spectrum, hence the limit $\omega \rightarrow 0$ is taken in any direction except from within the continuum spectrum.

Proof. Our proof consists of two lemmas linked by a condition on $\boldsymbol{K}^{R}$. The idea of the proof is that the absence of bright zero-energy eigenstates can be translated into a condition on $\boldsymbol{K}^{R}$, which turns out to be necessary for the proof of Eq. (4.26).

Choose an orthonormal basis $\left\{\left|u_{1}\right\rangle,\left|u_{2}\right\rangle, \ldots\left|u_{N}\right\rangle\right\}$ for the single-emitter Hilbert space, where $\left|u_{1}\right\rangle \equiv|u\rangle$ is the first vector in this new basis. The link between the two lemmas is the submatrix $\boldsymbol{K}_{\not ユ 1}^{R}$ constructed from deleting the first row and first column of $\boldsymbol{K}^{R} ; \boldsymbol{K}_{\not 1}^{R}$ can be considered as an operator on the emitter-excitation subspace $\left\{\left|u_{2}\right\rangle, \ldots\left|u_{N}\right\rangle\right\}$ orthogonal to $|u\rangle$. In Lemma 2, we prove that Eq. (4.26) holds if any null vector of $\boldsymbol{K}_{\not 1 \boldsymbol{K}}^{R}$ also corresponds to the null vector of $\boldsymbol{K}^{R}$. In Lemma 3, we prove that the condition Lemma 2 relies on is guaranteed by the absence of bright zero-energy eigenstates. Combining the two lemmas completes the proof of Theorem 1.

Lemma 2. If any null vector of $\boldsymbol{K}_{\not 1}^{R}$ also corresponds to the null vector of $\boldsymbol{K}^{R}$, Eq. (4.26) follows.

Proof. Using Eq. (4.24), the l.h.s of Eq. (4.26) can be written as

$$
\begin{equation*}
\lim _{\omega \rightarrow 0} L(\omega) T\left(\omega, k, k^{\prime}\right)=V^{*}\left(k^{\prime}\right) V(k) \lim _{\omega \rightarrow 0} L(\omega)\langle u| \boldsymbol{H}(\omega)^{-1}|u\rangle \tag{4.27}
\end{equation*}
$$

where $\boldsymbol{H}(\omega) \equiv \omega \mathbb{1}_{N}-\boldsymbol{K}^{R}-\boldsymbol{K}(\omega)$. Hence, our goal, Eq. (4.26), is equivalent to

$$
\begin{equation*}
\lim _{\omega \rightarrow 0} L(\omega)\langle u| \boldsymbol{H}(\omega)^{-1}|u\rangle=-\frac{1}{|V(0)|^{2}} \tag{4.28}
\end{equation*}
$$

In the new basis where $\left|u_{1}\right\rangle=|u\rangle$ is the first basis vector, $\langle u| \boldsymbol{H}(\omega)^{-1}|u\rangle$ is the $(1,1)$ matrix element of the inverse of $\boldsymbol{H}(\omega)$, and can be computed from the $(N-1) \times(N-1)$ submatrix $\boldsymbol{H}_{\not X}(\omega)$ constructed from deleting the first row and first column of $\boldsymbol{H}(\omega)$ :

$$
\begin{equation*}
\langle u| \boldsymbol{H}(\omega)^{-1}|u\rangle=\frac{\operatorname{det}\left(\boldsymbol{H}_{\not X}(\omega)\right)}{\operatorname{det}(\boldsymbol{H}(\omega))} . \tag{4.29}
\end{equation*}
$$

Using $\boldsymbol{K}(\omega)=|u\rangle\langle u| K(\omega)$, we have

$$
\begin{align*}
\operatorname{det}\left(\boldsymbol{H}_{\not I}(\omega)\right) & =\operatorname{det}\left(\omega \mathbb{1}_{N-1}-\boldsymbol{K}_{\not X I}^{R}\right),  \tag{4.30}\\
\operatorname{det}(\boldsymbol{H}(\omega)) & =-K(\omega) \operatorname{det}\left(\omega \mathbb{1}_{N-1}-\boldsymbol{K}_{\not ユ H}^{R}\right)+\operatorname{det}\left(\omega \mathbb{1}_{N}-\boldsymbol{K}^{R}\right) . \tag{4.31}
\end{align*}
$$

Combining Eqs. (4.29), (4.30) and (4.31), the l.h.s of Eq. (4.28) becomes

$$
\begin{equation*}
\lim _{\omega \rightarrow 0} L(\omega)\langle u| \boldsymbol{H}(\omega)^{-1}|u\rangle=\lim _{\omega \rightarrow 0} L(\omega)\left(-K(\omega)+\frac{\operatorname{det}\left(\omega \mathbb{1}_{N}-\boldsymbol{K}^{R}\right)}{\operatorname{det}\left(\omega \mathbb{1}_{N-1}-\boldsymbol{K}_{\not 1}^{R}\right)}\right)^{-1} . \tag{4.32}
\end{equation*}
$$

Let us label the $N$ roots of the characteristic polynomial of $\boldsymbol{K}^{R}$ by $E_{i}$ for $i=1, \ldots N$, and the $N-1$ roots of the characteristic polynomial of $\boldsymbol{K}_{\not X}^{R}$ by $\bar{E}_{i}$ for $i=1, \ldots N-1$. $E_{i}$ and $\bar{E}_{i}$ correspond to the eigenvalues of $\boldsymbol{K}^{R}$ and $\boldsymbol{K}_{\not K}^{R}$, respectively, where any eigenvalue with multiplicity $n \geq 2$ is assigned to $n$ different indices. We have

$$
\begin{equation*}
\lim _{\omega \rightarrow 0} \frac{\operatorname{det}\left(\omega \mathbb{1}_{N}-\boldsymbol{K}^{R}\right)}{\operatorname{det}\left(\omega \mathbb{1}_{N-1}-\boldsymbol{K}_{\not \backslash 1}^{R}\right)}=\lim _{\omega \rightarrow 0} \frac{\prod_{i=1}^{N}\left(\omega-E_{i}\right)}{\prod_{i=1}^{N-1}\left(\omega-\bar{E}_{i}\right)} . \tag{4.33}
\end{equation*}
$$

Since any null vector of $\boldsymbol{K}_{\not \swarrow K}^{R}$ corresponds to a null vector of $\boldsymbol{K}^{R}$ by the assumption of the Lemma, if $\boldsymbol{K}^{R}$ has null vectors, its zero-eigenvalue multiplicity must be greater or equal to that of $\boldsymbol{K}_{\not X 1}$. Hence, the limit in Eq. (4.33) is finite.

In Sec, we have introduced the identity $\lim _{\omega \rightarrow 0} L^{-1}(\omega) \frac{1}{\omega-\epsilon(k)}=\delta(k)$; hence $\lim _{\omega \rightarrow 0} L^{-1}(\omega) K(\omega)=$
$|V(0)|^{2} \neq 0$ and Eq. (4.32) leads to Eq. (4.28). The proof of Lemma 2 is complete.

If we can prove that the absence of bright zero-energy eigenstates of Eq. (4.23) guarantees that any null vector of $\boldsymbol{K}_{\not 1}^{R}$ also corresponds to the null vector of $\boldsymbol{K}^{R}$, Eq. (4.26) would immediately follow from Lemma 2. To do this, we prove the contrapositive statement in the following lemma:

Lemma 3. When there exists a vector $\left|e_{0}\right\rangle=\sum_{i=2}^{N} e_{i}\left|u_{i}\right\rangle$ orthogonal to $|u\rangle$, such that $\boldsymbol{K}^{R}\left|e_{0}\right\rangle \neq 0$ and $\boldsymbol{K}_{\not X}^{R}\left|e_{0}\right\rangle=0$, then there exists a bright zero-energy eigenstate of the Hamiltonian in Eq. (4.23).

Proof. We plan to write down an ansatz with a nonzero photon and emitter wavefunction and verify that it is a zero-energy eigenstate of the Hamiltonian in Eq. (4.23). The ansatz we propose is the following:

$$
\begin{align*}
\left|\psi_{0}\right\rangle & =\int_{-\infty}^{+\infty} d z \psi_{0}(z) C^{\dagger}(z)|0, g\rangle+\left|e_{0}\right\rangle  \tag{4.34}\\
\psi_{0}(z) & =-V(0)^{-1}\langle u| \boldsymbol{K}^{R}\left|e_{0}\right\rangle \tag{4.35}
\end{align*}
$$

where the photon wavefunction $\psi_{0}(z)$ in the coordinate space is a constant function. By definition, $\left|e_{0}\right\rangle$ is orthogonal to $|u\rangle$. Because $\boldsymbol{K}^{R}\left|e_{0}\right\rangle \neq 0$ and $\boldsymbol{K}_{\not \chi K}^{R}\left|e_{0}\right\rangle=0$, $\boldsymbol{K}^{R}\left|e_{0}\right\rangle$ is a nonzero vector proportional to $|u\rangle$. Hence, $\psi_{0}(z) \neq 0$.

Our goal is to prove that the ansatz given by Eqs. (4.34) and (4.35) is the zeroenergy eigenstate of the Hamiltonian in Eq. (4.23). Applying $H^{(1)}$ in Eq. (4.23) to
the Fourier transform of the ansatz in Eq. (4.34), we get

$$
\begin{align*}
H^{(1)}\left|\psi_{0}\right\rangle & =\int_{-\infty}^{+\infty} d k \epsilon(k) \psi_{0}(k) C^{\dagger}(k)|0, g\rangle+V^{*}(k)\left\langle u \mid e_{0}\right\rangle C^{\dagger}(k)|0, g\rangle \\
& +\psi_{0}(k) V(k)|u\rangle+\boldsymbol{K}^{R}\left|e_{0}\right\rangle \tag{4.36}
\end{align*}
$$

where the momentum-space photon wavefunction $\psi_{0}(k)=-V(0)^{-1}\langle u| \boldsymbol{K}^{R}\left|e_{0}\right\rangle \delta(k)$ is the Fourier transform of Eq. (4.35). Since the dispersion relation satisfies $\epsilon(0)=0$, the first term on the r.h.s of Eq. (4.36) is zero: $\int_{-\infty}^{+\infty} d k \epsilon(k) \psi_{0}(k) C^{\dagger}(k)|0, g\rangle=0$. Because $\left\langle u \mid e_{0}\right\rangle=0$, the second term on the r.h.s of Eq. (4.36) is also equal to 0. The third term

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d k \psi_{0}(k) V(k)|u\rangle=-|u\rangle\langle u| \boldsymbol{K}^{R}\left|e_{0}\right\rangle \tag{4.37}
\end{equation*}
$$

cancels with the fourth term $\boldsymbol{K}^{R}\left|e_{0}\right\rangle$ on the r.h.s of Eq. (4.36) because $\boldsymbol{K}^{R}\left|e_{0}\right\rangle$ is proportional to $|u\rangle$. Therefore, $H^{(1)}\left|\psi_{0}\right\rangle=0$, and this is the end of the proof for Lemma 3.

Combining Lemmas 2 and 3, we can obtain Theorem 1.

### 4.4 Levinson's theorem

### 4.4.1 Overview of results

Levinson's theorem relates the quantized scattering phase to the number of bound states in the system. In the literature, the theorem has been discussed in various Hermitian systems and various dimensions [6, 12, 45, 46, 81, 84, 95, 105, 106, 125, 169],


Figure 4.2: Illustrations of the trajectories of $\operatorname{det}[\boldsymbol{S}(E)]$ of a dissipative system in the complex plane when $E$ is increased from $E_{\min }$ to $E_{\max }$ for (a) $\epsilon(k)= \pm|d| k$, where the trajectory starts and ends at 1 . (b) $\epsilon=|d| k^{2}$, where the trajectory starts at -1 and ends at 1 . (c) $\epsilon=|d| k^{6}$, where the trajectory starts at $\exp (i \pi / 3)$ and ends at 1 . (d) $\epsilon= \pm|d| k^{5}$, where the trajectory for $E \in(-\infty, 0)$ (solid yellow) starts at 1 and ends at $S\left(0^{-}\right)=\exp (i \pi / 5)$, while the trajectory for $E \in(0,+\infty)$ (solid blue) starts at $S\left(0^{+}\right)=\exp (i \pi / 5)$ and ends at 1.
where the dispersion relation close to the scattering threshold is always quadratic. In Chapter 2, we generalized Levinson's theorem to 1D emitter scattering, where dissipation is present and the dispersion relation is linear at all $k$. In that case, there is no well-defined scattering threshold. When we consider dispersion relations $\epsilon(k)=\sigma|d| k^{m}$ with the class of photon-emitter couplings $\left|v_{k}\right\rangle=V(k)|u\rangle$, the $S$ matrix can take different universal limits at zero energy, dependent on the value of the integer $m \geq 2$ [see Eqs. (4.15) and (4.16)]. This leads to a modification to Levinson's theorem, as we illustrate in the remainder of this chapter.

For simplicity, we assume that there are no bright zero-energy eigenstates and no bound states in the continuum in the system. Before discussing general $m$, we summarize the theorem for quadratic $(m=2)$ and linear $(m=1)$ dispersion relations. When energy $E$ is increased from the lower end of the continuum spectrum $E_{\text {min }}$ (which can be $-\infty$ ) to the upper end $E_{\max }$ (which can be $+\infty$ ), $\operatorname{det}[\boldsymbol{S}(E)]$ traces a trajectory in the complex plane. In the case of $\epsilon(k)=k$, the $S$-matrix is an identity matrix at both ends of the continuum spectrum. The trajectory of $\operatorname{det}[\boldsymbol{S}(E)]$ in these cases forms a closed loop starting and ending at 1, as illustrated in Fig. a. For illustration purposes, we assume that the system is dissipative, so the trajectory is not confined to the unit circle. Levinson's theorem states that the winding number of this loop around the origin is equal to the decrease in the number of bound states $\Delta N_{B}$ after the interaction is turned on [6, 81]. For emitter scattering, the number of bound states for the bare Hamiltonian $H_{0}$ is equal to the number of emitters $N$; hence, $\Delta N_{B}=N-N_{B}$, where $N_{B}$ is the number of bound states for the full Hamiltonian [165]. If we define the scattering phase $\delta(E)$ of $\operatorname{det}[\boldsymbol{S}(E)] \equiv|\operatorname{det}[\boldsymbol{S}(E)]| \exp (2 i \delta(E))$ as a continuous function of $E^{3}$, the theorem can be stated as $\Delta \delta \equiv \delta\left(E_{\max }\right)$ $\delta\left(E_{\text {min }}\right)=\pi \Delta N_{B}$. For a quadratic dispersion relation $\epsilon(k)=k^{2}$, the trajectory of $\operatorname{det}[\boldsymbol{S}(E)]$ starts at $\lim _{E \rightarrow 0} \operatorname{det}[\boldsymbol{S}(E)]=-1$ and ends at $\lim _{E \rightarrow+\infty} \operatorname{det}[\boldsymbol{S}(E)]=1$, as illustrated in Fig. b. As compared to the closed-loop case of Fig. a, Levinson's theorem is modified to $\Delta \delta=\pi \Delta N_{B}+\pi / 2^{4}$.

Next, we give our results on Levinson's theorem for emitter scattering with dispersion relation $\epsilon(k)=\sigma|d| k^{m}$ with $\sigma= \pm 1$ and photon-emitter couplings $\left|v_{k}\right\rangle=$ $V(k)|u\rangle$. First, consider the case of even $m$. When $\sigma=+1$, the trajectory of

[^5]$\operatorname{det}[\boldsymbol{S}(E)]$ starts at $\lim _{E \rightarrow 0^{+}} \operatorname{det}[\boldsymbol{S}(E)]=\exp (2 \pi i / m)$ [see Eq. (4.16)] and ends at $\lim _{E \rightarrow+\infty} \operatorname{det}[\boldsymbol{S}(E)]=1$, as illustrated in Fig. c for $m=6$. When $\sigma=-1$, the trajectory of $\operatorname{det}[\boldsymbol{S}(E)]$ starts at $\lim _{E \rightarrow-\infty} \operatorname{det}[\boldsymbol{S}(E)]=1$ and ends at $\lim _{E \rightarrow 0^{-}} \operatorname{det}[\boldsymbol{S}(E)]=$ $\exp (-2 \pi i / m)$. In the following subsection, we prove that, for both cases,
\[

$$
\begin{equation*}
\Delta \delta=\pi\left(N-N_{B}\right)+\pi \frac{m-1}{m} . \tag{4.38}
\end{equation*}
$$

\]

When $m$ is odd, the continuum spectrum is $(-\infty, 0) \cup(0,+\infty)$, and the trajectory of $S(E)$ is discontinuous across 0 , as illustrated in Fig. d. When $E$ increases from $-\infty$ to 0 , the trajectory starts from 1 and ends at $\exp (-i \pi / m)$ [see Eq. (4.15)]. When $E$ increases from 0 to $+\infty$, the trajectory starts at $\exp (+i \pi / m)$ and ends at 1 . If we define $\Delta \delta$ as the sum of the winding phases of the two continuous trajectories, $\Delta \delta$ satisfies Eq. (4.38), as we show in the following subsection.

### 4.4.2 The proof

In this subsection, we prove Levinson's theorem for the class of emitter scattering models with $\left|v_{k}\right\rangle=V(k)|u\rangle$, i.e. Eq. (4.38). Let us restate the objective of our proof in the following theorem:

Theorem 4. Denote the continuum spectrum by $\mathcal{R}_{c}$. We assume that there are no bound states in the continuum or bright zero-energy eigenstates in the system. For dissipative systems, we assume that $\operatorname{det}[\boldsymbol{S}(E)] \neq 0$ for $E \in \mathcal{R}_{c}$. The winding phase $\Delta \delta$ of $\operatorname{det}[\boldsymbol{S}(E)]$ around the origin is defined as

$$
\begin{equation*}
2 \Delta \delta=-i \int_{\mathcal{R}_{c}} d E \frac{\partial_{E} \operatorname{det}[\boldsymbol{S}(E)]}{\operatorname{det}[\boldsymbol{S}(E)]} \tag{4.39}
\end{equation*}
$$

Suppose $\left|v_{k}\right\rangle=V(k)|u\rangle$ satisfies the properties listed in Theorem 1 and the dis-
persion relation is given by $\epsilon(k)=\sigma|d| k^{m}$, where $\sigma= \pm 1$ and $m \geq 2$ is an integer. We have

$$
\begin{equation*}
\Delta \delta=\pi\left(N-N_{B}\right)+\pi \frac{m-1}{m} \tag{4.40}
\end{equation*}
$$

where $N$ is the number of emitters and $N_{B}$ is the number of bound states.

The main idea of the proof is to define an analytic continuation of $\operatorname{det}[\boldsymbol{S}(E)]$ to the complex plane and observe the fact that the bound state energies are the poles of this function. The proof is similar to Sec. 2.6 in Chapter 2, where we proved Levinson's theorem for photon-emitter models with linear dispersion relations.

In preparation for the proof of Theorem 4, we introduce Theorem 5, where we propose an analytic function $s(\omega)$ that is equal to the analytic continuation of $\operatorname{det}[\boldsymbol{S}(E)]$ to the complex plane. Though introduced here as a tool for proving Theorem 4, Theorem 5 provides a quick method to compute $\operatorname{det}[\boldsymbol{S}(E)]$ using $\boldsymbol{K}^{R}$ and $\boldsymbol{K}\left(E+i 0^{ \pm}\right)$and is an important theorem itself. We comment that the range of application of Theorem 5 is well beyond the class of photon-emitter models discussed in this chapter: it can be applied to general photon-emitter interactions $\left|v_{k}\right\rangle$ and other dispersion relations beyond $\epsilon(k)= \pm|d| k^{m}$.

Theorem 5. Define $J(\omega)=\operatorname{det}\left[\omega \mathbb{1}_{N}-\boldsymbol{K}^{R}-\boldsymbol{K}(\omega)\right]$ as a function on the complement of the continuum spectrum $\mathcal{R}_{c}$ in the complex plane. For the values of $\omega$ s.t. $J(\omega) \neq 0$, we can define $s(\omega)=\frac{J\left(\omega^{*}\right)}{J(\omega)}$. When $E$ is not equal to the energy of a bound state in the continuum,

$$
\begin{equation*}
s\left(E+i 0^{+}\right)=\operatorname{det}[\boldsymbol{S}(E)] . \tag{4.41}
\end{equation*}
$$

We comment that the bound state energies $E_{B}$ correspond to the poles of the
emitter propagator $\boldsymbol{G}(\omega)=\left[\omega \mathbb{1}_{N}-\boldsymbol{K}^{R}-\boldsymbol{K}(\omega)\right]^{-1}$, hence they satisfy $J\left(E_{B}\right)=0$.

Proof. Let $n(E)$ denote the momentum degeneracy at energy $E$ and $k_{1}, \ldots k_{n(E)}$ the degenerate momenta at energy $E$. When $\epsilon(k)= \pm|d| k^{m}$ and $E \in \mathcal{R}_{c}, n(E)=1$ for odd $m$ and $n(E)=2$ for even $m$. According to Eqs. (4.5)-(4.8), the $S$-matrix $\boldsymbol{S}(E)$ is a $n(E) \times n(E)$ matrix, whose matrix elements are given by

$$
\begin{equation*}
S_{\alpha \beta}(E)=\delta_{\alpha \beta}-\frac{2 \pi i}{\sqrt{\left|\epsilon^{\prime}\left(k_{\alpha}(E)\right) \epsilon^{\prime}\left(k_{\beta}(E)\right)\right|}}\left\langle v_{k_{\beta}(E)}\right| \boldsymbol{G}\left(E+i 0^{+}\right)\left|v_{k_{\alpha}(E)}\right\rangle, \tag{4.42}
\end{equation*}
$$

where $\alpha, \beta \in(1,2, \ldots, n(E))$.
Note that in writing down Eq. (4.42), we have implicitly assumed that the limit $\boldsymbol{G}\left(E+i 0^{+}\right) \equiv \lim _{\eta \rightarrow 0^{+}} \boldsymbol{G}(E+i \eta)$ exists. However, if $E_{c} \mathbb{1}_{N}-\boldsymbol{K}^{R}-\boldsymbol{K}\left(E_{c}+i 0^{+}\right)$has a zero eigenvalue for some energy $E_{c} \in \mathcal{R}_{c}, \boldsymbol{G}\left(E_{c}+i \eta\right)$ does not have a limit when $\eta \rightarrow 0^{+}$and $E_{c}$ corresponds to the energy of a bound state in the continuum. This is why the theorem only applies to $E \neq E_{c}$.

Construct $\boldsymbol{A}$ as a $N \times n(E)$ matrix and $\boldsymbol{A}^{\dagger}$ its Hermitian conjugate:

$$
\begin{equation*}
\boldsymbol{A}=\left(\frac{1}{\sqrt{\left|\epsilon^{\prime}\left(k_{1}\right)\right|}}\left|v_{k_{1}}\right\rangle, \ldots \frac{1}{\sqrt{\left|\epsilon^{\prime}\left(k_{n(E)}\right)\right|}}\left|v_{k_{n(E)}}\right\rangle\right), \tag{4.43}
\end{equation*}
$$

then the $n(E) \times n(E)$ matrix $\boldsymbol{S}(E)$ for $E \neq E_{c}$ can be written as

$$
\begin{equation*}
\boldsymbol{S}(E)=\mathbb{1}_{n(E)}-2 \pi i \boldsymbol{A}^{\dagger} \boldsymbol{G}\left(E+i 0^{+}\right) \boldsymbol{A} \tag{4.44}
\end{equation*}
$$

where $\mathbb{1}_{n(E)}$ is an identity matrix of dimension $n(E)$.
Using the definitions of $s(\omega), J(\omega)$ and the properties of determinant, we have,

$$
\begin{equation*}
s\left(E+i 0^{+}\right)=\operatorname{det}\left(\mathbb{1}_{N}+\left(\boldsymbol{K}\left(E+i 0^{+}\right)-\boldsymbol{K}\left(E+i 0^{-}\right)\right) \boldsymbol{G}\left(E+i 0^{+}\right)\right) \tag{4.45}
\end{equation*}
$$

where $\boldsymbol{K}\left(E+i 0^{+}\right)-\boldsymbol{K}\left(E+i 0^{-}\right)$can be re-written as

$$
\begin{align*}
\boldsymbol{K}\left(E+i 0^{+}\right)-\boldsymbol{K}\left(E+i 0^{-}\right) & =\int_{-\infty}^{+\infty} d k\left|v_{k}\right\rangle\left\langle v_{k}\right|\left(\frac{1}{E+i 0^{+}-\epsilon(k)}-\frac{1}{E+i 0^{-}-\epsilon(k)}\right), \\
& =-\int_{-\infty}^{+\infty} d k\left|v_{k}\right\rangle\left\langle v_{k}\right| 2 \pi i \delta(E-\epsilon(k)) \\
& =-2 \pi i \sum_{\alpha=1}^{n(E)} \frac{1}{\left|\epsilon^{\prime}\left(k_{\alpha}\right)\right|}\left|v_{k_{\alpha}}\right\rangle\left\langle v_{k_{\alpha}}\right|=-2 \pi i \boldsymbol{A} \boldsymbol{A}^{\dagger} . \tag{4.46}
\end{align*}
$$

Inserting Eq. (4.46) into Eq. (4.45), we get

$$
\begin{equation*}
s\left(E+i 0^{+}\right)=\operatorname{det}\left(\mathbb{1}_{N}-2 \pi i \boldsymbol{A} \boldsymbol{A}^{\dagger} \boldsymbol{G}\left(E+i 0^{+}\right)\right) . \tag{4.47}
\end{equation*}
$$

According to a standard result in linear algebra known as the extension of the matrix determinant lemma, given an invertible $N \times N$ matrix $-2 \pi i \boldsymbol{G}(E+i 0)$ and a $N \times n(E)$ matrix $\boldsymbol{A}$,

$$
\begin{equation*}
\operatorname{det}\left(\mathbb{1}_{N}-2 \pi i \boldsymbol{A} \boldsymbol{A}^{\dagger} \boldsymbol{G}\left(E+i 0^{+}\right)=\operatorname{det}\left(\mathbb{1}_{n(E)}-2 \pi i \boldsymbol{A}^{\dagger} \boldsymbol{G}\left(E+i 0^{+}\right) \boldsymbol{A}\right)\right. \tag{4.48}
\end{equation*}
$$

Using Eqs. (4.44) and (4.47), we see that the l.h.s and r.h.s of Eq. (4.48) are equal to $s\left(E+i 0^{+}\right)$and $\operatorname{det}[\boldsymbol{S}(E)]$, respectively. This is the end of the proof for Theorem 5.

We proceed to prove Theorem 4 with the help of Theorem 5.

Proof. (Theorem 4)
First consider $\epsilon(k)=|d| k^{m}$ with odd $m$, in which case the continuum spectrum is $\mathcal{R}_{c}=(-\infty, 0) \cup(0,+\infty)$. Since we have assumed that there is no bound state in the continuum, using Theorem 5, we can replace $\operatorname{det}[\boldsymbol{S}(E)]$ by $\frac{J\left(E+i 0^{-}\right)}{J\left(E+i 0^{+}\right)}$for $E \in \mathcal{R}_{c}$ and


Figure 4.3: Illustration of the integration contours for the calculation of the winding phase of $\operatorname{det}[\boldsymbol{S}(E)]$. (a) Contours for a dispersion relation $\epsilon(k)=|d| k^{m}$ with odd $m$. (b) Contours for a dispersion relation $\epsilon(k)=|d| k^{m}$ with even $m$. The density of states diverges at the origin $E=0$, marked by the red dot. The blue lines represent the continuum spectrum, while the yellow stars represent bound-state energies. The dashed lines with arrows are the integration paths for the evaluation of the winding number of $\operatorname{det}[\boldsymbol{S}(E)]$. The semicircles (circles) are added to form closed integration contours so that the residue theorem can be invoked. The red semicircles (circle) go around the origin with an infinitesimal radius, while the black semicircles (circle) have an infinite radius.
rewrite Eq. (4.39) in terms of a contour integral in the complex plane:

$$
\begin{equation*}
2 \Delta \delta=-i \int_{\mathcal{R}_{c}} d E\left[\frac{\partial_{E} J\left(E+i 0^{-}\right)}{J\left(E+i 0^{-}\right)}-\frac{\partial_{E} J\left(E+i 0^{+}\right)}{J\left(E+i 0^{+}\right)}\right]=-i \int_{\mathcal{R}_{1}^{+}+\mathcal{R}_{1}^{-}+\mathcal{R}_{2}^{+}+\mathcal{R}_{2}^{-}} d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)}, \tag{4.49}
\end{equation*}
$$

where $E$ is a real coordinate, $\omega$ is a complex coordinate, and the integration contours $\mathcal{R}_{1}^{ \pm}$and $\mathcal{R}_{2}^{ \pm}$are illustrated by the dashed lines in Fig. 4.3a.
$\mathcal{R}_{2}^{ \pm}$and $\mathcal{R}_{1}^{ \pm}$represent the contours just above/below the real line for $E<0$ and $E>0$, respectively. We can obtain two closed integration contours by adding a pair of semicircles $\mathcal{C}^{ \pm}$with an infinitesimal radius around 0 and a pair of semicircles $\mathcal{S}^{ \pm}$ with radius $|\omega| \rightarrow \infty$. Equation (4.49) can then be rewritten as

$$
\begin{equation*}
2 \Delta \delta=-i \oint d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)}+i \int_{\mathcal{S}^{+}+\mathcal{S}^{-}} d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)}+i \int_{\mathcal{C}^{+}+\mathcal{C}^{-}} d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)} \tag{4.50}
\end{equation*}
$$

where $\oint$ represents the sum of integrals over the two closed contours. For odd $m$, $J(\omega)$ is analytic in the complement of the real line in the complex plane. The poles of $J^{-1}(\omega)$ correspond to the bound state energies; they can only be located below the real line given our assumption that there is no bound state in the continuum. This also implies that when $\boldsymbol{K}^{R}$ is Hermitian, $N_{B}=0$. Applying the residue theorem, the closed contours in the upper and lower half planes yield 0 and $-2 \pi i N_{B}$, respectively. Hence,

$$
\begin{equation*}
-i \oint d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)}=-2 \pi N_{B} \tag{4.51}
\end{equation*}
$$

Next, we evaluate the integrals along the small semicircles. $J(\omega)$ is equal to $\operatorname{det}[\boldsymbol{H}(\omega)]$ in Eq. (4.31), which shows that $J(\omega) \sim K(\omega) \sim L(\omega)$ when $\omega \rightarrow 0$. Intuitively, the winding phases of $J(\omega)$ along $\mathcal{C}^{ \pm}$are equal to the winding phases of $L(\omega)$ along $\mathcal{C}^{ \pm}$, which contribute to the term $\pi \frac{m-1}{m}$ in Eq. (4.40). To demonstrate it rigorously, we write $J(\omega)$ as the product of $L(\omega)$ and another function $g(\omega)$ :

$$
\begin{align*}
& J(\omega)=L(\omega) g(\omega), \\
& g(\omega) \equiv-L^{-1}(\omega) K(\omega) \operatorname{det}\left(\omega \mathbb{1}_{N-1}-\boldsymbol{K}_{\not 1}^{R}\right)+L^{-1}(\omega) \operatorname{det}\left(\omega \mathbb{1}_{N}-\boldsymbol{K}^{R}\right) . \tag{4.52}
\end{align*}
$$

This way the winding phases of $J(\omega)$ along $\mathcal{C}^{ \pm}$can be evaluated as the sum of the winding phases of $g(\omega)$ and $L(\omega)$ :

$$
\begin{equation*}
i \int_{\mathcal{C}^{ \pm}} d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)}=i \int_{\mathcal{C}^{ \pm}} d \omega \frac{\partial_{\omega} L(\omega)}{L(\omega)}+i \int_{\mathcal{C}^{ \pm}} d \omega \frac{\partial_{\omega} g(\omega)}{g(\omega)} . \tag{4.53}
\end{equation*}
$$

Using Eqs. (4.21), the winding number of $L(\omega)$ can be evaluated explicitly in polar
coordinates:

$$
\begin{align*}
i \int_{\mathcal{C}^{+}} d \omega \frac{\partial_{\omega} L(\omega)}{L(\omega)} & =i \lim _{r \rightarrow 0} \int_{0^{+}}^{\pi^{-}} d \theta \frac{\partial_{\theta} L(r, \theta)}{L(r, \theta)} \\
& =i \lim _{r \rightarrow 0} \int_{0^{+}}^{\pi^{-}} d \theta-i(m-1) / m \\
& =\pi(m-1) / m \tag{4.54}
\end{align*}
$$

where $\int_{0^{+}}^{\pi^{-}} d \theta \equiv \lim _{\theta_{1} \rightarrow 0^{+}, \theta_{2} \rightarrow \pi^{-}} \int_{\theta_{1}}^{\theta_{2}} d \theta$. The integral along $\mathcal{C}^{-}$can be evaluated similarly; and it has the same value as the integral along $\mathcal{C}^{+}$.

Next, we argue that the winding phases of $g(\omega)$ along $\mathcal{C}^{ \pm}$are equal to 0 . Note that the contour $\mathcal{C}^{+} / \mathcal{C}^{-}$is defined through two limiting processes taken consecutively on an arc centered at the origin of the complex plane. In the first limit, we fix the radius of the arc and send both endpoints of the arc to infinitesimal distances above/below the real line, so the arc almost becomes a semicircle. In the second limit, the radius of the arc is sent to 0 . Because of this, we need to first examine $g(E+i \eta)$ when $\eta \rightarrow 0^{ \pm}$, and then send $E \rightarrow 0$.

Using Eq. (4.52), we see that $g(\omega)$ is an analytic function in the complement of the real line on the complex plane for odd $m$. Since $\lim _{\eta \rightarrow 0^{ \pm}} L^{-1}(E+i \eta) K(E+i \eta)$ and $\lim _{\eta \rightarrow 0^{ \pm}} L^{-1}(E+i \eta)$ exist for $E$ anywhere on the real line $\mathcal{R}, \lim _{\eta \rightarrow 0^{ \pm}} g(E+i \eta) \equiv$ $g\left(E+i 0^{ \pm}\right)$exist for $E \in \mathcal{R}$. Furthermore, since $\lim _{\omega \rightarrow 0} L^{-1}(\omega) K(\omega)=|V(0)|^{2}$, $g\left(E+i 0^{ \pm}\right)$as functions of $E \in \mathcal{R}$ are continuous at $E=0$.

The winding phase of $g(\omega)$ along $\mathcal{C}^{+}$is equal to the phase difference between $g\left(-|E|+i 0^{+}\right)$and $g\left(|E|+i 0^{+}\right)$in the limit $E \rightarrow 0$. Similarly, the winding phase of $g(\omega)$ along $\mathcal{C}^{-}$is equal to the phase difference between $g\left(|E|+i 0^{-}\right)$and $g\left(-|E|+i 0^{-}\right)$in the limit $E \rightarrow 0$. Because of the continuity of $g\left(E+i 0^{ \pm}\right)$at $E=0, i \int_{\mathcal{C}^{+}+\mathcal{C}^{-}} d \omega \frac{\partial_{\omega} g(\omega)}{g(\omega)}=0$.

Therefore,

$$
\begin{equation*}
i \int_{\mathcal{C}^{+}+\mathcal{C}^{-}} d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)}=i \int_{\mathcal{C}^{+}+\mathcal{C}^{-}} d \omega \frac{\partial_{\omega} L(\omega)}{L(\omega)}=2 \pi(m-1) / \mathrm{m} \tag{4.55}
\end{equation*}
$$

At last, we evaluate the integral along the large semicircles, which can be written in polar coordinates as

$$
\begin{equation*}
i \int_{\mathcal{S}^{+}+\mathcal{S}^{-}} d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)}=i \lim _{r \rightarrow \infty}\left(\int_{\pi^{-}}^{0^{+}} d \theta \frac{\partial_{\theta} J(r, \theta)}{J(r, \theta)}+\int_{2 \pi^{-}}^{\pi^{+}} d \theta \frac{\partial_{\theta} J(r, \theta)}{J(r, \theta)}\right) \tag{4.56}
\end{equation*}
$$

Using Eq. (4.31), $J(\omega)$ can be written as

$$
\begin{equation*}
J(\omega)=-K(\omega) P_{N-1}(\omega)+P_{N}(\omega) \tag{4.57}
\end{equation*}
$$

where $P_{N-1}(\omega) \equiv \operatorname{det}\left(\omega \mathbb{1}_{N-1}-\boldsymbol{K}_{\not \Perp 1}^{R}\right)$ and $P_{N}(\omega) \equiv \operatorname{det}\left(\omega \mathbb{1}_{N}-\boldsymbol{K}^{R}\right)$ are polynomial functions of $\omega$ with degrees $N-1$ and $N$, respectively. From the definition of $K(\omega)$ in Eq. (4.25), we can see that $\lim _{|\omega| \rightarrow \infty} K(\omega)=0$, hence $J(\omega) \sim P_{N}(\omega) \sim \omega^{N}$ when $|\omega| \rightarrow \infty$; and we expect that the sum of the winding phases of $J(\omega)$ around the large semicircles is equal to $2 \pi N$. In the following, we provide a careful mathematical analysis to verify this intuitive result.

Taking the derivative of Eq. (4.57) w.r.t $\theta$, we have

$$
\begin{equation*}
\partial_{\theta} J(r, \theta)=i \omega \partial_{\omega} J(\omega)=-i \omega \partial_{\omega} K(\omega) P_{N-1}(\omega)-i \omega K(\omega) \partial_{\omega} P_{N-1}(\omega)+i \omega \partial_{\omega} P_{N}(\omega) . \tag{4.58}
\end{equation*}
$$

We can observe from Eq. (4.25) that $\lim _{|\omega| \rightarrow \infty} \partial_{\omega} K(\omega)=\lim _{|\omega| \rightarrow \infty} K(\omega)=0$. In
addition, $\lim _{|\omega| \rightarrow \infty} \frac{P_{N-1}(\omega)}{P_{N}(\omega)}=\lim _{|\omega| \rightarrow \infty} \frac{\partial_{\omega} P_{N-1}(\omega)}{P_{N}(\omega)}=0$, hence

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \frac{\partial_{\theta} J(r, \theta)}{J(r, \theta)}=\lim _{|\omega| \rightarrow \infty} \frac{i \omega \partial_{\omega} P_{N}(\omega)}{P_{N}(\omega)}=i N \tag{4.59}
\end{equation*}
$$

uniformly in $\theta \in(0, \pi) \cup(\pi, 2 \pi)$. Applying the dominated convergence theorem, we can evaluate the $r \rightarrow \infty$ limit of the following definite integral as a function of the integration end points $\theta_{1}, \theta_{2} \in(0, \pi)$ (or $\left.\theta_{1}, \theta_{2} \in(\pi, 2 \pi)\right)$ :

$$
\begin{equation*}
i \lim _{r \rightarrow \infty} \int_{\theta_{1}}^{\theta_{2}} d \theta \frac{\partial_{\theta} J(r, \theta)}{J(r, \theta)}=\left(\theta_{1}-\theta_{2}\right) N \tag{4.60}
\end{equation*}
$$

The limit in Eq. (4.60) is uniform in $\theta_{1}, \theta_{2}$ because the limit in Eq. (4.59) is uniform in $\theta$. This implies that, when we evaluate Eq. (4.56), we can exchange the limit in $r$ and the limits in the integration end points:

$$
\begin{align*}
i \int_{\mathcal{S}^{+}} d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)} & \equiv i \lim _{r \rightarrow 0} \lim _{\theta_{1} \rightarrow \pi^{-}} \lim _{\theta_{2} \rightarrow 0^{+}} \int_{\theta_{1}}^{\theta_{2}} d \theta \frac{\partial_{\theta} J(r, \theta)}{J(r, \theta)} \\
& =i \lim _{\theta_{1} \rightarrow \pi^{-}} \lim _{\theta_{2} \rightarrow 0^{+}} \lim _{r \rightarrow 0} \int_{\theta_{1}}^{\theta_{2}} d \theta \frac{\partial_{\theta} J(r, \theta)}{J(r, \theta)}=\pi N \tag{4.61}
\end{align*}
$$

where we have used Eq. (4.60) in evaluating Eq. (4.61). The integration along $\mathcal{S}^{-}$ can be evaluated similarly, and it has the same value as Eq. (4.61); hence we get

$$
\begin{equation*}
i \int_{\mathcal{S}^{+}+\mathcal{S}^{-}} d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)}=2 \pi N \tag{4.62}
\end{equation*}
$$

Combining Eqs. (4.50), (4.51), (4.55) and (4.62), we obtain Eq. (4.40) for the dispersion relation $\epsilon(k)=|d| k^{m}$ with odd $m$. The case of $\epsilon(k)=-|d| k^{m}$ with odd $m$ can be proved identically once we replace $E$ with $-E$.

Next, we discuss the case of $\epsilon(k)=|d| k^{m}$ with even $m$. Similarly as in the case of
odd $m$, the winding phase of $\operatorname{det}[\boldsymbol{S}(E)]$ can be evaluated as

$$
\begin{align*}
2 \Delta \delta & =\int_{0^{+}}^{\infty} d E\left[\frac{\partial_{\omega} J(E-i 0)}{J(E-i 0)}-\frac{\partial_{\omega} J(E+i 0)}{J(E+i 0)}\right]=\int_{\mathcal{R}^{+}+\mathcal{R}^{-}} d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)} \\
& =\oint d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)}-\int_{\mathcal{S}} d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)}-\int_{\mathcal{C}} d \omega \frac{\partial_{\omega} J(\omega)}{J(\omega)} \tag{4.63}
\end{align*}
$$

where the integration contours are illustrated in Fig. 4.3b. $\mathcal{R}^{ \pm}$represent the contours just above and below the real line along the continuum spectrum. $\oint$ represents the integration over the closed contour. Following a procedure similar to the case of odd $m$, it is easy to show that the result of this integral is also given by Eq. (4.40). The case of $\epsilon(k)=-|d| k^{m}$ with even $m$ can be proved similarly.

This is the end of the proof for Theorem 4.

### 4.5 Outlook

In this chapter, we have illustrated how a divergent density of states results in a wide variety of universal scattering behavior in photon-emitter models. Our results open up several areas of research in the study of scattering properties of synthetic quantum matter. It would be interesting to extend our results to more general analytic dispersion relations and more than one incoming photon. Another important next step is to see if it is possible to generalize the universal emitter scattering results to scattering off arbitrary, short-range potentials, such as occurs in translationallyinvariant two-particle scattering. It would also be interesting to study the universal behavior of the $S$-matrix in different dimensions when the density of states diverges. An outstanding challenge is to describe emitter scattering when both dissipation and coherent driving are present.

More generally, our work shows how changing the single-particle dispersion rela-
tion modifies the universal properties of the $S$-matrix in scattering theory. Although our results rigorously apply only in the zero-energy limit, our work establishes the foundation for the development of a universal low-energy theory for unusual dispersion relations. Similar to the case of quadratic dispersion relations, we expect the scattering to be primarily determined by the scattering length when the de Broglie wavelengths of the particles are large compared to the range of the interaction. It will be interesting to explore how other well-studied problems for massive particles-such as Efimov physics [24, 25, 49], renormalization for the effective field theory [1, 14], and the $N$-body scale [13]-are modified in the presence of these more general dispersion relations. It would also be interesting to understand the implication of our results in the many-body context, e.g. in dilute Bose gases with spin-orbit coupling [29, 64, 100] or in twisted bilayer graphene near a magic angle [82, 173, 174]. The high level of control offered by synthetic quantum systems opens up the prospect that these effects may be realizable in near-term experiments.
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[^0]:    ${ }^{1}$ In our definition, the effective range $r_{s}$ has the opposite sign compared to the definition in Ref. [10] for a better comparison to higher dimensions.

[^1]:    ${ }^{1}$ The matrix $K$ for any $N$-atom system satisfies the property that $K-K^{\dagger}=-i|v\rangle\langle v|$ is proportional to a projector in the $N$-dimensional space. In principle, $K^{\prime}$ can be any $N \times N$ dissipative matrix

[^2]:    ${ }^{2}$ The trajectory of $t_{k}$ is symmetric about the real axis when the eigenvalues of $M$ and $M^{\text {tot }}$ are symmetric about the same vertical line $\operatorname{Re}[E]=E^{*}$ in the complex plane $(\operatorname{Re}[E], \operatorname{Im}[E])$ for some real number $E^{*}$

[^3]:    ${ }^{1}$ In WQED it is natural to define the continuum spectrum for odd $m$ to be $(-\infty, 0) \cup(0,+\infty)$; for even $m$ to be $(0,+\infty)$ when $s=+1$ and $(-\infty, 0)$ when $s=-1$.

[^4]:    ${ }^{2}$ Closing the contour in the lower half of the complex plane would give the same answer

[^5]:    ${ }^{3}$ For dissipative systems, we assume that $\operatorname{det}[\boldsymbol{S}(E)] \neq 0$ for any $E$ within the continuum spectrum
    ${ }^{4}$ For potential scattering, see Levinson's theorem for quadratic dispersion relation in 1D in Ref. [46]. For emitter scattering, Levinson's theorem for quadratic dispersion relation is, to our knowledge, first presented by our recent paper [167] corresponding to this chapter.

