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Photons are elementary particles of light, and their interactions in vacuum are ex-

tremely weak. The seclusion of photons makes them perfect carriers of classical and

quantum information, but also poses difficulties for employing them in quantum in-

formation technologies. Recent years have seen tremendous experimental progress in

the development of synthetic quantum systems where strong and controllable coupling

between single photons is achieved. In a variety of solid-state and optical platforms,

propagating photons are coupled with local emitters such as atoms, quantum dots,

NV centers, or superconducting qubits. Despite the different nature of the platforms,

many of these systems can be described using the same theoretical framework called

waveguide quantum electrodynamics (WQED).

Dissipation is an inevitable ingredient of many synthetic quantum systems and

is a source of error in quantum information applications. Despite its important role



in experimental systems, the implications of dissipation in scattering theory have

not been fully explored. Chapter 2 discusses our discovery of the dissipation-induced

bound states in WQED systems. The appearance of these bound states is in a one-to-

one correspondence with zeros in the single-photon transmission. We also formulate

a dissipative version of Levinson’s theorem by looking at the relation between the

number of bound states and the winding number of the transmission phases.

In Chapter 3, we study three-body loss in Rydberg polaritons. Despite past

theoretical and experimental studies of the regime with dispersive interaction, the

dissipative regime is still mostly unexplored. Using a renormalization group technique

to solve the quantum three-body problem, we show how the shape and strength of

dissipative three-body forces can be universally enhanced for Rydberg polaritons. We

demonstrate how these interactions relate to the transmission through a single-mode

cavity, which can be used as a probe of the three-body physics in current experiments.

The high level of control of the synthetic quantum systems behind WQED offers

many inspirations for theoretical studies. In Chapter 4 of this dissertation, we explore

a new direction of scattering theory motivated by the controllability of dispersion

relations in synthetic quantum systems. We study single-particle scattering in one

dimension when the dispersion relation is ε(k) = ±|d|km, where m ≥ 2 is an integer.

For a large class of interactions, we discover that the S-matrix evaluated at an energy

E → 0 converges to a universal limit that is only dependent on m. We also give

a generalization of Levinson’s theorem for these more general dispersion relations in

WQED systems.
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Chapter 1: Introduction

1.1 Background

Quantum mechanics is a set of physical laws that govern the world of very small

particles at very low energies. It portrays a fundamentally probabilistic world, where

a single object can be in two places at once—superposition—and where two objects in

remote locations can have classically unattainable correlations—entanglement. Pho-

tons, which are elementary particles of light, have been a prototypical system for the

discovery and testing of quantum mechanics. Early experiments on the photoelectric

effect and double-slit interference helped establish the concept of wave-particle dual-

ity in quantum mechanics. In the early 70s and 80s [5, 57], quantum entanglement

was first tested experimentally using photons generated from atomic cascades.

The development of quantum mechanics has brought about revolutionary ideas

to upgrade our computation and communication methods, which are today based on

classical mechanics. By replacing the classical machines with quantum tools, certain

information processing tasks are moderately or exponentially improved, the most no-

table of which is Shor’s algorithm for factoring [137]. The easily accessible quantum

characteristics have made photons a key player in the development of quantum tech-

nologies, including sensing, imaging, communications, simulation, and computation.

The extremely weak interactions between photons make them perfect carriers of clas-

sical and quantum information. And single-qubit operations on photons can be easily

1



performed with incredibly high fidelity. Many of the cornerstone protocols of quan-

tum information science were first realized optically, including teleportation [23, 164]

and cryptography [16, 85, 158, 163]. The generation and manipulation of non-classical

light has enabled single-photon switches and transistors [7, 35, 155], quantum circu-

lators [132], isolators [131], and long-distance quantum state transfer [161, 172]. On

one hand, it is possible in principle to design all-photonic quantum computers using

measurements and linear operations [23, 26, 118, 119]. On the other hand, photons

are used as the “flying qubits” to connect quantum computers at different locations

and enable distributed processing [128, 138].

Despite the advantages, there are still a few difficulties when employing photons

for quantum information technologies. In communication networks, quantum infor-

mation carried by the “messenger” photons needs to be transferred to stationary

qubits for computation and storage, but existing conversion methods used for classi-

cal signals are inefficient at the few-photon level. The extremely weak interactions of

free photons are an advantage for information transmission, but also make the con-

struction of deterministic two-photon gates difficult, and pose an obstacle to building

a practical universal all-photonic quantum computer [150]. These difficulties have

motivated scientists in the fields of quantum optics, condensed-matter physics, and

atomic physics to build systems where photons are strongly coupled to local emitters.

In this setup, quantum information can be transferred from the flying photons to the

emitters acting as stationary qubits in a quantum computer; and multi-qubit gates be-

tween photons become possible as nonlinearities of the emitters induce nonlinearities

between single photons.

Examples of such systems include photonic-crystal waveguides coupled to atoms

[3, 62, 63, 76, 80] and solid-state emitters [75, 103, 139], free-space photons propa-

gating through dense Rydberg atomic clouds [54, 122], optical nanofibers coupled to

2



atoms [39, 61, 131, 132, 140, 141, 144], transmission lines coupled to superconducting

qubits [44, 160], and metallic nanowires coupled to NV centers [78] and quantum

dots [2]. Despite the different nature of the platforms, many of these systems can be

described using the same theoretical framework called waveguide quantum electro-

dynamics (WQED). The high level of control in experimental WQED systems makes

them both a toolbox for quantum technologies and a playground for studies of other

less controllable or accessible quantum systems.

In the next section, we provide an overview of the results presented in this disser-

tation.

1.2 Outline of dissertation

In this dissertation, we theoretically explore a few directions of scattering theory

motivated by the features and capabilities of experimental WQED systems. We focus

on illustrating universal scattering properties independent of the details of the WQED

system, or even applicable to general scattering systems beyond WQED.

In Chapters 2 and 3, we explore the role of dissipation in scattering theory. Dissi-

pation is an inevitable ingredient of many synthetic quantum systems and is a source

of error in quantum information applications. Despite its important role in exper-

imental systems, the implications of dissipation in scattering theory have not been

fully explored. In Chapter 2, we discuss our discovery of the dissipation-induced

bound states in a WQED system where propagating photons interact with N two-

level atoms. These bound states can be calculated from an effective spin model, and

their existence relies on dissipation in the system. The appearance of these bound

states is in a one-to-one correspondence with zeros in the single-photon transmission

and with divergent bunching in the second-order photon-photon correlation function.

3



We also formulate a dissipative version of a key index theorem in quantum scatter-

ing theory known as Levinson’s theorem—which relates the scattering phases to the

number of bound states. This theorem allows a direct experimental measurement of

the number of bound states using the measured transmission phases.

In Chapter 3, we continue our discussion of dissipation in the three-body scattering

of Rydberg polaritons. Rydberg polaritons provide an example of a rare type of

system where three-body interactions can be as strong as or even stronger than two-

body interactions. The three-body interactions can be either dispersive or dissipative,

with both types possibly giving rise to exotic, strongly-interacting, and topological

phases of matter. Despite past theoretical and experimental studies of the regime

with dispersive interaction, the dissipative regime is still mostly unexplored. Using

a renormalization group technique to solve the quantum three-body problem, we

show how the shape and strength of dissipative three-body forces can be universally

enhanced for Rydberg polaritons. We demonstrate how these interactions relate to

the transmission through a single-mode cavity, which can be used as a probe of the

three-body physics in current experiments.

The high level of control of synthetic quantum systems behind WQED offers many

inspirations for theoretical studies. In Chapter 4, we explore single-particle scattering

in one dimension when the dispersion relation is ε(k) = ±|d|km, where m ≥ 2 is an

integer. We study WQED scattering problems in which a single-particle in a one-

dimensional waveguide scatters off of an inhomogeneous, discrete set of sites locally

coupled to the waveguide. For a large class of these problems, we rigorously prove

that, when there are no bright zero-energy eigenstates, the S-matrix evaluated at

energy E → 0 converges to a universal limit that is only dependent on m. We also

give a generalization of Levinson’s theorem to scattering off emitters for these more

general dispersion relations.
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In the remaining sections of Chapter 1, we review a few topics to better clarify the

context and motivations of the problems studied in the later chapters. In Sec. 1.3, we

give a brief discussion of the enhancement of photon-emitter interactions in WQED

systems. In Sec. 1.4, we provide a formal introduction to scattering theory. In Sec.

1.5, we discuss universality in traditional scattering theory, a concept that motivates

our studies of WQED systems in the later chapters.

1.3 Waveguide quantum electrodynamics (WQED)

In this section, we provide a brief and heuristic explanation of the principles behind

strong photon-emitter couplings and single-photon nonlinearities in typical WQED

systems. The goal of the experiment is to coerce a single mode of the electromagnetic

field and a quantum emitter (or an ensemble of emitters) to preferentially exchange

an excitation. For a single emitter, the figure of merit is given by the optical depth

[141]:

OD =
Aemitter

Amode

∼ Γ

Γtot
, (1.1)

where Aemitter is the “area” of the emitter representing its resonant scattering cross-

section. Amode is the waist area of the photon mode of interest and measures how

tightly confined the photon mode is in the transverse direction. The optical depth can

also be understood as the ratio between the decay rate of the emitter to the desired

photon mode Γ and all photon modes Γtot.

The value of OD measures the strength of the coupling between the photon and a

single emitter. A large OD can be achieved by either increasing Aemitter or reducing

Amode. To increase the size of the atoms, one can use large “artificial atoms” such
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as superconducting qubits. Amode can be reduced by tight confinement of the photon

mode of interest. For example, optical photons can be focused to a narrow beam

waist by a lens with a large numerical aperture, or by being sent through a narrow-

width optical nanofiber [141]. Once a strong coupling is achieved between a single

photon and a single emitter, photon-photon nonlinearities can be induced from the

nonlinearity of the emitter.

1.3.1 Rydberg ensembles

Another approach to achieving strong photon-emitter coupling is to use an atomic

ensemble, which in some cases can be effectively seen as a giant atom. Assuming that

the photon field is uniform across a dense atomic cloud with a size much smaller than

the resonant wavelength, the optical depth is enhanced by the number of atoms N :

OD =
Aemitter

Amode

N. (1.2)

In this case, because the single-atom coupling to light is still weak, a single-atom

nonlinearity cannot induce strong nonlinear interactions between photons. The way

to achieve strong photon-photon interactions is to couple light to high-lying atomic

states (Rydberg levels) using a second, stronger laser field. Because of the strong

long-range interactions between atoms in the Rydberg level, no more than a single

Rydberg excitation can be present in the atomic cloud, which leads to a strong ef-

fective nonlinear interaction between the incoming photons. In Chapter 3, we study

dissipative three-photon nonlinearities in such systems.
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1.4 Introduction to scattering theory

In this section, we follow Ref. [152] and review some basic concepts in scattering

theory. Even though the results presented in this thesis focus on waveguide QED

systems in 1D, in this section we will discuss scattering in 1D, 2D, and 3D. The

reason is that we want to prepare for a discussion that involves different dimensions

in a later section. Specifically, in Sec. 1.5, we will use the different universal scattering

behaviors in different dimensions to motivate the work presented in Chapter 4.

The discussion in this chapter focuses on potential scattering with a quadratic

dispersion relation, but the formal definitions can be generalized to other types of

interactions and dispersion relations. For simplicity, we set ~ = 1 and the mass of the

particle to be 1/2. The state vector |ψ(t)〉 satisfies the time-dependent Schrödinger

equation:

i
d

dt
|ψ(t)〉 = H |ψ(t)〉 . (1.3)

The Hamiltonian H has the form H = H0 + V , where H0 is the kinetic energy of a

free particle, and V represents some local potential.

The energy eigenstates of H0 are given by the momentum eigenstates |k〉. Define

U(t) ≡ exp(−iHt) and U0(t) ≡ exp(−iH0t). Every |k〉 corresponds to the eigenstates

of the full Hamiltonian H with energy E = |k|2 through the Møller wave operators

Ω±:

|ψ±k 〉 = Ω± |k〉 , (1.4)

Ω± ≡ lim
t→∓∞

U(t)†U0(t). (1.5)
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The Møller operators are isometric and satisfy

Ω†±Ω± = 1. (1.6)

The sign ± in |ψ±k 〉 represents the specific boundary condition of the scattering state:

far away from the interaction region in the incoming/outgoing direction, |ψ±k 〉 is iden-

tical to a free particle with momentum k. |ψ±k 〉 are called scattering states and they

satisfy the following orthogonality relations:

〈ψ±k |ψ
±
k′〉 = δ(k − k′). (1.7)

In general, there may exist eigenstates |ψi〉 of H that are not connected to any

momentum state |k〉 through the Møller operators. Here, i = 1, 2, . . . NB is the label

of the bound states and NB is the total number of bound states. The wavefunctions of

bound states are localized around the region of interaction and their energies form a

discrete spectrum of H that is generically below 0, i.e. below the scattering threshold.

The orthogonality relations between the bound states and scattering states are given

by

〈ψ±k |ψi〉 = 0, 〈ψi|ψj〉 = δij. (1.8)

The bound states together with the scattering states {ψ+
k }({ψ

−
k }) form a complete

eigenbasis of H:

H =

∫ +∞

−∞
dk |k|2 |ψ±k 〉 〈ψ

±
k |+

NB∑
i=1

Ei |ψi〉 〈ψi| . (1.9)
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1.4.1 S-matrix

In scattering theory, we are often interested in the transition amplitudes between

the incoming and outgoing free particles instead of the shapes of the scattering eigen-

states in the interaction region. To calculate these transition amplitudes, let us

illustrate the relation between an incoming/outgoing wavefunction prepared far away

from the scattering center and the actual solution of the time-dependent Schrödinger

equation given by Eq. (1.3).

The general solution of Eq. (1.3) has the form |ψ(t)〉 = U(t) |ψ〉, where U(t) is the

time evolution operator and |ψ〉 is any normalized wavefunction. Define a normalized

wave packet |φin〉 centered around momentum kin and |ψ+
in〉 ≡ Ω+ |φin〉. Using Eq.

(1.5), we have

U(t) |ψ+
in〉 − U0(t) |φin〉 −−−−→

t→−∞
0, (1.10)

which means that the wave packet U(t) |ψ+
in〉 looks identical to the freely propagating

state U0(t) |φin〉 when t → −∞. Similarly, if |φout〉 is a normalized wave packet

centered around momentum kout, then the wave packet U(t) |ψ−out〉 ≡ Ω− |φout〉 would

look identical to U0(t) |φout〉 when t→ +∞: U(t) |ψ−out〉 − U0(t) |φout〉 −−−−→
t→+∞

0.

The transition amplitude between an incoming state that takes the shape of

U0(t) |φin〉 at time t → −∞ to an outgoing state that takes the shape of U0(t) |φout〉

at time t→ +∞ would simply be given by

〈ψ−out|ψ+
in〉 ≡ 〈φout| S |φin〉 , (1.11)
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where the scattering operator S is defined as

S = Ω†−Ω+. (1.12)

Because energy is a conserved quantity, if the incoming state has a well-defined

energy E, the outgoing state must also have the same energy E. We can define

the scattering matrix S(E) for E > 0 as the projection of the scattering operator

S onto the subspace of eigenstates with energy E. In the following, we discuss the

representation of the S-matrix in different dimensions and define the S-wave scattering

phases. The purpose of introducing these quantities is to prepare for the discussion

of the universal limits of the S-matrix in Sec. 1.5.4, which serves as the motivation to

the work in Sec. 4.

Let us assume that the particle mass is still given by 1/2. In 1D, any energy E > 0

would correspond to two degenerate momenta k =
√
E, k = −

√
E. In the momentum

basis {|k =
√
E〉 , |k = −

√
E〉}, S(E) can be written as a 2× 2 matrix. We can also

represent the S-matrix in the symmetric and antisymmetric basis { 1√
2
(|k =

√
E〉 ±

|k = −
√
E〉)}, which are labelled by l = 0 and l = 1, respectively.

In 2D and higher dimensions, it is inconvenient to use the momentum eigenstates

as the basis states for the S-matrix because there are uncountably many momentum

eigenstates at the same energy E > 0. It is more convenient to choose the discrete

eigenstates of the angular momentum operator as the basis states. In 2D and 3D,

the angular momentum eigenbasis can be labelled by two integers: l and ml, where

l = 0, 1, 2, . . . is called the angular momentum quantum number and ml the magnetic

quantum number. In both 2D and 3D, l = 0 represents states that do not have any

angular dependence, i.e. non-rotating; and ml = 0 when l = 0. When l ≥ 1, the

magnetic quantum number ml = ±1 describes the direction of rotation in 2D and
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ml = −l,−l + 1, . . . l − 1, l describes the orbital orientation in space. The S-matrix

S(E) in both 2D and 3D can be written as an infinite dimensional matrix linking

the transmission and refection coefficients between states at energy E with different

angular momentum and magnetic quantum numbers. For all three dimensions, we

refer to the l = 0 eigenstates as S-wave.

For simplicity of discussion, we assume that in 1D (2D/3D), the interaction is

(rotationally/spherically) symmetric. States with different angular momentum or

magnetic quantum numbers would decouple from each other in the scattering process,

and the S-matrix projected to each of the angular momentum channels is represented

by a single complex number. Let S0
D(E) denote the scattering matrix for the S-wave

(l = 0) channel in dimension D = 1, 2, 3. We can define the S-wave scattering phase

δD(E) in dimension D = 1, 2, 3 via S0
D(E) ≡ exp(2iδD(E)).

1.5 Universality in few-body scattering

After the introduction to scattering theory in the last section, we are ready to

review some universal relations in few-body scattering that motivate the studies in

later chapters of this dissertation. We assume that particles have quadratic dispersion

relations and their interactions are short-range.

Universality describes the phenomenon when a large class of systems has the

same properties independent of the details of each system, and quantitative features

of certain physical observables can be deduced from a finite number of parameters

common to the definition of the systems. In a narrower definition, universality in the

studies of low-energy scattering theory, statistical mechanics, and condensed matter

physics often refers to situations when systems very different at short distances have

identical long-distance behavior.
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1.5.1 Low-energy universality

One of the most important universal phenomena in scattering theory is that the

low-energy scattering properties are primarily decided by a—the scattering length

[15, 24, 25]. By low-energy, we mean that the de Broglie wavelength of the parti-

cle is much larger than the range of interactions. a plays an important role both

in few-body and many-body systems. It determines the properties of a many-body

system if the constituents of the system have not only sufficiently low energies but

also separations that are large compared to the range of interaction. A classic exam-

ple is the interaction energy per particle in the ground state of a sufficiently dilute

homogeneous Bose-Einstein condensate:

E/n ≈ 2π

m
an, (1.13)

where m is the mass of a single boson, E and n are the energy density and number

density, respectively. The dilute Bose-Einstein condensate is a perfect illustration of

universality: the constituents may have completely different internal structures and

interactions, but the many-body systems will have the same microscopic behavior if

their scattering lengths are the same.

1.5.2 Effective field theory

Generically, the scattering length a is comparable to the range of the interaction:

|a| ∼ rs; and universality is a perturbative weak-coupling phenomenon where a plays

the role of a coupling constant. Universal properties can be calculated as expansions

in the dimensionless combination aκ, where κ is an appropriate wave number variable.

To describe the scattering process of more than two particles, or to a precision that is
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higher-order in aκ, additional parameters may be needed to characterize the scattering

process. Nevertheless, the low-energy scattering to any given precision in orders of

aκ can be captured by a certain number of constant parameters, irrespective of the

details of the finite-range interactions. This suggests that we can write down an

effective theory with only contact interactions characterized by a few constants to

reproduce the scattering process in the original system to any precision we want.

This is the idea of effective field theory. At sufficiently low energies, the most general

Lagrangian in 3D with contact interactions may be written as [74]

L = ψ†
(
i∂t +

∇2

2m

)
ψ − C0

2
(ψ†ψ)2 − D0

6
(ψ†ψ)2 + . . . , (1.14)

where the dots represent higher-order-derivative terms that are suppressed at low en-

ergies. The strength of the two-body interaction C0 is determined from the scattering

length a, while D0 depends on three-body scattering. In Chapter 3, we apply the idea

of effective field theory to Rydberg polaritons and derive dissipative two-body and

three-body interaction parameters. These parameters are fed into an effective single-

cavity transmission model, which can be used to probe the dissipative three-body

physics of the Rydberg polariton system.

1.5.3 Divergent scattering length and the emergence of bound states

In exceptional cases, the scattering length a can be much larger in magnitude than

the range of the interaction: |a| � rs. During a continuous tuning of parameters, this

happens when a new bound state is about to appear from the scattering threshold,

or when there exists a shallow bound state. If it is the latter case, the energy of

the shallow bound state is − 1
ma2

, where m is the mass of the particle and ~ = 1.

The nonperturbative dependence of the bound-state energy on a reflects the fact that
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universality in the case of large scattering length is a nonperturbative strong-coupling

phenomenon. We comment that the phenomenon that the bound states generically

emerge from the scattering threshold is a consequence of the Hermitian nature of

the Hamiltonian. In Chapter 4, we illustrate that, in dissipative systems, new bound

states may emerge from the continuum spectrum instead of from the scattering thresh-

old. And instead of corresponding to a divergent scattering length, the appearance

of a dissipative bound state in the system corresponds to zero transmission at the

energy of the emerging bound state.

In the three-body sector, a remarkable nonperturbative universal phenomenon

in the resonant limit a → ±∞ is the Efimov effect [25, 49]. For three identical

bosons interacting in 3D, there are infinitely many arbitrarily-shallow three-body

bound states with binding energies E
(n)
T that have an accumulation point at E = 0.

As the threshold is approached, the ratio of the binding energies of successive states

approaches a universal constant:

E
(n+1)
T /E

(n)
T → 1/515.03 as n→∞ with a = ±∞. (1.15)

The universal ratio in this equation is independent of the details of the short-range

interactions between the particles.

1.5.4 Dimensionality and zero-energy scattering

The inspiration that motivated Chapter 4 is an implicit assumption behind the

construction of low-energy universality—the scattering phase goes to a universal limit

when E → 0. As we illustrate soon, the scattering length a corresponds to the

coefficient of the first-order Taylor expansion of the scattering phase δD(k2) in k =
√
E

around z = 0. Without the fact that δD(k2) goes to a limit independent of the details
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of the interaction at zero energy, the low-energy scattering theory would not be written

as a perturbative expansion in k.

To illustrate this point, let us provide the definitions of the scattering length

a and the effective range rs in different dimensions. For simplicity, in 1D, we con-

sider symmetric interactions, while in 2D and 3D, we consider rotationally/spherically

symmetric interactions. In the center-of-mass coordinates, let r = r1 − r2 represent

the relative coordinates of the two particles at r1, r2. The relative motion of the

two particles with interaction V (r1− r2) can be mapped to single-particle scattering

with potential V (r). In Section 1.4.1, we have defined the S-wave scattering phase

δD(E) in potential scattering in dimensions D = 1, 2, 3. The energy E in the po-

tential scattering model corresponds to the kinetic energy of the two particles in a

co-moving frame where the total momentum is 0. We assume that in the model of

single-particle potential scattering, the mass of the particle is 1/2, hence the kinetic

energy is E = k2, where k is a momentum vector in dimension D.

Defining k =
√
E, in 2D and 3D (D = 2, 3), the scattering length a and the

effective range rs are defined via

k cot δD(k2) = −1

a
+

1

2
rsk

2 +O(k4) + . . . . (1.16)

On the other hand, in 1D [10]1,

k tan δ1(k2) =
1

a
− 1

2
rsk

2 +O(k4) + . . . . (1.17)

Why is the definition of a different in 1D compared to higher dimensions? The reason

1In our definition, the effective range rs has the opposite sign compared to the definition in Ref.
[10] for a better comparison to higher dimensions.
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that the zero-energy limits of the scattering phase are different in different dimensions:

δD(0+) ≡ lim
E→0+

δD(E) =


0 D = 2, 3

π
2

D = 1

. (1.18)

Using Eq. (1.18), Eqs. (1.16) and (1.17) can be written in the same form:

k cot(δD(k2)− δD(0+)) = −1

a
+

1

2
rsk

2 +O(k4) + . . . . (1.19)

Using the Taylor expansion of the cotangent function and keeping the lowest-order

term in k, we obtain

δD(k2)− δD(0+) = −ak + o(k2), (1.20)

which demonstrates that −a corresponds to the lowest-order Taylor expansion of

δD(k2) in k around zero energy.

Eq. (1.20) illustrates the origin of the existence of low-energy universality. If we

accept the premise that δD(k2) is a well-behaved function of the wavevector k, then

as long as δD(k2) has a fixed point independent of the details of the system, i.e.

a universal limit at a certain energy, Taylor expansion can be naturally computed

around that fixed point. It is guaranteed that, when energy is close enough to the

fixed point, the scattering properties are primarily dependent on the first-order Taylor

coefficient, i.e. the scattering length.

Why is the universal zero-energy limit of the scattering phase different in different

dimensions? This difference is associated with the behavior of the density of states

at zero energy: when E → 0, the density of states diverges ∼ E−1/2 in 1D, goes

to a constant in 2D, and vanishes in 3D. This observation motivates us to ask the
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following question: what happens to the zero-energy limit of the S-matrix if the

density of states diverges in 1D even faster than with a quadratic dispersion relation?

In Chapter 4, we provide an answer to this question. The high level of control in

WQED systems allows dispersion relations to be tuned, providing a way to test our

theory experimentally.
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Chapter 2: Single-photon bound states in atomic ensembles

Work in this chapter was published in Ref. [165].

2.1 Introduction

Systems of strongly interacting photons are important for scaling up quantum

computers and networks [102]. The generation and manipulation of non-classical light

enable single-photon switches and transistors [7, 35, 155], quantum circulators [132],

isolators [131], and long-distance quantum state transfer [161, 172]. Understanding

few-body physics in systems of strongly interacting photons helps reveal the emergent

many-body physics in these systems [114], including quantum phase transitions of

light [53, 71].

To characterize the quantum states of light produced in these systems, experi-

ments often probe single-photon transmission and multi-photon statistics. In this

chapter, we construct an effective spin model to solve for the single-photon transmis-

sion through ensembles of atoms exhibiting cooperative light scattering effects. This

spin model is characterized by the presence of single-photon bound states, whose

wavefunction is a hybridized single-excitation between light and matter that is lo-

calized in space. The bound states correspond directly to zeros in the transmission

coefficient and are associated with an analogue of Levinson’s theorem [46, 168, 169]

for interacting atom-photon systems. In the two-photon transmission, we show that
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these zeros in the transmission lead to divergent bunching of the light due to the

presence of effective photon-photon interactions in these systems.

Our results and their generalizations can be applied to many systems in which

strong interaction between propagating photons is realized. These include photonic-

crystal waveguides coupled to atoms [3, 62, 63, 76, 80] and solid-state emitters

[75, 103, 139], free-space photons propagating through dense Rydberg atomic clouds

[54, 122], optical nanofibers coupled to atoms [39, 61, 131, 132, 140, 141, 144], trans-

mission lines coupled to superconducting qubits [44, 160], and metallic nanowires

coupled to NV centers [78] and quantum dots [2]. These systems typically con-

sist of freely propagating photons coupled to a number of emitters that provide

the nonlinearity either individually or due to inter-emitter interactions. Recent

years have seen significant developments in theoretical methods for such systems

[4, 9, 30, 41, 42, 52, 93, 124, 130, 135, 136, 171, 176]. In several of these approaches,

the emitters’ dynamics are characterized by a spin model M tot, which consists of

the energy of the atoms and the photon-mediated dipolar interactions Ktot between

them. Ktot contains both a coherent and a dissipative part. For two atoms in vacuum

separated by distance r, Ktot increases as 1/r3 at small r [37]. Photonic observables

are then related to M tot in an indirect way via an input-output relation involving

emitter degrees of freedom [30, 93, 136, 171]. In contrast, we construct here a spin

model M that directly encodes the transmission properties.

We provide a concrete analysis of two-level atoms interacting with linear-dispersion

photons, but our approach readily generalizes to other level structures and dispersion

relations [166].
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Figure 2.1: An illustration of N atoms coupled to a 1D photon channel, with Vi correspond-
ing to the amplitude of the coupling of the photons to atom i. In addition to this specific
photonic channel of interest, the atoms can also interact via additional photonic channels,
which results in an effective dipole-dipole interaction K ′.

2.2 The system

Figure 2.1 illustrates the system we consider. Photons propagate to the right

through a 1D channel and interact with N two-level atoms with energy ωeg. In

addition to the 1D channel of interest, the atoms also interact with other photonic

modes called the reservoir modes. If we are not interested in scattering into these

other modes, their effect can be captured by a dipole-dipole interaction K ′ij, which

physically describes photon emission and re-absorption via the other modes. Note

that if K describes the additional dipole-dipole interactions mediated by the 1D

channel, Ktot = K ′ + K. In many nanofiber experiments, photons are sent into

the fiber in a particular transverse mode and measured at the output in the same

transverse mode. Such systems are well described by our model, where the 1D channel

consists of a continuous spectrum of right-propagating photons in the transverse mode

of interest, while the reservoir modes include left-propagating photons and photons

in other transverse modes.

The 1D system is described by the master equation

ρ̇ = −i(Hρ− ρH†) + i

N∑
i,j=1

(K ′ij −K
′†
ij )biρb

†
j, (2.1)
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where the effective Hamiltonian H is non-Hermitian and the recycling term (the

last term) comes from the reservoir-induced interaction K ′. We treat the two-level

atoms as harmonic oscillators with creation operators b†i and introduce a hard-core

interaction U in H to prevent atoms from being excited more than once. Hence H is

given by

H = H0 + V + U, (2.2)

H0 = −
∫ +∞

−∞
dz iC†(z)∂zC(z) +

N∑
i=1

ωegb
†
ibi, (2.3)

V =

[
N∑
i=1

ViC(zi)b
†
i + h.c

]
+

N∑
i,j=1

K ′ijb
†
ibj, (2.4)

U =
N∑
i=1

ub†ib
†
ibibi, u = +∞, (2.5)

where H0 is the Hamiltonian of the right-propagating free photons with linear dis-

persion (speed of light c = 1) and N noninteracting two-level atoms. C†(z) creates

a photon in the transverse mode of interest at position z in the 1D channel, and

V is the quadratic interaction. The first term in V describes the atom-photon in-

teraction whereby atom i is excited through the absorption of a photon at location

zi. The second term describes the dissipative dipole-dipole interaction K ′ between

atoms induced by the Markovian reservoir. Its Hermitian component describes co-

herent dipolar interactions while the anti-Hermitian component describes collective

spontaneous emission. In our definition, K ′ is dissipative if −i(K ′ − K ′†) has only

non-positive eigenvalues. Since we are interested in scattering amplitudes where the

number of output photons in the 1D channel is the same as the number of input

photons, it suffices to consider the effective Hamiltonian H in place of the full master

equation [67, 122].
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2.3 Dissipative bound states

Consider the eigenstates of the effective Hamiltonian H in the single-excitation

Hilbert space, whose projected Hamiltonian is denoted as H1. Note that H1 also

describes the classical problem where coherent states of light interact with classi-

cal dipoles. Therefore, all the single-photon results can be applied to this classical

problem as well.

Every incoming free photon |k〉 uniquely labels a scattering state with energy

k; therefore, the scattering-state energy spectrum is (−∞,+∞). There may also

exist bound states in the continuum [58, 77, 162], but their existence requires fine-

tuning of parameters. When K ′ describes coherent interaction, H1 is Hermitian and

its spectrum is real; there are no generic bound states in the system. When K ′

includes dissipative interactions, H1 becomes non-Hermitian. In principle, we can

have bound states with complex eigenenergies, isolated from the real line occupied

by the scattering states.

The non-Hermitian nature of H1 implies that its left and right eigenvectors can

be different and the set of all left (or right) eigenvectors is not guaranteed to form a

complete basis. Generically the basis of eigenvectors is complete, in which case the

Hamiltonian is diagonalizable and takes the form

H1 =

∫ +∞

−∞
dk k|ψk〉〈πk|+

NB∑
α=1

Eα|ψα〉〈πα|, (2.6)

where |ψk〉 and |πk〉 are, respectively, the right and left scattering eigenvectors with

eigenenergy Ek = k and |ψα〉 and |πα〉 are, respectively, the right and left bound states

with complex eigenenergy Eα. NB is the number of bound states. The orthogonality

relations among the eigenstates are 〈πk|ψk′〉 = δ(k − k′), 〈πα|ψβ〉 = δαβ, 〈πk|ψα〉 =
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〈πα|ψk〉 = 0. From a mathematical perspective, the bound states are necessary for the

completeness of the basis: 1 =
∫ +∞
−∞ dk|ψk〉〈πk|+

∑NB
α=1 |ψα〉〈πα|. It is one of our main

goals in this chapter to understand the physical significance of these dissipative bound

states. The first main result of this chapter is that the bound state eigenenergies Eα

can be calculated from an effective spin model M . For a single excitation, M is an

N ×N matrix:

Mij = ωegδij +K ′ij +K†ij, (2.7)

where K is the dissipative dipole-dipole interaction induced by the 1D photon modes

of interest:

Kij = −iViV ∗j exp(iωeg(zi − zj))Θ(zi − zj), (2.8)

and K† is its Hermitian conjugate. In comparison, M tot
ij = ωegδij + K ′ij + Kij is

the single-excitation effective Hamiltonian matrix for the atoms after all the photon

channels are traced out of the system. One can intuitively understand K as describing

a process dissipating energy from the atoms to the 1D channel, while K† describes

an energy-absorption process. In this context, the appearance of K† in M can be

directly related to an energy conservation condition in the bound-state eigenvalue

equation, as explained later in Sec. 2.7.

Because M tot is dissipative, all its eigenvalues are either on or below the real line.

Unlike M tot, the eigenvalues of M can be anywhere with respect to the real axis;

the ones below the real axis correspond to the bound state energies. Fig. 2.2 shows

schematically the eigenvalues of M and M tot for N = 7. In this case, there are

NB = 3 bound states illustrated as yellow dots. These bound states have a hybrid
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light-matter wavefunction whereby the photonic field of the 1D mode is localized in

space (i.e., bound) near the atoms. The bound states constantly leak energy into the

reservoir modes without changing shape.

Given a bound-state energy Eα, if its algebraic and geometric multiplicity are

different as an eigenvalue of M , both M and H1 are non-diagonalizable. In this case,

Eq. (2.6) and the completeness relation of the eigenstates of H1 do not hold. However,

one can define generalized bound states using so-called “generalized eigenvectors” of

M corresponding to Eα. With these generalized bound states, the completeness

relation is restored [166].

2.3.1 Derivation of spin model M

In this subsection, we derive M and its relation to bound states. Define the right

bound state corresponding to energy Eα:

|ψα〉 =

∫ +∞

−∞
dzφα(z)C†(z)|0, g〉+

N∑
j=1

ej,αb
†
j|0, g〉, (2.9)

where φα(z) is the photon wavefunction and ej,α is the excitation amplitude for the

j-th atom. The left bound state and its normalization are discussed in Sec. 2.3.2. By

definition, H1|ψα〉 = Eα|ψα〉. We integrate the steady-state equations of motion for

photons along z and get

φα(z) =
N∑
j=1

ej,αV
∗
j GEα(z − zj), (2.10)

where the coordinate-space free-photon propagator Gω(z′) = −ηωiΘ(ηωz
′) exp(iωz′)

depends on ηω, the sign of Im[ω]. There is no inhomogeneous term in Eq. (2.10)

because the bound-state wavefunction vanishes at z = ±∞.
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To solve for ej,α, Eq. (2.10) is substituted into the steady-state equations of motion

for the atoms. We get

Eαei,α=
N∑
j=1

(ωegδij+K
′
ij+ViV

∗
j GEα(zi−zj))ej,α. (2.11)

This equation can be reduced to an eigenvector calculation of an N × N matrix if

GEα(zi−zj) is independent of Eα. Let us study when this approximation can be made.

When Im[Eα] < 0, GEα(zi − zj) = Gωeg−i0(zi − zj) exp(i(Eα − ωeg)(zi − zj)), where

i0 represents an infinitesimal imaginary number above the real line. Since Eα − ωeg

is on the order of Γ ∼ V 2
i

2
, the phase exp(i(Eα − ωeg)(zi − zj)) is negligible when the

length of the 1D atomic cloud is much smaller than c/Γ. In this case, we can let

GEα(zi − zj) = Gωeg−i0(zi − zj), which corresponds to the Markov approximation.

Similarly, when Im[Eα] > 0, GEα(zi − zj) = Gωeg+i0(zi − zj) under the Markov

approximation.

Note that Kij defined in Eq. (2.8) is equal to ViV
∗
j Gωeg+i0(zi−zj), and K†ij is equal

to ViV
∗
j Gωeg−i0(zi − zj). Gωeg+i0(z) and Gωeg−i0(z) are the retarded and advanced

Green’s functions of the free photons in the 1D channel. When Im[Eα] ≤ 0, Eq.

(2.11) becomes Eαei,α = Mijej,α, where M is defined in Eq. (2.7). A self-consistency

condition indicates that all the eigenvalues of M below the real line in the complex

plane are bound-state eigenvalues. It is easy to verify that the corresponding photon

wavefunctions φα calculated using Eq. (2.10) vanish for large z.

Does there exist a bound-state energy with a positive imaginary component? If

the answer is yes, Eα should be the eigenvalues of M tot = ωeg + K ′ + K above the

real line. However, as M tot is dissipative, all its eigenvalues are either real or below

the real line in the complex plane [See Fig. b]. Hence there is no bound-state energy

above the real line.
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(a) Eigenvalues of M (b) Eigenvalues of M tot

Figure 2.2: (Color online) Schematic of the eigenvalues of (a) M and (b) M tot for N = 7.

Γ ∼ V 2
i
2 is the scale of the single-atom decay rate to the 1D channel. The eigenvalues of

M in the lower half plane (shaded region) give valid bound states (yellow). There is no
eigenvalue of M tot above the real line.

2.3.2 Bound states and their wavefunction normalization

For the non-Hermitian single-excitation Hamiltonian H1, its left and right eigen-

vectors are different. In Sec. 2.3.1, we only discussed the right bound states. For

completeness, let us discuss the left bound state |πα〉 corresponding to bound-state

energy Eα:

|πα〉 =

∫ +∞

−∞
dzφ̄α(z)C†(z)|0, g〉+

N∑
j=1

ēj,αb
†
j|0, g〉, (2.12)

where φ̄α is the photon wavefunction and ēj,α is the excitation amplitude for atom j.

|πα〉 is also the right eigenvector of the Hermitian conjugate of H1 with eigenenergy

E∗α:

H†1|πα〉 = E∗α|πα〉. (2.13)

The left bound states can be calculated in a similar method as the right bound states

discussed in Sec. 2.3.1. Integrating the steady-state equation of motion along the real
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axis, we get

φ̄α(z) =
N∑
j=1

ēj,αV
∗
j GE∗α(z − zj). (2.14)

From Eq. (2.14) and Eq. (2.10), we can see that the bound-state photon wavefunction

is localized around each atom with a width given by 1/Im[Eα]. Substituting Eq. (2.14)

into the steady-state equations of motion for the atomic excitation ēj,α, we get

M †
ij ēj,α = E∗αēi,α. (2.15)

This set of eigenvalue equations determines the atomic amplitude ēi,α up to a

normalization constant. We want to choose the normalization of ēi,α and ei,α such

that the orthogonality 〈πα|ψβ〉 = δαβ is ensured. Let us take a look at the overlap

between the left and right bound states:

〈πα|ψβ〉 =
N∑
j=1

ē∗j,αej,β +

∫ +∞

−∞
dzφ̄∗α(z)φβ(z). (2.16)

In this equation, the overlap between the photon wavefunctions is

∫ +∞

−∞
dzφ̄∗β(z)φα(z) ∼

N∑
i,j=1

VjV
∗
i (zi − zj) exp(iEβzj − iEαzi) ∼ |V |2L, (2.17)

where L is the length of the 1D atomic cloud and V is the scale of the interaction

strength. Under the Markov approximation, |V |2L � 1, the overlap between the

photon wavefunctions is negligible. Therefore, if we choose ei,α (ēi,α) to be the com-

ponents of the normalized right (left) eigenvectors of M , the orthogonality relation

〈πα|ψβ〉 ≈
∑N

j=1 ē
∗
j,αej,β = δαβ is ensured.
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2.3.3 Single-atom example

In this subsection, we illustrate the dissipative bound states using the well-studied

example of a single atom (N = 1) at z1 = 0. We set V1 = V , decay rates K ′ = −iΓ′

and K = −iV 2
1 /2 ≡ −iΓ [127, 134]. Physically, Γ and Γ′ correspond to the atomic

decay rate into the 1D channel and reservoir modes, respectively.

Using Eqs. (2.10) and (2.14), we can compute the normalized right and left bound

states |ψB〉 and |πB〉. The atomic excitation e1,B = ē1,B = 1, and the photon wave-

functions are

φB(z) = −iV ∗ exp(iωegz + (Γ′ − Γ)z)Θ(−z), (2.18)

φ̄B(z) = iV ∗ exp(iωegz − (Γ′ − Γ)z)Θ(z). (2.19)

The wavefunctions decay exponentially in space with width 1/(Γ′ − Γ). When the

atom is decoupled from the 1D channel, V = 0, then φB(z) = φ̄B(z) = 0. In this

case, the bound state is simply the single atom in its excited state with eigenenergy

EB = weg − iΓ′.

When Γ′ > Γ, a bound state exists with eigenenergy EB = ωeg − iΓ′ + iΓ. When

Γ′ < Γ, no bound state exists. Thus, we see that the decay to the reservoir is the key

to the existence of the bound states. At Γ′ = Γ, the system is at the critical regime

where a new dissipative bound state is on the verge of appearance. At this choice of

paramter, the photon wavefunction of the right bound state φB(z) has an extended

wavefunction to the right side of the atom, which looks like a scattering state with

zero transmission. This behavior is an example of a general principle in dissipative

scattering systems: when a dissipative bound state is on the verge of appearance from

the continuum at energy Er, the transmission coefficient of the photon at energy Er
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goes to 0. In the next section, we introduce the transmission coefficient and explain

this principal in more detail.

2.4 Transmission coefficient

In this section, we focus on the transmission coefficient tk of a single photon and

provide an important formulae relating it to the spin matrices M and M tot. This

formula plays a central role in understanding the relationship between the dissipa-

tive bound states and the scattering of photons. In particular, it shows that the

appearance of bound states corresponds to zero transmission in the system.

2.4.1 Overview of results

In a dissipative scattering system, the transmission coefficient is defined through

the asymptotic behavior of the right scattering eigenstate. The right scattering eigen-

state with energy k can be written as

|ψk〉 =

∫ +∞

−∞
dzφk(z)C†(z)|0, g〉+

N∑
j=1

ej,kb
†
j|0, g〉, (2.20)

where φk(z) is the photon wavefunction and ej,k is the excitation amplitude for the

j-th atom. |0, g〉 is the ground state with zero excited atoms or photons. Outside the

region of atoms, φk(z) is a plane wave satisfying limz→±∞ φk(z) = a±k exp(ikz). The

transmission coefficient tk(z) = a+
k /a

−
k is an easily accessible experimental observable.

The purpose of this section is to introduce the following formulae that we discover:

tk =
det(k1−M)

det(k1−M tot)
=

N∏
α=1

k − eα
k − ẽα

, (2.21)
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where 1 is an N × N identity matrix, and eα and ẽα are the eigenvalues of M and

M tot, respectively. In the literature, the transmission through the 1D channel is

usually derived from M tot via an input-output relation [30, 93, 136, 171]. Here,

however, we give a concise formula where a different spin model M directly encodes

this useful information about photon transport. Before proving Eq. (2.21) in the

following subsection, we explain the implications of Eq. (2.21).

The second equality in Eq. (2.21) is applicable when both M and M tot are diag-

onalizable. It shows that if a real eigenvalue eα of M is not an eigenvalue of M tot,

then the transmission coefficient tk=eα = 0. The corresponding eigenstate is not a

bound state—it is a scattering state with zero transmission. When eα crosses the real

line in the complex plane during the continuous tuning of parameters, a bound state

appears or disappears. If a real eigenvalue eα of M is also an eigenvalue of M tot,

it corresponds to a bound state in the continuum [166]. In this case, tk=eα is not

necessarily 0.

In Sec. 2.3.3, we discussed the case of a 1D photon channel coupled to a single atom

located at z1 = 0. The transmission coefficient in this model is tk = k−(ωeg−iΓ′+iΓ)

k−(ωeg−iΓ′−iΓ)
.

At Γ′ = Γ, a bound state is on the verge of appearance and tk=ωeg is equal to 0.

2.4.2 The proof

In this subsection we prove Eq. (2.21) and show that it is valid beyond the Markov

approximation. The exact relation we want to prove is

tk =
det(k1−M(k))

det(k1−M tot(k))
, (2.22)

where M(k) = ωeg1 +K†(k) +K ′ and M tot(k) = ωeg1 +K(k) +K ′. Here, Kij(k) =

−iViV ∗j exp(ik(zi − zj)) is the frequency-dependent interaction between atoms i and
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j induced by the 1D photon channel without making the Markov approximation.

To calculate tk, we solve for the right scattering-state wavefunction corresponding

to energy k. Integrating the steady-state equation of motion at energy k and choosing

the boundary condition limz→−∞ φk(z) = exp(ikz), we get

φk(z) = −i
N∑
j=1

ej,kV
∗
j exp(ik(z − zj)) + exp(ikz), (2.23)

where ej,k is the atomic excitation defined in Eq. (2.20). This gives the transmission

coefficient

tk = 1− i
N∑
j=1

ej,kV
∗
j exp(−ikzj). (2.24)

Substituting Eq. (2.23) into the steady-state equation of motion for the atoms, we

obtain a set of linear equations for ej,k:

(kδij −M tot
ij (k))ej,k = Vi exp(ikzi). (2.25)

To prove Eq. (2.22), we collect the atomic-excitation amplitudes and the interac-

tion amplitudes by defining two N -dimensional vectors:

|ek〉 ≡ (e1,k, . . . , eN,k)
T , (2.26)

|vk〉 ≡ (V1 exp(ikz1), . . . , VN exp(ikzN))T . (2.27)

Now, Eq. (2.25) can be rewritten as

|ek〉 = (k1−M tot(k))−1|vk〉. (2.28)
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And Eq. (2.24) can be rewritten as

tk = 1− i〈vk|(k1−M tot(k))−1|vk〉 (2.29)

= 1− iTr[|vk〉〈vk|(k1−M tot(k))−1]. (2.30)

Using the property K(k)−K†(k) = −i|vk〉〈vk|, we get M(k) = M tot(k)+i|vk〉〈vk|,

and Eq. (2.22) can be rewritten as

tk =
det(k1−M tot(k)− i|vk〉〈vk|)

det(k1−M tot(k))
. (2.31)

Our goal is to prove that Eq. (2.30) is equivalent to Eq. (2.31). For simplicity of

notation, let us define X = k −M tot(k) and |v〉 = |vk〉. The equality we want to

prove is reduced to

det(X − i|v〉〈v|)
det(X)

= 1− iTr(|v〉〈v|X−1). (2.32)

Since determinant and trace are basis-independent, we can choose an orthonormal

basis such that |v〉 is parallel to one of its basis vectors. Without loss of generality,

we can choose |v〉 = |v| · (1, 0, . . . , 0)T , where |v| is a normalization factor. With this

choice of basis, there is only one non-zero matrix element in the matrix −i|v〉〈v|:

−i|v〉〈v| = −i|v|2


1 0 . . . 0

0 0 . . . 0

...

 . (2.33)

The simple structure of Eq. (2.33) simplifies the calculation of both sides of Eq. (2.32).
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The right-hand side of Eq. (2.32) is

1− iTr[|v〉〈v|X−1] = 1− i|v|2(X−1)11, (2.34)

where (X−1)11 is the (1, 1) matrix element of X−1. The left-hand side of Eq. (2.32) is

Det(X − i|v〉〈v|)
Det(X)

=
Det(X)− i|v|2L11

Det(X)
, (2.35)

where L11 = Det(X
�1,�1

), and X
�1,�1

is the minor matrix of X obtained by eliminating

the 1st row and 1st column of X. Using the property of the inverse

(X−1)11 =
L11

Det(X)
, (2.36)

we can see that the right-hand side of Eqs. (2.35) and (2.34) are equal, which con-

cludes the proof.

2.5 Second-order photon-photon correlation function for a weak co-

herent pulse

Zeros in the transmission coefficient tk also lead to divergent bunching in the

second-order photon-photon correlation function, which is an important signature of

strongly-correlated light measured in the experiment. As we will demonstrate soon,

for infinitesimally weak coherent-state inputs,

g(2)(τ) =
|ψ(2)(r = τ)|2

|tk|4
, (2.37)
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where ψ(2)(r) is the two-photon steady state at the output and r is the relative

coordinate of the two photons. The two-photon delay τ is equal to r in units where the

speed of light c = 1. When tk = 0, ψ(2)(r) is nonzero due to two-photon interactions

mediated by the hard-core atomic interaction U . Therefore, g(2)(τ) =∞ at all τ .

In the following, we provide more details of the above argument by defining g(2)(τ)

and deriving Eq. (2.37). Consider a long weak coherent pulse of uniform amplitude.

Let us define the creation operator E† which generates a single photon with duration

T and center z0 at the initial time t = 0:

E† =
1√
cT

∫ +∞

−∞
dzl(z) exp(ikz)C†(z), (2.38)

l(z) = Θ(z − z0 + cT/2)Θ(−z + z0 + cT/2). (2.39)

E† and its Hermitian conjugate E satisfy the commutation relation [E , E†] = 1. The

coherent-state pulse with average photon number |α|2 is defined as

|α〉 = exp(−|α|2/2)

(
∞∑
n=0

αn√
n!
E†n|0〉

)
, (2.40)

where |0〉 is the vacuum state and exp(−|α|2/2) is the normalization factor. |α〉 is

prepared at time t = 0, sent through the atomic cloud, and measured at time tf after

the pulse has completely exited the cloud. Because of the dissipation induced by the

reservoir photon modes, the output pulse at tf is described by a density matrix ρ.

The second-order photon-photon correlation function is defined as

g(2)(r1, r2) =
〈C†(r1)C†(r2)C(r1)C(r2)〉
〈C†(r1)C(r1)〉〈C†(r2)C(r2)〉

, (2.41)

where the coordinates r1 and r2 of the measurements are chosen within the length of
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the output pulse away from the edges, and the averages are taken with respect to the

density matrix ρ.

Γ ∼ V 2
i /2 is the energy scale of the atom-photon interaction and R = |α|2/T is

the rate of the incoming photons. When R/Γ � 1, the probability of having two

photons simultaneously interacting with the atoms is much smaller than 1. In the

Supplemental Material of Ref. [98], it is shown that, when R/Γ � 1, the density of

photons 〈C†(r)C(r)〉 and the two-point correlation function 〈C†(r1)C†(r2)C(r1)C(r2)〉

evaluated with respect to the output state ρ depend only on the single-photon and

two-photon scattering processes, respectively. Specifically, in the limit R/Γ→ 0,

〈C†(r)C(r)〉 = R|tk|2, (2.42)

〈C†(r1)C†(r2)C(r1)C(r2)〉 = R2|ψ(2)(r1, r2)|, (2.43)

where tk is the single-photon transmission coefficient. ψ(2)(r1, r2) is the coordinate-

space wavefunction of |ψ(2)〉, which is the two-photon output state corresponding to

the input state |k, k〉 of two free photons with frequency k. |ψ(2)〉 = S|k, k〉 where

S is the two-photon S-matrix. Here, we have assumed that the bandwidth of the

pulse satisfies 1/T � Γ, so the scattering amplitudes of the different number-state

manifolds of the pulse are very close to those of the plane waves.

We define the center of mass coordinate R = (r1+r2)/2 and the relative coordinate

r = r1 − r2. Due to the exchange symmetry of photons, ψ(2)(r, R) = ψ(2)(−r, R).

Except for the edges of the two-photon wavefunction, the output satisfies ψ(2)(r, R) =

exp(2ikR)ψ(2)(r). Therefore, g(2)(r, R) is independent of the center of mass coordinate

R and g(2)(r) = g(2)(−r). For speed of light c = 1, the two-photon delay τ is equal to

r. In the limit R/Γ→ 0, Eq. (2.41) becomes Eq. (2.37), which is what we are trying
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to derive.

2.5.1 Single atom example

To illustrate that g(2)(τ) diverges at the emergence of a dissipative bound state,

we calculate g(2)(τ) at the output when a pulse of weak coherent state is scattered

by a single atom. To calculate ψ(2)(r) in Eq. (2.37), we refer to Refs. [127, 136] for

the expression of the symmetrized two-photon S-matrix when the energies of the two

incoming photons are k1, k2 and the energies of the output photons are k′1, k
′
2. In the

center of mass frame, E = k1 + k2, q = (k1 − k2)/2, E ′ = k′1 + k′2, q′ = (k′1 − k′2)/2.

S(E ′, q′, E, q) ≡ 〈k′1, k′2|S|k1, k2〉 is given by

S(E ′, q′, E, q) = tE/2+qtE/2−q(δ(q − q′) + δ(q + q′))δ(E − E ′)− 4πiT (E ′, q′, E, q)δ(E − E ′),

(2.44)

where the T-matrix element T (E ′, q′, E, q) is given by

T (E ′, q′, E, q) = −16Γ2

π2

E − 2weg + 2iΓtot

[4q2 − (E − 2weg + 2iΓtot)2][4q′2 − (E − 2weg + 2iΓtot)2]
.

(2.45)

Γ = V 2/2 is the decay rate of the atom to the 1D channel and Γtot = Γ′+Γ is the total

decay rate of the atom. The first term of S(E ′, q′, E, q) is equal to the amplitude of

two photons scattering off the atom independently. The second term is the amplitude

of scattering processes involving the non-linearity of the atom. ψ(2)(r, R) can be

computed from a Fourier transform of S(E ′, q′, E, q = 0) with respect to E ′, q′. For

a weak coherent-state pulse resonant with the two-level atom, the two input photons
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Figure 2.3: (Color online) log(g(2)(τ)) as a function of the ratio Γ/Γtot and τ = r. At
Γ/Γtot = 0.5, tk=weg = 0 and g(2)(τ) diverges for all τ .

have the same energy k1 = k2 = weg, so ψ(2)(r, R) is given by

ψ(2)(r, R) =
1√
2π

∫ +∞

−∞
dq′dE ′ exp(iq′r + iE ′R)S(E ′, q′, E = 2weg, q = 0)

=

[
(Γ′ − Γ)2

π(Γtot)2
cos(qr)− 4Γ2

π(Γtot)2

(
exp(Γtotr)Θ(−r) + exp(−Γtotr)Θ(r)

)]
exp(2iwegR).

(2.46)

The transmission coefficient on resonance is tk=weg = Γ′−Γ
Γtot . Using Eq. (2.37) and

Eq. (2.46), we plot g(2)(τ) for N = 1 as a function of Γ/Γtot. When Γ
Γtot = 0.5, the

single-photon transmission tk=weg = 0 and g(2)(τ) diverges.

2.6 Levinson’s theorem

Since the bound states are orthogonal to the scattering states, they cannot be

excited by sending photons into the 1D channel, which raises the the question: How

can one probe these bound states in a scattering experiment? We recall Levinson’s

theorem for the Schrödinger equation, which relates the number of bound states and
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the difference of scattering phase shifts at zero and infinite energy [46, 168, 169]. If a

similar relation exists in our interacting atom-photon system, then we can measureNB

directly in experiments through a phase measurement of tk (e.g. by an interferometric

technique). We can explore this numerically by plotting tk as a function of k ∈

(−∞,+∞) in the complex plane. Fig. a shows the trajectory of tk for the case of

N = 1 with various parameters Γ
Γtot = 1, 0.5, 0.2, where Γtot = Γ+Γ′. The trajectories

go in the counter-clockwise direction when k increases. The figure implies that tk

encloses the origin when there is no bound state ( Γ
Γtot >

1
2
) and does not enclose the

origin when the bound state exists ( Γ
Γtot <

1
2
). At the threshold ratio Γ

Γtot = 0.5, the

trajectory passes through 0 at k = EB = ωeg. The single-atom case shows that the

winding number of tk around the origin is related to NB. Using Eq. (2.21) and the

definition of the winding number, we find

1

2πi

∫ +∞

−∞
dk t−1

k

dtk
dk

= N −NB, (2.47)

where NB includes the number of bound states inside the continuum.

To further illustrate the significance of Eq. (2.47), we consider a two-atom sys-

tem with interaction strength V1 = V2, distance r1 − r2 = 2π
ωeg

, and Γ = V 2

2
. The

dipole-dipole interaction induced by the 1D channel is K = Γ

−i −2i

0 −i

 . We

consider the scenario when both atoms decay to the reservoir with rate −iΓ′ and

interact coherently with strength −Γ′. In this case, K ′ = Γ′

−i −1

−1 −i

1. The to-

tal decay rate of each atom is Γtot = Γ + Γ′. Fig. b shows the trajectory of tk for

1The matrix K for any N -atom system satisfies the property that K −K† = −i|v〉〈v| is propor-
tional to a projector in the N -dimensional space. In principle, K ′ can be any N × N dissipative
matrix
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Figure 2.4: (Color online) Im[tk] vs. Re[tk] as k varies from −∞ to +∞ for (a) N = 1 and
(b) N = 2. The trajectories start from (1, 0), go in the counter-clockwise direction, and end
at (1, 0). The origins are marked as stars in the center of the figures. The number of times
the trajectories enclose (0, 0) is equal to N − NB, where NB is the number of dissipative
bound states.

Γ/Γtot = 0.2, 0.65, 0.75. All three trajectories are asymmetric about the real axis 2.

The corresponding number of bound states NB = 2, 1, 0 decreases with decreasing

dissipation. The corresponding winding number of tk increases from 0 to 2.

In many experiments, achieving Γ/Γtot above a few percent is difficult. Therefore,

it is hard to achieve NB 6= N in the N = 1, 2 examples discussed above. However, we

show in Ref. [166] that when N is large, NB < N can be achieved for realistic values

of 1D decay rate Γ.

2.7 Energy exchange processes associated with the spin models

The purpose of this section is to illustrate the energy exchange processes associated

with the eigenvectors of M tot, M , and the scattering states. To be specific, we want

2The trajectory of tk is symmetric about the real axis when the eigenvalues of M and M tot are
symmetric about the same vertical line Re[E] = E∗ in the complex plane (Re[E],Im[E]) for some
real number E∗
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Figure 2.5: The energy flow digrams associated with (a) the eigenvectors of M tot, (b) the
single-photon bound states and (c) the scattering states. M tot = weg1 + K + K ′ and
M = weg1 +K† +K ′.

to compare the following three equations:

M tot|ẽα〉 = ẽα|ẽα〉, (2.48)

M |eα〉 = eα|eα〉, (2.49)

(k1−M tot)|ek〉 = |vk〉. (2.50)

Eqs. (2.48) and (2.49) are the eigenequations of M tot and M with respective eigen-

vectors |ẽα〉 = (ẽ1,α, . . . , ẽN,α)T and |eα〉 = (e1,α, . . . , eN,α)T . Eq. (2.50) is equivalent

to Eq. (2.28), which is the linear equation for the calculation of atomic amplitudes

for the scattering states. The vectors that represent the atomic amplitudes |ek〉 and

the drive |vk〉 were defined in Eqs. (2.26) and (2.27).

Since M tot is the single-excitation effective Hamiltonian matrix when all photons

are traced out of the system, its eigenvector |ẽα〉 corresponds to a state |ψ̃α〉 =∑N
i=1 ẽi,αb

†
i |0, g〉 that decays to all photon channels during time evolution without

changing shape. Fig. a illustrates the direction of the energy flow from the atoms

during the time evolution of |ψ̃α〉, where the atoms dissipate energy to the 1D and
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reservoir modes through dissipative interactions K and K ′, respectively. The total

energy loss rate of the atoms is given by Im[ẽα].

The eigenvectors |eα〉 of M correspond to single-photon bound states |ψα〉 when

Im(eα) < 0. These photon-atom hybrid states dissipate energy to the reservoir modes

without changing shape. Fig. b illustrates the direction of energy flow between the

atoms and photon channels during the time evolution of |ψα〉. The atoms absorb en-

ergy from the 1D channel through interaction K† and dissipate energy to the reservoir

modes through K ′. The net rate of energy change for the atoms is Im[eα] < 0.

For a scattering state |ψk〉 with atomic amplitudes given by the vector elements

of |ek〉, the direction of energy exchange is illustrated in Fig. c. The atoms absorb

energy through the drive (represented by vector |vk〉) and dissipate energy to all

photon channels through dissipative interaction K+K ′. The magnitude of the atomic

amplitudes is constant during time evolution, as the energy absorption rate from the

drive is equal to the energy-dissipation rate to the photon channels.

2.8 Outlook

Many of our findings can be generalized to non-Markovian or multi-channel sys-

tems, other level structures, and dispersion relations [166]. Re-examining similar

bound states in various dissipative systems may open the door to new insights into

well-studied systems. Finally, with the high degree of control available in atomic,

molecular, and optical systems, the first experimental study of Levinson’s theorem is

likely not far away.
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Chapter 3: Resonant enhancement of three-body loss between strongly

interacting photons

Work in this chapter was published in Ref. [90].

3.1 Introduction

Systems exhibiting strong interactions between single photons are an exciting

frontier of quantum optics [36]. They are practically relevant for quantum networks

[91] and can give rise to new exotic states of matter [34, 108, 120]. Obtaining better

control and understanding of these systems in the quantum few-body limit is central

to realizing this potential in near-term experiments. An important step in this direc-

tion is the mastery of the three-body problem. Although in general not analytically

solvable, the three-body problem has emergent universal properties, such as the exis-

tence of Efimov bound states [48]. Moreover, three-body forces can greatly influence

the properties of quantum many-body systems as in the case of nuclear systems [27],

neutron stars [146], and fractional quantum Hall states [113].

By coupling photons to Rydberg atoms using electromagnetically induced trans-

parency (EIT) [56], strong and tunable pairwise interactions between photons are

achievable [31, 38, 47, 54, 65, 66, 86, 97, 99, 111, 123, 133, 143, 145, 147, 154–157].

Recently, it has been demonstrated that three-body forces between Rydberg polari-

tons can be very strong as well [22, 72, 73, 83, 99], which distinguishes them from
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weaker three-body forces engineered with ultracold atoms [59] and molecules [28, 40,

88, 112]. However, those previous studies considered dispersive three-body interac-

tions, whereas dissipative interactions have only begun to be explored [79]. Dissi-

pative forces are of interest as they often lead to exotic nonequilibrium dynamics in

driven-dissipative systems [21, 67, 123, 159, 175], while also finding applications in

engineering topological phases of matter such as the Pfaffian state [129].

In this chapter, we study the influence of dissipative three-body interactions on

the physics of Rydberg cavity polaritons. Pure three-body scattering processes in

Rydberg-EIT systems are strong and often comparable to two-body effects [73, 79,

83, 99, 147]. There is also evidence that effective three-body interactions are enhanced

in this system [73, 83, 99] due to Rydberg blockade effects [104]. Here, by studying

a simplified cavity model that can be treated with a rigorous renormalization group

technique, we clearly establish the existence of a universal regime where both disper-

sive and dissipative three-body forces can be enhanced in a tunable fashion. This

enhancement appears due to a near-resonant process when the incoming state can

conserve energy and momentum by scattering to a large manifold of intermediate

lossy states. Due to the role played by an intermediate resonant channel, this effect

has similarities to Feshbach resonances [96]. The interaction can be tuned using the

strength and the frequency of the classical control fields. We show how these effects

can be probed in current experiments by studying the cavity transmission.

Because of the multi-component nature of the Rydberg polaritons, the theoretical

description of the three-body problem is nuanced and complex. To make our analysis

analytically tractable, we concentrate on a single-mode cavity, with the extensions

to multi-mode cavities presented in our upcoming work [89]. Specifically, based on

the microscopic model of photons in a cavity [60, 69, 101, 121, 142, 145] interacting

with Rydberg atoms under EIT conditions, we derive analytical formulae for the
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Figure 3.1: (a) Gas of neutral atoms is suspended in an optical cavity. Each atom is a
three-level system with the ground state |g〉, intermediate lossy state |p〉 with half-width γ,
and a high-lying Rydberg state |s〉, which experiences strong interactions. Classical control
field with Rabi frequency Ω and detuning δ couples states |p〉 and |s〉. Quantum photon
field with collective coupling g drives the |g〉− |p〉 transition and is tuned to the two-photon
resonance. (b) Energy of the upper (blue) and lower (green) branches of spin waves as a
function of the single-photon detuning. At δ = Ω/

√
2 scattering of three DSPs (black) into

spin waves (dotted purple) is on resonance.

interaction-induced shifts in energies and decay rates of three dark-state polaritons

(DSPs). We show how to gain additional insights into the system by introducing an

effective Hamiltonian describing dark state polaritons alone–this approach may be

useful in deriving effective descriptions of the free-space system. We solve the three-

body problem using a simplified version of the Faddeev equations. Even in these

simplified cavity models, it is only with the considerable simplifications afforded by

the Faddeev equation formalism that we have been able to rigorously solve for the

three-body force in the relevant parameter regimes. The methods introduced here

allow one to extend the analysis of Ref. [83] to compute energy shifts for arbitrary

multi-mode cavities and improve the accuracy of the extracted three-body force. They

may also aid in developing a more systematic and rigorous renormalization group

approach for the free-space problem [73].
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3.2 System

The medium we consider consists of three-level atoms with ground-state |g〉, and

an intermediate state |p〉 coupled to Rydberg state |s〉 by a coherent laser, with Rabi

frequency Ω, and a complex detuning ∆ = δ− iγ [see Fig. 3.1(a)], which captures the

|p〉-state’s decay rate 2γ. The atomic cloud is suspended in a single-mode running-

wave cavity. The quantum photon field, with collective coupling g, is tuned to the

EIT resonance with the noninteracting Hamiltonian

H0 =

∫
dz ~ψ†(z)


0 g 0

g ∆ Ω

0 Ω 0

 ~ψ(z), (3.1)

where ~ψ†(z) = [u∗0(z)a†, P †(z), S†(z)] is a vector of bosonic creation operators for the

cavity field a with mode function u0(z) and atomic states |p〉 , |s〉 at position z. We

set ~ = 1 throughout. H0 couples the cavity field to one |p〉 mode and one |s〉 mode,

both with the same mode function u0(z). Diagonalizing the resulting 3-by-3 matrix

leads to three eigenmodes. The zero-energy mode is the DSP, which has no overlap

with the lossy intermediate state. The two “bright-state” polariton modes are en-

ergetically separated and do not influence the DSP behavior in the experimentally

relevant limit of strong coupling (g →∞) considered here. The remaining eigenstates

of H0 (spin waves) correspond to the excitations of the atomic cloud, have no pho-

tonic component, and couple to the polaritons only via atom-atom interactions. In

the presence of Rydberg interactions Hint = 1
2

∫
dzdz′S†(z)S†(z′)V (z − z′)S(z′)S(z),
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polaritons experience an effective two-body potential [17, 20, 68]

U2(ω; r) =
V (r)

1− χ(ω)V (r)
, (3.2)

where χ(ω) is a function of ∆,Ω, and the total energy ω of the incoming polaritons.

The bare interaction V (r) = C6/r
6 is the van der Waals potential between two atoms

separated by distance r. The effective potential in Eq. (3.2) saturates to a constant

value at short distances and decays as 1/r6 for large separations. Intuitively, at large

distances, the van der Waals interaction is directly transferred onto the polaritons,

while at distances shorter than the blockade radius rb = |χ(0)C6|1/6, the interac-

tion shifts the two Rydberg states out of resonance (the so-called Rydberg blockade

mechanism) leading to the renormalization of the effective interaction potential.

To gain insight into few-body interactions, we consider a cavity as our setup, since

its treatment requires only a finite number of photonic modes. When the photonic

modes are near-degenerate (or there is only one relevant photonic mode), there is

a natural separation of scale that appears between low-energy polaritons and high-

energy atomic excitations (spin waves). We can take advantage of this energy sepa-

ration to obtain an effective theory for the polaritons–renormalized by the influence

of high-energy spin waves. In contrast, in free space, there is a continuum of energies

connecting these two regimes, which makes a similar procedure more difficult.

For simplicity, we consider an effectively one-dimensional running-wave cavity with

a single, fixed-momentum photonic mode on EIT resonance and a uniform density

of atoms filling the entire cavity mode. We present the generalization of our results

to nonuniform setups, e.g., as in Fig. 3.1(a), in our upcoming work [89]. We focus

on this model because we have found that it captures generic physical features of

multi-mode systems, while simplifying certain technical aspects of the calculations.
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Independent of the geometry, in such cavity models, the interactions between

polaritons most simply appear as shifts in the energies and decay rates of the polariton

modes. To calculate these shifts, we use a master equation description of the problem

in the weak-driving regime, such that the anti-Hermitian part of the non-Hermitian

Hamiltonian is sufficient to account for losses in the system [33]. Complex energy

shifts for the two- and three-body problems coincide with the value of poles in the

corresponding two- and three-body T -matrix describing correlation functions in this

system.

3.2.1 Running-wave cavity Hamiltonian

In this subsection, we introduce more details of the microscopic model used in this

chapter.

We consider a running-wave optical cavity in one dimension, supporting a single

photonic mode. Moreover, we assume a constant density of the atomic cloud, so

that the system is translationally invariant. The cavity mode with the profile u0(z) is

created by the operator a†. While there is only one photonic mode present, the atomic

medium can support a broad range of excitations, which are captured by introducing

additional mode functions uq 6=0(z). Together, {u0, uq 6=0} form an orthonormal basis

and can be used to express various field operators

E†(z) = u∗0(z)a†, P †q =

∫
dz uq(z)P †(z), S†q =

∫
dz uq(z)eikczS†(z), (3.3)

where E†(z) creates the cavity photon at position z, while P †(z) and S†(z) create an

excitation of the medium at position z to the atomic state |p〉 ans |s〉, respectively.

Thanks to the translational symmetry, we can identify index q with momentum and

write the explicit form of these mode functions: uq(z) = 1√
L
eiqz. This way, the
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momentum q = 0 corresponds to the cavity photon in the rotating frame. The

Hamiltonian for such a system is

Hcav =


a

P0

S0


†

δr g 0

g ∆ Ω

0 Ω −iγs



a

P0

S0


︸ ︷︷ ︸

Photon mode

+
∑
q 6=0

Pq
Sq


†∆ Ω

Ω −iγs


Pq
Sq


︸ ︷︷ ︸

Spin waves

+Hint,

(3.4)

where ∆ = δ − iγ is the complex detuning of the classical field with Rabi frequency

Ω, 2γs is the decay rate of the Rydberg state, and δr is the (two-photon) detuning

from the EIT resonance. Note the difference in form from Eq. (3.1) is that we write

Eq. (3.4) in a momentum basis, whereas Eq. (3.1) is in a real-space basis. The real-

space representation is convenient for presentation because it naturally generalizes to

other cavity geometries. The interaction Hamiltonian Hint is

Hint =
1

2

∫
dzdz′S†(z)S†(z′)V (z − z′)S(z′)S(z′)

=
1

2

∑
q1,q2

S†q1S
†
−q1Sq2S−q2

∫
dr

L
V (r)ei(q1−q2)r, (3.5)

where second equality holds for vanishing total momentum K = 0, which is the case

we consider here (as we will explain in Sec. 3.4.2, only the K = 0 solution to the

two-body problem will be necessary for our solution to the three-body problem). We

assume ∆ = δ to be real throughout all derivations. Then, we analytically continue

the result to the complex case ∆ = δ − iγ. Throughout all derivations, we also

consider the situation where the photon field is on the EIT resonance (δr = 0) and

the Rydberg state decay rate is negligible (γs = 0).

Spectral decomposition of the spin-wave part of the Hamiltonian (3.4) gives en-
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ergies ε± of the upper/lower spin wave and their respective overlaps α± with the |s〉

state:

ε± =
1

2

(
∆±

√
∆2 + 4 Ω2

)
, α± =

1

2

(
1± ∆√

∆2 + 4 Ω2

)
. (3.6)

In the coordinate space, the single-particle propagator (ĝs) is

gs(ω;x, x′) =
∑
µ=±

αµ
ω − εµ + i0+︸ ︷︷ ︸

η(ω)

∑
q 6=0

eiq(x−x
′) +

1

ω + i0+
, (3.7)

where the first term corresponds to the spin-wave excitation and the second to the

dark-state polariton. In the large-coupling limit g � Ω, |∆|, only the dark branch

of polaritons contributes because the energy of bright polaritons is proportional to

g →∞, so their effect can be neglected – see Ref. [17] for a more detailed discussion.

The energy-dependent factor η(ω) can be evaluated to

η(ω) =
ω −∆

ω2 − (Ω2 + ∆ω)
, (3.8)

and one needs to use the full expression with i0+ included if integration occurs.

In the previous work of Refs. [73, 83], the authors considered the limit Ω � ∆,

where only one spin-wave branch contributes. However, in our regime of interest

Ω ∼ ∆ and we must solve the more general problem that includes all branches. In

addition, both Ref. [83] and Ref. [73] made (different) simplifying approximations

which led to slight quantitative differences between all three solutions for the effec-

tive three-body force: Ref. [83], Ref. [73], and the present work. The current approach

is more systematic and can be rigorously derived as an asymptotic perturbative ex-

pansion of the solutions to the three-body Schrödinger equation. We present further
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extensions of these results to general multi-mode cavities in our upcoming work [89].

Generalizing these cavity solutions to the free-space problem remains an outstanding

challenge. An alternative technique, that has been successfully applied in free-space,

is to define effective three-body parameters through nonperturbative matching tech-

niques [99]. In this alternative approach, these parameters are tuned in an effective

field theory to reproduce low-energy observables (e.g., the dimer-polariton scattering

length) obtained from the solution to the microscopic model.

3.2.2 Qualitative picture

Before moving to the main derivations of this chapter, we briefly discuss the

physical origin of the enhanced three-body dissipation in our system, which is the

main result of this work. This phenomenon has an intuitive explanation: three dark-

state polaritons propagating at EIT resonance have zero energy. At the same time,

upper and lower branches of spin waves have energies ε± = 1
2
(∆ ±

√
∆2 + 4Ω2).

Strong losses occur at δ = Ω/
√

2 because, at this point, 2ε− + ε+ = 0, which means

that three-body scattering into lossy atomic excitations is on energetic resonance [see

Fig.3.1(b)].

3.3 Two-body problem

First, we turn to the two-body problem. Consider an incoming state of two polari-

tons (labeled 1 and 2) initially located at positions ~x = (x1, x2) and later measured

at positions ~x′ after interactions take place. The amplitude for this process can be

described within the framework of scattering theory. The multi-component nature of

the polariton problem means that the full (bold) two-body T -matrix T̂2(ω) is a 3× 3

operator-valued matrix. However, only the Rydberg (|s〉) component experiences in-
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teractions. Therefore, we can restrict our considerations to the ss-component T̂2(ω)

of the full two-body T -matrix T̂2(ω) [17–19]. T̂2(ω) is governed by the Lippmann-

Schwinger equation, see Fig. 3.2(a). In these cavity problems, one can equivalently

study the integrated T -matrix T2(ω) ≡
∫
d~xd~x′ T2(ω; ~x, ~x′), where T2(ω; ~x, ~x′) is the

matrix element of T̂2 in coordinate space.

To gain insight into the influence of the additional spin-wave branch, we begin by

studying the two-body problem. Description of the two-body processes is contained

in the off-shell two-body T-matrix T2(ω). In the following, we derive that

T2(ω) =
ω U2(ω)

ω − U2(ω)[1− ω χ(ω)]
, (3.9)

where U2 ≡
∫

dr
L
U2(ω; r) and L is the mode volume of the DSP. The two-body energy

shift is given by the poles of T2(ω).

The derivation of Eq. (3.9) starts here. An equation for T2(ω) can be writ-

ten explicitly using a supporting definition T2(ω) =
∫

dr
L
T2(ω; r), where T2(ω; r) =∫

d~x′

L2
dR
L
T2(ω; ~x, ~x′), ~x = (x1, x2), ~x′ = (x′1, x

′
2), r = x1 − x2 is the relative coordinate,

and R = (x1 + x2)/2 is the center of mass coordinate. T2(ω; r) is given by

T2(ω; r) = V (r) +

∫
dr′

L
V (r)G2(ω; r, r′)T2(ω; r′), (3.10)

where the two-body propagator G2 can be obtained from the Hamiltonian (3.4) and

is given by

G2(ω; r, r′) = (ω + i0+)−1 + χ(ω)
∑
q 6=0

eiq(r−r
′), (3.11)

where the zero-momentum term (ω + i0+)−1 is the propagator of two dark-state
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polaritons. It can be related to our formulation using ĝs via

G2(ω; r, r′)
!

=

∫
dω′

2πi
gs(ω

′;x1, x
′
1)gs(ω − ω′;x2, x

′
2), (3.12)

where
!

= means that it is equal only under the integral in Eq. (3.10) and after en-

forcing the total-momentum conservation. The coefficient χ(ω), in the part of G2

corresponding to the double excitation of spin waves, is

χ(ω) =
∆− ω

2
− Ω2

∆−ω

ω
(
∆− ω

2

)
+ 2Ω2

, (3.13)

which coincides with the two-body propagator in free space in the infinite-momentum

limit [17]. Equation (3.10) is represented schematically in Fig. 3.2(a). To solve it, we

rewrite the propagator from Eq. (3.11) as

G2(r, r′) = [(ω + i0+)−1 − χ(ω)] + Lχ(ω) δ(r − r′), (3.14)

and plug it back into Eq. (3.10). After rearrangement and integration of both sides

by
∫

dr
L

, we obtain the equation for T2(ω), which gives

T2(ω) = U2(ω) + U2(ω)[(ω + i0+)−1 − χ(ω)]T2(ω), (3.15)

where U2(ω) is a well-known [17] renormalized two-body interaction (for g → ∞)

between dark-state polaritons, presented in Eq. (3.2). In the limit of large separa-

tion, it reduces to the bare van der Waals potential. Conversely, for small distances,

it saturates at a finite value, an effect caused by the so-called Rydberg blockade

mechanism.

Solving algebraic equation Eq. (3.15) for T2(ω) reproduces Eq. (3.9). Notice that,
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to the leading order in rb/L, Eq. (3.15) describes the scattering of two infinitely heavy

particles under the influence of potential U2(ω; r). Additional terms encapsulate

effects specific to the cavity setup.

3.4 Three-body problem

3.4.1 Main results

After discussing the two-body problem, we are ready to discuss the three-body

problem. We first provide an overview in this subsection and provide the details of

the calculation in the following subsection.

Three-body problems are complex both in classical and quantum physics. Previous

works on the three-body problem for Rydberg polaritons considered the restricted

limit Ω � |δ| [72, 73, 83]; here, we extend the regime of applicability to Ω > |δ|,

which allows for a more general description of the system, including repulsive photons

[17] and dissipative behavior.

Although dramatically simplified, the three-body problem cannot, to the best of

our knowledge, be solved exactly in the single-mode cavity model considered in this

chapter. Instead, we approximate the full result by a power series in the small pa-

rameter rb/L, which is effectively the product of the blockade radius and the density

of polaritons in this few-body limit. We stress, that this approach is still nonpertur-

bative in the bare interaction V (r). Our final expression for the three-body energy

shift to second order in rb/L is given by

δE3 =
rb
L
E

(1)
3 +

r2
b

L2
E

(2)
3 +O(r3

b/L
3)

= 3U2︸︷︷︸
O(rb/L)

+ 3U3 + 3U2 (3U ′2 − χU2)︸ ︷︷ ︸
O(r2b/L

2)

,
(3.16)
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where U3 is a universal effective three-body force (see Fig. 3.2) that emerges for

Rydberg cavity polaritons and U ′2 ≡ dU2(ω)/dω|ω=0. U3 has a similar expression to

U2 as an integral over a local three-body potential. The other terms at order r2
b/L

2

represent additional nonlocal, nonperturbative corrections that are specific to the

cavity geometry we consider. The resonant three-body loss process we study is only

present in the U3 term.

In contrast to the two-body problem [17], the three-body Rydberg polariton prob-

lem cannot be reduced to a single scalar equation – even in the perturbative expansion

in rb/L. Inspired by the seminal work of Faddeev on three-body quantum systems [51],

we take the Faddeev equation approach to solving the Schrödinger equation. An in-

dispensable advantage in the present case is that the Faddeev equations can be ex-

pressed entirely in terms of Rydberg spin-wave correlation functions, which simplifies

the theoretical treatment of the multi-component nature of DSPs. In this formalism,

the three-body problem can be recast as an infinite series of two-body interactions.

All scattering processes are grouped depending on which pair of particles interacts

first. Crucially, the T -matrix separates into the sum T̂3(ω) = 1
3

∑
i<j T̂

ij
3 (ω, εk), where

T̂ ij3 (ω, εk) denotes the T -matrix for scattering where particles i, j interact first and

the third particle k 6= i, j has incoming energy εk. Similarly to the two-body case, we

consider just the sss-component T̂3 of the full three-body T -matrix T̂3. The equation

for T̂ 12
3 (ω, ε), when all outgoing states are DSPs, is

T̂ 12
3 (ω, ε) = T̂ 12

2 (ω − ε)ĝs(ω)[T̂ 23
2 (ω) + T̂ 13

2 (ω)]+ (3.17)∫
dε̃ T̂ 12

2 (ω − ε)ĝs(ε̃)ĝs(ω − ε− ε̃)[T̂ 23
3 (ω, ε̃) + T̂ 13

3 (ω, ε̃)],

where T̂ ij2 describes the two-body scattering of particles labeled i, j. The Rydberg-

component propagator ĝs is a complex object that involves contributions from differ-
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Figure 3.2: (a) Diagrammatic representation (see inset for legend) of the Lippmann-
Schwinger equation for the scattering of two dark-state polaritons. Processes with only
one spin wave are forbidden by momentum conservation. (b) Schematic representation of
Faddeev equations for the three-body T -matrix T 12

3 (ω), where particles 1 and 2 interact
first. (c) Truncation of the three-body equations (b) to second order in rb/L allows us
to express the spin-wave contribution using an effective three-body potential U3 between
DSPs.

ent spin-wave branches and the DSP mode. Note that the simple form of Eq. (3.17)

is thanks to the use of abstract operators. The representation in e.g. a coordinate

basis is more involved, as we show in the following subsection.

To derive an effective DSP theory, we separate spin-wave and DSP components

in ĝs, which will allow us to perform the expansion in rb/L. The equation for the

T -matrix describing DSP-to-DSP scattering T̂3(ω) ≡ T̂ 12
3 (ω, 0) is represented dia-

grammatically in Fig. 3.2(b), where we explicitly showed separated spin-wave (red)

and DSP (black) propagators. Next, we restrict both sides of Eq. (3.17) to the second

order in rb/L. For this purpose, we keep only those terms where either the sum over a

macroscopic number of spin waves is present or the all-dark intermediate state arises.

Finally, we rewrite the original Faddeev equations in an approximate form shown in
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Figure 3.3: (a) Ratio of imaginary parts of E
(2)
3 and E

(1)
3 at γ/Ω = 0.01. Near δ/Ω = 1/

√
2,

we observe enhancement caused by a three-body resonance. δ = Ω is a singular point

where rb → 0. (b) Real and imaginary parts of E
(2)
3 as a function of γ/Ω at δ/Ω = 1/

√
2.

(inset) Our numerical results (blue) agree with analytical scaling arguments (dashed red)

suggesting that the ratio Im(E
(2)
3 )/Re(E

(2)
3 ) diverges as Ω/γ in the limit γ/Ω→ 0.

Fig. 3.2(c) – without any spin-wave degrees of freedom. We provide the full set of

equations in the following subsection.

In Fig. 3.3(a), we characterize the strength of three-body loss using the ratio of the

expansion coefficients Im(E
(2)
3 )/Im(E

(1)
3 ). The denominator Im(E

(1)
3 ) from Eq. (3.16)

contains contributions to three-body loss from disconnected two-body processes only.

We see the expected enhancement at the resonance condition δ = Ω/
√

2. There is an

additional resonant feature at δ = Ω that arises because of a two-body interference

effect whereby χ vanishes and, therefore, rb goes to zero. This leads to an overall

enhancement of both two and three-body interaction effects. In contrast, for the

three-body resonance condition δ = Ω/
√

2, there are no resonant features that appear

in the two-body problem. Therefore, we interpret the enhancement of the three-body

loss observed at this point as a genuinely three-body effect.

In Fig. 3.3(b), we show the dependence of E
(2)
3 on the decay rate γ at the resonance
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Figure 3.4: (a-b) Three-body loss parameter r3 in units of Γ−2 as a function of real and
imaginary part of u3/Γ for the case of u2 = 0, which corresponds to negligible two-body
correlations in the microscopic model. The five curves in (b) correspond to the five values
of Im(u3) indicated by the horizontal lines in (a).

condition δ = Ω/
√

2. We find a divergence as γ/Ω→ 0 (see inset) indicating that the

enhancement factor for three-body loss can be made arbitrarily large. This behavior

is in agreement with analytical scaling arguments that predict Im(E
(2)
3 ) ∼ 1/γ, which

stems from the fact that, for finite γ, we have Im(2ε− + ε+) ∼ γ. We note, however,

that our calculations only apply when the perturbative expansion in Eq. (3.16) is

valid. As a result, we cannot definitively say whether the three-body loss dominates

over two-body loss for finite rb/L because we have not obtained any bounds on higher

order terms in the expansion.

This enhancement is independent of the details of the photonic mode geometry

[89]; therefore, we interpret it as a universal effect for Rydberg polariton systems

that provides a promising path to the realization of physical systems driven by three-

body interactions. Recently, we experimentally studied an enhanced three-body loss

feature in free-space that occurs in a similar parameter regime Ω ∼ δ, but has a richer

physical origin [79].
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3.4.2 Details of the three-body calculation

In this section, we provide more details on the calculations of the scattering of three

dark-state polaritons. Schematic representation of the key equations is presented in

Fig. 3.2(b-c).

As in the two-body case, the influence of the interaction on the physics of the three-

body problem is captured by the analytical structure of the T-matrix T3. Specifically,

the energy shift corresponds to the pole of the integrated T-matrix T3(ω).

To calculate this object, one can in principle employ the Schrödinger equation.

However, such a treatment can lead to spurious, nonphysical solutions. In order to

avoid this issue, another approach to the quantum three-body problem was developed

by Faddeev [51]. In this formulation, all scattering processes are grouped depending

on which two particles interact first. This way one introduces a rigorous method for

expressing the three-body scattering as a series of two-body processes (a three-body

force can also be included). As a consequence, the three-body T-matrix can now be

written as a sum of three (sub)T-matrices

T̂3(ω) =
1

3

∑
i<j

T̂ ij3 (ω, εk), (3.18)

where T̂ ij3 (ω; εk) denotes the T-matrix for the group of processes, where particles la-

beled i and j interacted first and the third particle k 6= i, j has energy εk. These

T̂ ij3 (ω, εk) objects are coupled to each other by the set of equations called Fad-

deev equations. In our case, the situation is further complicated by the multi-

component nature of the polariton system. Let us define T̂ ij3 (ω) ≡ T̂ ij3 (ω; 0) and

T̂ ijµ (ω) ≡ T̂ ij3 (ω; εµ=±).

Every T-matrix we consider has all three outgoing DSPs. In our system, exact
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Faddeev equations [51] describing the off-shell scattering of three zero-momentum

DSPs are

T 12
3 (ω) = T2(ω)

2

ω + i0+
T2(ω) + T2(ω)

1

ω + i0+

(
T 13

3 (ω) + T 23
3 (ω)

)
+
∑
µ=±

∫
dr12

L

dr3

L
T2(ω; r12)αµηµ

(
T 13
µ (ω; ~x) + T 23

µ (ω; ~x)
)
− T2(ω)αµηµ

(
T 13
µ (ω) + T 23

µ (ω)
)

(3.19)

and the two analogous equations for T 13
3 (ω) and T 23

3 (ω) obtained through permutation

of indices. Here T ijµ (ω; ~x) =
∫

d~x′

L3
dR
L
T ijµ (ω; ~x, ~x′) is the T-matrix for the process with

the third incoming leg being a spin wave belonging to the branch µ. Variable r12

denotes the distance between particles labeled 1 and 2, r3 = (x1 + x2)/2 − x3 is the

standard third Jacobi coordinate, and ηµ = η(ω − εµ).

Eq. (3.19) is a direct implementation of the operator equation [Eq. (3.17)] from

Section 3.4.1. Here, we explicitly separated spin-wave and DSP terms of ĝs as in

Eq. (3.7) and then performed the ε̃ integration with the enforcement of momentum

invariance. Note that, in contrast to the two-body problem, here we do not obtain

an effective few-body propagator as χ(ω), since the three-body T-matrix depends on

the energy of the third particle and prevents such grouping.

Now we introduce our main approximation, which allows us to write a self-

consistent system of equations to the lowest non-trivial order in rb/L. For this

purpose, we keep only those terms where either the sum over a macroscopic num-

ber of spin waves is present or the all-dark intermediate state arises. The sum over

a macroscopic number of spin waves introduces a factor of L δ(x), while the all-dark-

state propagator contributes (ω + i0+)−1, which is of order L/rb because the energy

shift satisfies ω ∼ rb/L. In comparison, all other terms are negligible in the limit of

vanishing rb/L, as they are of order ∼ 1 or smaller. The key consequence of these
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rules is as follows: {T3} = 1 and {Tµ} = 2, where {X} denotes the leading order of X

in rb/L. Finally, the two-body term {T2} = 1, which follows directly from Eq. (3.15).

For clarity, we will omit terms that arise from higher-order corrections to the gs

propagator (such as the last term in Eq. (3.19)) as they do not contribute to our

lowest-order solution. We note that, in general, the T2 matrix depends on the total

momentum of two particles K, but in all our equations we can either truncate it to

U2, or it arises in a situation (outer T2 contributions) where K = 0.

In order to close the system of equations, we need to calculate T ijµ , which is

described by another set of Faddeev equations expanded to leading order in rb/L

T 12
µ (ω, ~x) =

∑
b 6=(12)(3)

[
Uµ

2 (x1 − x2)ηµ T2(ω;xb1 − xb2) +
∑
ν=±

αν U
µ
2 (x1 − x2)ηµνT

b1b2
ν (ω; ~x)

]

+
∑

b6=(12)(3)

Uµ
2 (x1 − x2)ηµ T2(ω;xb1 − xb2)

1

ω + i0+

2T2(ω) +
∑

c 6=(b1b2)(b3)

T c1c23 (ω)

 ,
(3.20)

where Uµ
2 (x) ≡ U2(ω − εµ;x) and ηµν = η(ω − εµ − εν). It is easier to first calculate

T̃ 12
µ , where the tilde denotes that it is a T-matrix where the intermediate DSPs come

only from nonperturbative corrections to T2. This is given by

T̃ 12
µ (ω, ~x) =

∑
b6=(12)(3)

[
Uµ

2 (x1 − x2)ηµ T2(xb1 − xb2) +
∑
ν=±

αν U
µ
2 (x1 − x2)ηµνT̃

b1b2
ν (ω; ~x)

]
(3.21)

and is related to Eq. (3.20) by

T 12
µ (ω; ~x) = T̃ 12

µ (ω; ~x) + T̃ 12
µ (ω; ~x)

1

ω + i0+

(
T 13

3 (ω) + T 23
3 (ω) + 2T2(ω)

)
. (3.22)

This solution can be verified by inserting Eqs. (3.21) and (3.22) into Eq. (3.20) and
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seeing that everything cancels out (we also use T ij3 (ω) = T kl3 (ω) for any i 6= j, k 6= l).

The system of algebraic equation in Eq. (3.21) can be solved analytically. Inserting

this result into Eq. (3.19) and summing over all pairs i, j gives the renormalized

system of equations for the dark-state T-matrix

T3(ω) = T2(ω)
2

ω + i0+
T2(ω) + T2(ω)

2

ω + i0+
T3(ω) + Φ2 U3(ω)

+ Φ2 U3(ω)
2

ω + i0+
[T3(ω) + T2(ω)] +O(r3

b/L
3), (3.23)

where Φ = T2(ω)/U2(ω) is the non-perturbative correction. The effective three-body

potential U3(ω) can be concisely written as

U3(ω) =

∫
dx

L

dy

L

∑
µ=±

2U2(ω;x− y) ηµαµ T̂
12
µ (ω;x, y), (3.24)

which was possible due to symmetries with respect to the relabeling of particles and

coordinates. Variables x = x1−x2 and y = x3−x2 describe relative distances of pairs

of particles and T̂ 12
µ (ω;x, y) = T̃ 12

µ (ω;x, y)/Φ is governed by Eq. (3.21) with T2 → U2.

The function U3(ω) can be intuitively understood as an effective three-body potential,

with direct analogy to U2(ω) in the two-body scenario.

Solving Eq. (3.23) for T3(ω), we get

T3(ω) =
2T2(ω)2 + (ω + 2T2(ω))U3/(1− U2[1− χ(ω)ω])2

ω − 2 (T2(ω) + U3(ω)/(1− U2(ω)[1− χ(ω)ω])2)
, (3.25)

Its pole gives the equation for the three-body energy shift:

δE3 = 3U2(δE3) + 3U3(δE3)− χ(0)U2(δE3) δE3 +O(r3
b/L

3). (3.26)

To obtain a self-consistent solution, we must expand both sides to the appropriate
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order in rb/L. For this purpose, we analyze the order of each constituent:

{δE3} = 1, {U2} = 1, {U3} = 2, {χ(0)} = 0. (3.27)

This allows us to write the final solution

δE3 = 3U2︸︷︷︸
O(rb/L)

+ 3U3 + 3U2 (3U ′2 − χU2)︸ ︷︷ ︸
O(r2b/L

2)

+O(r3
b/L

3), (3.28)

where U ′2 = dU2/dω and all functions are evaluated at ω = 0. Notice that the multi-

branch character of the problem is contained in U3 and in the more complicated form

of χ compared to the regime Ω� |δ|.

3.5 Experimental probing

In order to relate our microscopic description to experimentally measurable quan-

tities, we now study the transmission through our cavity system. We use a low-energy

model for the transmission where the only excitations in the cavity coupled to the

waveguide are the DSPs. The effective Hamiltonian for the cavity-DSPs is

H = −i(Γ + κ)b†b+ u2(b†)2b2 + u3(b†)3b3, (3.29)

where b† is a bosonic creation operator for the DSPs, 2Γ is the decay rate of DSPs from

the cavity into the waveguide, 2κ is the decay rate to other modes, and the coefficients

u2, u3 are related to energy shifts δE2, δE3, calculated as described above from the

full microscopic theory, through u2 = δE2 and u3 = δE3 − 3 δE2. For simplicity, we

focus on the limit where three-body effects dominate over two-body phenomena by

taking u2 = 0 in Eq. (3.29). We use a measure of three-body loss that is appropriate
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when all decay is into the waveguide (κ = 0) and when two-body interactions u2

are zero or negligibly small r3 =
∫
dτ1dτ2 [1 − g(3)(τ1, τ2)], where g(3)(τ1, τ2) is the

three-photon correlation function at the output of the waveguide and where τ1,2 are

relative coordinates. The r3 parameter measures the probability that three-photons

are lost from the pulse due to the interactions. We can analytically compute r3 for this

transmission problem as detailed in the following subsection. We have also extended

these calculations to account for arbitrary κ, u2, and u3 [166]. In Fig. 3.4(a), we show

a contour plot of r3 as a function of the real and imaginary parts of the three-body

interaction u3. Interestingly, r3 does not increase arbitrarily as the three-body loss

rate is increased, but instead has a maximum value at Im(u3) ∼ Γ [see Fig. 3.4(b)].

The appearance of a maximum in r3 is attributable to a type of quantum Zeno effect,

whereby too large a value of three-body loss blocks the photons from entering the

cavity, reducing the overall amount of loss in the system.

3.5.1 Transmission calculations

In the following, we present the model describing the transmission of photons

in a chiral waveguide coupled to a single-mode cavity described by Eq. (3.29). We

analytically calculate the three-body loss parameter r3 in the case when u2 = κ = 0,

which corresponds to the situation where three-body effects dominate. The results

presented in this section are used to obtain Fig. 3.4(a-b).

The whole system is described by the transmission Hamiltonian

Htr =

∫ +∞

−∞
dk k C†(k)C(k) +

∫ +∞

−∞
dk
√

2πg
(
b†C(k) + C†(k)b

)
+ u3 (b†)3b3,

where the first term describes the Hamiltonian of the photons in the chiral waveguide.

C†(k) and C(k) are creation and annihilation operators of chiral photons at momen-

63



tum k, respectively. Speed of light is set to unity (c = 1). The second term describes

the quadratic coupling between photons in the waveguide and the cavity, where b† (b)

creates (destroys) a cavity photon. The last term describes the three-body nonlinear

interactions of cavity photons.

To compute few-photon scattering, it is convenient to partition the Hamiltonian

into the quadratic part H0 and the nonlinear interactions:

Htr ≡ H0 + U,

H0 =

∫ +∞

−∞
dk k C†(k)C(k) +

∫ +∞

−∞
dk
√

2πg
(
b†C(k) + C†(k)b

)
,

U = u3 (b†)3(b)3.

The quadratic part H0 of the Hamiltonian Htr can be diagonalized into the scat-

tering eigenstates:

H0 =

∫ +∞

−∞
dk kψ†kψk,

ψ†k = ekb
† +

∫ +∞

−∞
dk′ ψk(k

′)C†(k),

where ek = 1√
2π

g
k+iκ+iΓ

and [ψk, ψ
†
k′ ] = δ(k−k′). {ψ†k|k ∈ (−∞,+∞)} form a complete

basis of the Hilbert space, which we refer to as the dressed-photon basis. Let ψk(z)

be the Fourier transform of ψk(k
′) in the coordinate space. The asymptotic behavior

of ψk(z) gives the single-photon transmission coefficient

tk =
limz→+∞ ψk(z)

limz→−∞ ψk(z)
=
k − iΓ
k + iΓ

. (3.30)
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The nonlinear interaction U can also be expressed in the dressed photon basis:

U =

∫
d~kd~k′ U(~k, ~k′)ψ†k′1

ψ†k′2
ψ†k′3

ψk1ψk2ψk3 , (3.31)

U(~k, ~k′) = e∗~k′e~ku3, (3.32)

where we have used the definitions ~k = (k1, k2, k3) and e~k = ek1ek2ek3 . Note that, in

the dressed-photon basis, U(~k, ~k′) is expressed as the product of separable functions

of the incoming and outgoing momenta. We will use this feature to introduce a

simple ansatz for the three-body dressed-photon T-matrix, which is a solution to the

Lippmann-Schwinger equation:

T (3)(ω,~k, ~k′) = U(~k, ~k′) +

∫ +∞

−∞
d ~k′′

U(~k, ~k′′)

ω − k
T (3)(ω,~k, ~k′′). (3.33)

Proposing an ansatz T (3)(ω,~k, ~k′) = T̄ (ω)e∗~k′e~k and inserting it into Eq. (3.33), we

find

T̄ (ω) =
1

1
u3
− 1

ω+3iΓ

, (3.34)

where we have assumed that Im[ω] > 0.

Hence we obtain the three-photon S-matrix for the dressed photons:

S(3)(~k, ~k′) = δ(~k − ~k′)− 2πiδ(K −K ′)T (3)(K + i0, ~k, ~k′), (3.35)

which represents the transmission amplitude of incoming dressed photons with energy

~k = (k1, k2, k3) scattered into outgoing dressed photons with energy ~k′ = (k′1, k
′
2, k
′
3).

K and K ′ are the total momenta/energies of the incoming and outgoing photons: K =

k1+k2+k3, K ′ = k′1+k′2+k′3. Note that the S-matrix S
(3)
0 for free photons (as opposed

to dressed photons) is more relevant for direct experimental measurements and can
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be obtained from the dressed-photon S-matrix S(3) using single-photon transmission

coefficients: S
(3)
0 (~k, ~k′) = tk′1tk′2tk′3S

(3)(~k, ~k′).

Next, we calculate r3. It represents a good measure of three-body loss in the case

of zero one- and two-body losses:

r3 =

∫ +∞

−∞
dτ1dτ2 [1− g(3)(τ1, τ2)]. (3.36)

g(3)(τ1, τ2) is the three-photon correlation function at the output of the waveguide,

where τ1 = t2 − t3, τ2 = t1 − t3 are the time differences between the photon number

measurements at times t1,2,3. For a weak and continuous coherent-state input with

photon momentum k, g(3)(τ1, τ2) is related to the output three-photon wavefunction

ψ(3)(z1 = t1, z2 = t2, z3 = t3) in the dressed-photon basis, which is the Fourier

transform of S(3)(~k = (k, k, k), ~k′) with respect to the output momenta ~k′.

Defining R = (z1 + z2 + z3)/3 as the center of mass coordinate, we have

ψ(3)(z1, z2, R) = exp(3ikR)(1− φ(3)(z1, z2)), (3.37)

where φ(3)(z1, z2) is the Fourier transform of y(k′1, k
′
2) = 2πiT (3)(3k+ i0, ~k, k′1, k

′
2, k
′
3 =

3k − k′1 − k′2) with respect to k′1, k
′
2. g(3)(τ1, τ2) is then given by

g(3)(τ1, τ2) = |ψ(3)(z1, z2, R)|2 = |1− φ(3)(z1, z2)|2, (3.38)

where z1 = −1
3
τ1 + 2

3
τ2, z2 = 2

3
τ1 − 1

3
τ2. Hence r3 defined in Eq. (3.36) can be
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calculated as follows:

r3 =

∫ +∞

−∞
dz1dz2 [1− |1− φ(3)(z1, z2)|2] (3.39)

=

∫ +∞

−∞
dz1dz2 2Re[φ(3)(z1, z2)]− |φ(3)(z1, z2)|2 (3.40)

= 2Re[y(k′1 = k, k′2 = k)]−
∫ +∞

−∞
dk′1dk

′
2|y(k′1, k

′
2)|2 (3.41)

= 4π

(
Γ

π

1

k2 + Γ2

)3 Im[− 1
u∗3

]∣∣∣ 1
u3
− 1

3k+3iΓ

∣∣∣2 ≥ 0. (3.42)

We comment that the calculation of r3 presented here for κ = u2 = 0 is a special

case of a general calculation applicable to arbitrary values of κ, u2 and presented in

an upcoming work on cavity transmission [166].

3.6 Outlook

In this chapter, we showed the existence of a parameter regime for Rydberg po-

laritons where three-body loss can be resonantly enhanced. We focused on dissipative

dynamics because, for currently accessible experimental parameters [38, 86, 133, 143],

the dissipative interactions can be strongly enhanced by working close to the reso-

nance. Through further experimental improvements and by tuning slightly away from

the resonance, one could also operate in a regime of enhanced dispersive three-body

interactions. We would like to stress that although our results are based on a pertur-

bative expansion, this does not mean the interactions are weak. On the contrary, the

asymptotic expansion in rb/L means that our results hold for arbitrary optical depths

and can give rise to strong effects on the correlations between a few photons [115].

To efficiently study the many-body regime in quasi-1D geometries, one can apply

matrix-product-state methods [21, 110]. The extension of the presented work to free
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space is another important direction to explore. Our work demonstrates the pos-

sibilities offered by Rydberg-EIT to tune the properties of multi-body interactions.

This motivates further exploration of possible interactions, which might give rise to

different exotic phases of matter [22, 70].
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Chapter 4: Universal scattering with general dispersion relations

Work in this chapter was published in Ref. [167].

4.1 Introduction

The quantum mechanical scattering of few-body systems remains a challenging

theoretical problem. Even at low incoming energies, nonperturbative effects render a

general solution out of reach. A common workaround is based on effective field theory

whereby low-energy scattering is described in terms of a few parameters such as the

scattering length a and the effective range r0 [15, 24, 25]. When a� r0, the system

is in the unitarity limit where the universal physics of Efimov states [24, 25, 49] and

unitary Fermi gases [116, 117, 153] can emerge. Another approach where general

results can be obtained is by studying the analytic structure of the S-matrix at low

energies. One striking result in this context is the simple effect of dimensionality on

scattering theory.

Two particles with short-range interactions perfectly reflect off each other at the

threshold in one dimension (1D), while they transmit without seeing each other in

higher dimensions. This effect arises because the density of states diverges at the

threshold as 1/
√
E in 1D, but stays finite in higher dimensions.

Recent experimental progress in synthetic quantum matter allows for broad con-

trol of dispersion relations. One class of such systems consists of tunable periodic
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structures, including photonic crystal waveguides [62, 63, 76, 80, 87, 103, 170], twisted

bilayer graphene [32, 151], superconducting qubit arrays [44, 149, 160], atomic arrays

[11, 50, 107], and trapped-ion spin chains [43, 126]. Another class is polaritonic [8, 92]

or spin-orbit coupled [29, 100] systems, where the dispersion relation can be tuned

in situ by external fields [54, 55, 109, 122]. In principle, the density of states at the

scattering threshold can be tuned to diverge faster than it does for quadratic disper-

sion relations. This opens up the door to studying the implications of a more general

density of states without changing the dimension of the system. Recently, there is

a growing interest in the study of general dispersion relations in condensed matter

systems, where divergent electronic density of states is referred to as a high-order Van

Hove singularity [82, 173, 174]. In particular, power-law-divergent density of states

near the Fermi level leads to nontrivial metallic states termed supermetals [174].

In this chapter, we explore the physics of divergent density of states from the

perspective of scattering theory. We illustrate that, when a particle has a divergent

density of states at a certain energy, its scattering matrix has a nontrivial universal

limit that depends on the rate of the divergence. In particular, we study single-

particle scattering of many WQED systems in 1D with a dispersion relation ε(k) =

±|d|km, where m ≥ 2 is an integer. Notably, these WQED models describe the

low-energy scattering in many synthetic quantum matter experiments with tunable

dispersion relations. We discover that the S-matrix can take different universal limits

limE→0 S(E) for different values of m. The total reflection at the threshold for a

quadratic dispersion relation is an example of such universal behavior corresponding

to m = 2. In general, there may be multiple classes of universal behaviors in the

S-matrix corresponding to each m, depending on the properties of interactions at

k = 0. In this chapter, we consider a physically natural class of interactions and

characterize the universal behavior for each m. We also extend a key index theorem
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in scattering theory known as Levinson’s theorem—which relates the scattering phases

to the number of bound states [6, 12, 45, 46, 81, 84, 95, 105, 106, 125, 169]—to the

class of models considered in this chapter with these more general dispersion relations.

Although we focus on photon-emitter interactions in 1D, we expect our methodology

to readily generalize to higher dimensions and other types of interactions, e.g. two-

body interacting systems or spin-boson models.

4.2 Emitter scattering

In many synthetic quantum systems, particles propagating in a 1D channel are

scattered by emitters such as atoms, quantum dots, or superconducting qubits. The

emitters are often coupled to the environment, which adds dissipation to the system

composed of the emitters and the 1D channel. Since we are interested in the scattering

processes with a single photon coming in and a single photon going out, it suffices to

use a non-Hermitian effective quadratic Hamiltonian

H = H0 + V, (4.1)

H0 =

∫ +∞

−∞
dk ε(k)C†(k)C(k) +

N∑
i,j=1

KR
ijb
†
ibj, (4.2)

V =

∫ +∞

−∞
dk

[
N∑
i=1

Vi(k)C(k)b†i + h.c

]
, (4.3)

where the bare Hamiltonian H0 consists of the freely propagating particles, while the

interacting emitters are indexed by i = 1, 2, . . . N . V describes the quadratic inter-

action between the particles and the emitters. Since we are discussing single-particle

scattering with bounded-strength interactions, only local spectral properties of the

dispersion relation matter, and our results are insensitive to the detailed behavior
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of the dispersion far away from the threshold energy. In this chapter, we focus on

the dispersion relation ε(k) = σ|d|km, where σ = ±1, |d| is a positive constant, and

m ≥ 2 is an integer. When σ = ±1 and m is even, ε(k) can be understood as the

lowest-order approximation of a dispersion relation around its local minima/maxima,

after a change of reference points for both energy and momentum. Depending on

whether we are considering bosons scattered by bosonic emitters or fermions scat-

tered by fermionic emitters, we have either commutation or anti-commutation rela-

tions: [C(k), C†(k′)]± = δ(k − k′), [bi, b†j]± = δij. K
R
ij represents the matrix element

of the N × N matrix KR; KR is the only non-Hermitian term in the Hamiltonian:

the Hermitian A and anti-Hermitian iB components of KR = A + iB represent,

respectively, the coherent and incoherent interactions among the emitters. KR is

dissipative when B is non-positive and nonzero.

For convenience, we introduce a vector function |vk〉 = [V1(k), . . . , VN(k)]T , with

corresponding basis states given by the emitter excitations {b†1 |0, g〉 , . . . , b
†
N |0, g〉},

where |0, g〉 is the ground state with zero excitation. In the most generic scenario,

Vi(k) for different emitters are independent of each other. Here, we consider the case

where |vk〉 can be written as |vk〉 = V (k) |u〉. We further assume V (k) is continuous

at 0 and V (0) 6= 0. Under this constraint, the only relevant vector around k = 0 is

|u〉, and effectively, there is only a single relevant “degree of freedom” in the emitter

vector space at k = 0. We then show that the zero-energy scattering behavior for

multiple emitters can be reduced to the behavior for N = 1. As a result, we are able

to obtain a complete classification of the universal low-energy scattering behavior in

these models.
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4.3 Universal scattering

4.3.1 Overview of results

We start with a discussion that applies to the case of general |vk〉. The S-matrix for

a single particle is defined through the incoming and outgoing scattering eigenstates

|ψ±k 〉, where the superscript ± specifies the boundary conditions of the scattering

states. The S-matrix element from one single-particle scattering state k to another k′

is S(k, k′) = 〈ψ−k′ |ψ
+
k 〉. To explain the universal behavior of the S-matrix, it is useful

to write down its relation to the on-shell T-matrix:

S(k, k′) = δ(k−k′)− 2πiδ(ε(k)−ε(k′))T (E+i0+, k, k′), (4.4)

where 0+/0− represents an infinitesimal positive/negative real number and E = ε(k).

For dispersion relation ε(k) = σ|d|km with even m, there are two degenerate momenta

k1(E), k2(E) corresponding to any energy E > 0 (E < 0) for σ = +1 (σ = −1). We

can define a 2 × 2 matrix S(E) by picking out the scattering amplitudes between

degenerate momenta:

Sαβ(E) = δαβ − 2πi
T [E+i0+, kα(E), kβ(E)]√
|ε′(kα(E))ε′(kβ(E))|

, (4.5)

where α, β ∈ {1, 2} and the prefactor |ε′(kα(E))ε′(kβ(E))|−1/2 comes from δ(ε(k) −

ε(k′)) in Eq. (4.4). When m is odd, we can define S(E) = S(E) as a single com-

plex number, given by Eq. (4.5) when kα(E) = kβ(E) = k(E) is the momentum

corresponding to energy E. If the Hamiltonian is Hermitian, S(E) is unitary.

In 1D scattering, the matrix S(E) directly describes the transmission and reflec-

tion between degenerate momenta and is often used instead of the function S(k, k′)
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with divergences. When E → 0, |ε′(kα(E))ε′(kβ(E))|−1/2 diverges. Since |Sαβ(E)| ≤

1, T (E + i0, kα, kβ) in Eq. (4.5) must approach zero to cancel the divergence, which

is the key behind the universal behavior of S(E).

To proceed further, we note that the Lippmann-Schwinger equations for this emit-

ter scattering model have a simple analytic structure. As a result, we can write down

the single-particle T-matrix T (ω, k, k′) in terms of the Green’s function of the emitters

G(ω), which is a finite-dimensional matrix [148]:

T (ω, k, k′) = 〈vk′ |G(ω)|vk〉, (4.6)

G(ω) =
1

ω1N −KR −K(ω)
, (4.7)

K(ω) =

∫ +∞

−∞
dk
|vk〉〈vk|
ω − ε(k)

, (4.8)

where 1N is an N×N identity matrix. Equations (4.6)-(4.8) hold for general photon-

emitter couplings where Vi(k) are independent functions for different emitters. There

are two mathematical conditions on Vi(k) that are necessary for the integral in Eq.

(4.8) to be well-defined at any complex ω 6= 0 outside the continuum spectrum 1.

First, we require that Vi(k) is a locally square-integrable complex function on the

real line. Second, to ensure that no ultraviolet divergences are present in the model,

we impose a restriction on the large-k behavior of Vi(k): when k → ±∞, there exist

γ > 1 such that |Vi(k)|2 = o(|k|m−γ). Each element of the N × N matrix K(ω) is

an analytic function on the complex plane with a branch cut along the continuum

spectrum. K(ω = E + i0+) can be understood as describing effective interactions

between emitters induced by the 1D channel.

To understand the properties of T (E + i0) close to E = 0, we need to understand

1In WQED it is natural to define the continuum spectrum for odd m to be (−∞, 0) ∪ (0,+∞);
for even m to be (0,+∞) when s = +1 and (−∞, 0) when s = −1.
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the behavior of K(ω) around ω = 0. We can show that the value of K(ω) around

ω = 0 is decided by the dispersion relation and V (0) |u〉. Define L(ω) as the integral

over the free-particle propagator:

L(ω) =

∫ +∞

−∞
dk

1

ω − ε(k)
. (4.9)

We see that, when ω → 0, L(ω)−1 1
ω−ε(k)

as a function of k diverges at k = 0 and

vanishes everywhere else. In addition,
∫ +∞
−∞ dk L(ω)−1 1

ω−ε(k)
= 1 by definition of L(ω).

Hence it follows from a standard result in functional analysis attributed to Toeplitz

[94] that limω→0 L(ω)−1 1
ω−ε(k)

= δ(k). Using the condition that |vk〉 = V (k) |u〉 is

continuous at k = 0 and the definition of K(ω) in Eq. (4.8), we have

lim
ω→0

L−1(ω)K(ω) = |V (0)|2 |u〉 〈u| . (4.10)

When the emitter region consists of a single site, KR = KR is a complex number

and Eq. (4.10) becomes limω→0 L
−1(ω)K(ω) = |V (0)|2. Using Eqs. (4.6) and (4.7),

we then have

lim
ω→0

L(ω)T (ω, k, k′) = −V
∗(k′)V (k)

|V (0)|2
, (4.11)

which is no longer dependent on KR because limω→0 L
−1(ω)KR = 0. Although Eq.

(4.11) is derived for the case of N = 1, we show through a rigorous mathematical

analysis in Sec. 4.3.4 that Eq. (4.11) holds as long as the Hamiltonian does not

support a “bright” zero-energy eigenstate, defined as a zero-energy eigenstate that

has a non-zero emitter and photonic amplitude. In Sec. 4.3.3, we give a introduction

to these bright states and explain that they are distinguished from “dark” states that

have only a nonzero photonic amplitude and rather generically arise at zero-energy
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in these models. The proof of Eq. (4.11) for N > 1 is the main technical result

of this chapter as it underlies both the universal scattering results and our proof of

Levinson’s theorem.

When we evaluate the S-matrix in the limit E → 0 using Eq. (4.5), kα(E), kβ(E)

in the T-matrix are both sent to 0. Using Eq. (4.11) and the condition that V (k) is

continuous at k = 0, we have

lim
E→0

L(E + i0+)T (E + i0+, kα(E), kβ(E)) = −1, (4.12)

which shows that the on-shell T-matrix in the zero-energy limit is independent of the

details of the interaction and fully determined by the dispersion relation; this is the

reason behind the universal limit of the S-matrix when E → 0. In Sec. 4.3.2, we

evaluate Eq. (4.9) and obtain the m-dependent value of L(ω):

L(ω) = −2πiκmρ(|ω|) exp

(
−iθm− 1

m

)
, (4.13)

where the complex frequency ω is parameterized in polar coordinates as ω = σ exp(iθ)|ω|,

and ρ(|ω|) = 1
m|d|1/m |ω|

−1+1/m corresponds to the density of states at energy E = |ω|.

For even m, κm = 2
1−a2 with a = exp(iπ/m), while L(ω) has a branch cut along

the continuum spectrum (0,+∞) for σ = +1 or (−∞, 0) for σ = −1. For odd m,

κm = − 1
a−1

for θ ∈ (0, π) and κm = − 1
a(a−1)

for θ ∈ (π, 2π), while L(ω) has a branch

cut along the real line. For both even and odd m, L(ω) diverges at the rate of density

of states ρ(|ω|) when ω approaches 0.

Now, we are ready to evaluate the limit of the S-matrix at zero energy. When m

is odd, energy E can approach 0 from both above and below: E → 0±. When m is

even, E can only approach 0 from one side: E → 0+ when σ = +1 or E → 0− when
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(a) odd m

(b) even m

Figure 4.1: Illustration of 1D scattering (z is a spatial coordinate) near zero energy for
dispersion relation ε(E) = σ|d|km with σ = ±1. Panel (a) is for odd m, where the scattering
matrix is a single transmission coefficient dependent on m and the sign of energy is E = 0±.
Panel (b) is for even m, where the scattering matrix is a 2×2 matrix. The eigenstates of the
scattering matrix are the symmetric and antisymmetric incoming states, with eigenphases
exp(2πiσ/m) and 1, respectively.
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σ = −1. Taking the limit E → 0± in Eq. (4.5) for the respective cases properly, we

have

lim
E→0±

Sαβ(E) = δαβ + lim
E→0±

2πiρ(|E|)L−1(E + i0+), (4.14)

where we have used Eq. (4.12) and the observation that limE→0 |ε′(kα(E))ε′(kβ(E))|1/2ρ(E) =

1. Using Eqs. (4.13) and (4.14), we have,

lim
E→0±

S(E) = exp(±πi/m), (4.15)

as illustrated in Fig. a. And for even m, the S-matrix

lim
E→σ0+

S(E) = exp(σiπ/m)

 cos(π/m) σi sin(π/m)

σi sin(π/m) cos(π/m)

 (4.16)

is symmetric in the basis of degenerate momenta {|k1 = 0+〉, |k2 = 0−〉}. The sym-

metric eigenstate |ψs〉 = 1√
2
(1, 1)T has an eigenphase exp(iπσ/m), while the antisym-

metric eigenstate |ψa〉 = 1√
2
(1,−1)T has a trivial eigenphase 1. The scattering of the

symmetric and antisymmetric incoming states near zero energy is illustrated in Fig.

b. For quadratic dispersion ε(k) = |d|k2, we recover the well-known total reflection:

lim
E→0+

S(E) =

 0 −1

−1 0

 . (4.17)

In the remaining subsections of Sec. 4.3, we fill in the details omitted in the derivation

of Eq. (4.11), which is a vital relation that leads to our main results, Eqs. (4.15) and

(4.16).
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4.3.2 Calculation of L(ω)

In this subsection, we derive the value of L(ω), given in Eq. (4.13) in Sec. 4.3.1.

We start with the definition of L(ω) in Eq. (4.9):

L(ω) =

∫ +∞

−∞
dk

1

ω − ε(k)
. (4.18)

The dispersion relation is given by ε(k) = σ|d|km, where σ = ±1 and m ≥ 2 is a

positive integer. To compute the integral, we close the integration contour in the

upper half 2 of the complex plane and apply the residue theorem:

L(ω) = −2πi
∑

Im[yj ]>0

ε′(yj)
−1, (4.19)

where the complex numbers yi satisfy ε(yj) = σ|d|ymi = ω and Im[yj] > 0. Given

the parametrization of ω in polar coordinates as ω = σ exp(iθ)|d|pm, we have yj =

exp(iθ/m)pµ2j, where µ = exp(iπ/m) and j ∈ {0, 1, . . . ,m− 1}. Define A as the set

of j for which yj is above the real line. Equation (4.19) can then be expressed as

L(ω) = −2πi
∑
j∈A

1

m|d|ym−1
j

, (4.20)

= −2πi
1

m|d|pm−1
exp

(
−iθm− 1

m

)∑
j∈A

(−µ)2j, (4.21)

where the set A and the value of κm ≡
∑

j∈A(−µ)2j are given in Table 4.1 for both

odd and even m. Note that the prefactor 1
m|d|pm−1 in Eq. (4.21) is equal to the density

of states ρ(|ω|) = 1
m|d|1/m |ω|

−1+1/m. Hence, we have proved that L(ω) is given by Eq.

(4.13).

2Closing the contour in the lower half of the complex plane would give the same answer
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As we have mentioned in Sec. 4.3.1, if there exists no bright zero-energy eigenstate,

Eq. (4.11) holds for the class of models where |vk〉 = V (k) |u〉, even when N ≥ 2.

In the following subsection, we give the definition of bright zero-energy eigenstates

and provide a physical explanation as to why our universality results require their

absence.

4.3.3 Bright zero-energy eigenstates

Due to the multi-component nature of our emitter scattering problems, we find it

necessary to categorize all eigenstates of the Hamiltonian into bright, dark, and emit-

ter eigenstates. Bright eigenstates have a nonzero photon and emitter wavefunction,

while dark eigenstates have only a nonzero photonic amplitude, and emitter eigen-

states have only a nonzero emitter amplitude. With this terminology established, we

now give an overview of the properties of the different types of eigenstates at zero

energy. The zero-energy emitter states correspond to the null vectors of KR that

are orthogonal to |vk〉 = V (k) |u〉. They are decoupled from the photon channel,

hence their existence has no impact on the universal behavior of the S-matrix. For

V (k) with nonzero derivatives at k = 0, there generally exist uncountably many zero-

energy dark states independent of KR, which are polynomial functions with degree

less than m − 1. Bright states at zero-energy are fine-tuned and have a constant

photon wavefunction in space. As we show below, these states come into existence

precisely when the universal scattering behavior fails.

Table 4.1: The set A and the value of κm =
∑

j∈A(−µ)2j for both odd and even m.

A κm ≡
∑

j∈A(−µ)2j

Odd m
θ ∈ (0, π) (0, 1, 2, . . . m−1

2
) − 1

µ−1

θ ∈ (π, 2π) (0, 1, 2, . . . m−3
2

) − 1
(µ−1)µ

Even m θ ∈ (0, 2π) (0, 1, 2, . . . m−2
2

) 2
1−µ2
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To give a heuristic explanation for why universal scattering at zero energy fails at

these fine-tuned parameters, we consider the classic model of 1D potential scattering

with quadratic dispersion relation (m = 2), i.e., a 1D quantum mechanical problem

described by the Schrödinger equation

−d
2ψ(z)

dz2
+ V (z)ψ(z) = Eψ(z), (4.22)

where we set the mass equal to 1/2. A particle being scattered off a generic, short-

range potential V (z) would experience a total reflection in the limit E → 0, similarly

to what happens in our 1D emitter scattering models. Another feature of these 1D

potential scattering problems is that there exists a fine-tuned, critical regime when the

scattering in the limit E → 0 becomes total transmission instead of total reflection.

This occurs when there is a zero-energy eigenstate and there is no energy scale to

compare with when the limit E → 0 is taken. The zero-energy eigenstate can be

understood as the effective “transition state” when a new bound state emerges or

disappears upon the continuous tuning of parameters.

Similarly, in our emitter scattering models, the universal scattering behavior that

takes place for generic parameters would fail at certain fine-tuned parameters. An

important difference to note is that, unlike in potential scattering, not all zero-energy

eigenstates in emitter scattering are associated with the critical regime where the

universal scattering behavior fails. For the particular type of interactions |vk〉 being

considered in this chapter, we discover that the critical regime can be associated with

the existence of a particular type of eigenstates at zero energy, which we call bright

zero-energy states (defined above).
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4.3.4 The proof

After explaining the physical meaning of the conditions when the universal results

would fail, we are ready to delve into the proof. In order to state our goal more

explicitly, we rewrite the Hamiltonian given by Eq. (4.3) in the single-excitation

manifold:

H(1) =

∫ +∞

−∞
dk ε(k)C†(k)C(k) +

∫ +∞

−∞
dk
[
C†(k)V ∗(k) 〈u|+ C(k)V (k) |u〉

]
+ KR,

(4.23)

where we have used the matrix representation KR to replace
∑N

i,j=1 K
R
ijb
†
ibj and the

vector |vk〉 = V (k) |u〉 to replace the emitter creation operators
∑N

i=1 Vi(k)b†i .

Our goal in this subsection is to prove the following theorem:

Theorem 1. Suppose V (k) is a locally square-integrable function continuous at k = 0

and V (k = 0) 6= 0. When k → ±∞, |V (k)|2 = o(km−γ) for some γ > 1. Consider

the class of emitter interactions |vk〉 = V (k) |u〉, where |u〉 is a unit vector. The

single-particle T-matrix given by Eqs. (4.6)- (4.8) reads:

T (ω, k, k′) = V ∗(k′)V (k)〈u| 1

ω1N −KR −K(ω)
|u〉, (4.24)

K(ω) = |u〉〈u|K(ω), K(ω) ≡
∫ +∞

−∞

|V (k)|2

ω − ε(k)
. (4.25)

When H(1) in Eq. (4.23) has no bright zero-energy eigenstates, Eq. 4.3.1 holds,

namely,

lim
ω→0

L(ω)T (ω, k, k′) = −V
∗(k′)V (k)

|V (0)|2
. (4.26)

82



Note that T (ω, k, k′) and K(ω) are defined for ω outside the continuum spectrum,

hence the limit ω → 0 is taken in any direction except from within the continuum

spectrum.

Proof. Our proof consists of two lemmas linked by a condition on KR. The idea of

the proof is that the absence of bright zero-energy eigenstates can be translated into

a condition on KR, which turns out to be necessary for the proof of Eq. (4.26).

Choose an orthonormal basis {|u1〉, |u2〉, . . . |uN〉} for the single-emitter Hilbert

space, where |u1〉 ≡ |u〉 is the first vector in this new basis. The link between the two

lemmas is the submatrix KR
��11

constructed from deleting the first row and first column

of KR; KR
��11

can be considered as an operator on the emitter-excitation subspace

{|u2〉, . . . |uN〉} orthogonal to |u〉. In Lemma 2, we prove that Eq. (4.26) holds if

any null vector of KR
��11

also corresponds to the null vector of KR. In Lemma 3, we

prove that the condition Lemma 2 relies on is guaranteed by the absence of bright

zero-energy eigenstates. Combining the two lemmas completes the proof of Theorem

1.

Lemma 2. If any null vector of KR
��11

also corresponds to the null vector of KR, Eq.

(4.26) follows.

Proof. Using Eq. (4.24), the l.h.s of Eq. (4.26) can be written as

lim
ω→0

L(ω)T (ω, k, k′) = V ∗(k′)V (k) lim
ω→0

L(ω) 〈u|H(ω)−1 |u〉 , (4.27)

where H(ω) ≡ ω1N −KR −K(ω). Hence, our goal, Eq. (4.26), is equivalent to

lim
ω→0

L(ω) 〈u|H(ω)−1 |u〉 = − 1

|V (0)|2
. (4.28)
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In the new basis where |u1〉 = |u〉 is the first basis vector, 〈u|H(ω)−1 |u〉 is

the (1, 1) matrix element of the inverse of H(ω), and can be computed from the

(N − 1)× (N − 1) submatrix H��11(ω) constructed from deleting the first row and first

column of H(ω):

〈u|H(ω)−1 |u〉 =
det(H��11(ω))

det(H(ω))
. (4.29)

Using K(ω) = |u〉〈u|K(ω), we have

det(H��11(ω)) = det(ω1N−1 −KR
��11), (4.30)

det(H(ω)) = −K(ω) det(ω1N−1 −KR
��11) + det(ω1N −KR). (4.31)

Combining Eqs. (4.29), (4.30) and (4.31), the l.h.s of Eq. (4.28) becomes

lim
ω→0

L(ω) 〈u|H(ω)−1 |u〉 = lim
ω→0

L(ω)

(
−K(ω) +

det(ω1N −KR)

det(ω1N−1 −KR
��11)

)−1

. (4.32)

Let us label the N roots of the characteristic polynomial of KR by Ei for i = 1, . . . N ,

and the N −1 roots of the characteristic polynomial of KR
��11

by Ēi for i = 1, . . . N −1.

Ei and Ēi correspond to the eigenvalues of KR and KR
��11

, respectively, where any

eigenvalue with multiplicity n ≥ 2 is assigned to n different indices. We have

lim
ω→0

det(ω1N −KR)

det(ω1N−1 −KR
��11)

= lim
ω→0

∏N
i=1(ω − Ei)∏N−1
i=1 (ω − Ēi)

. (4.33)

Since any null vector of KR
��11

corresponds to a null vector of KR by the assumption of

the Lemma, if KR has null vectors, its zero-eigenvalue multiplicity must be greater

or equal to that of K��11. Hence, the limit in Eq. (4.33) is finite.

In Sec, we have introduced the identity limω→0 L
−1(ω) 1

ω−ε(k)
= δ(k); hence limω→0 L

−1(ω)K(ω) =
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|V (0)|2 6= 0 and Eq. (4.32) leads to Eq. (4.28). The proof of Lemma 2 is complete.

If we can prove that the absence of bright zero-energy eigenstates of Eq. (4.23)

guarantees that any null vector of KR
��11

also corresponds to the null vector of KR, Eq.

(4.26) would immediately follow from Lemma 2. To do this, we prove the contrapos-

itive statement in the following lemma:

Lemma 3. When there exists a vector |e0〉 =
∑N

i=2 ei |ui〉 orthogonal to |u〉, such that

KR |e0〉 6= 0 and KR
��11
|e0〉 = 0, then there exists a bright zero-energy eigenstate of the

Hamiltonian in Eq. (4.23).

Proof. We plan to write down an ansatz with a nonzero photon and emitter wavefunc-

tion and verify that it is a zero-energy eigenstate of the Hamiltonian in Eq. (4.23).

The ansatz we propose is the following:

|ψ0〉 =

∫ +∞

−∞
dz ψ0(z)C†(z) |0, g〉+ |e0〉 , (4.34)

ψ0(z) = −V (0)−1 〈u|KR|e0〉 , (4.35)

where the photon wavefunction ψ0(z) in the coordinate space is a constant function.

By definition, |e0〉 is orthogonal to |u〉. Because KR |e0〉 6= 0 and KR
��11
|e0〉 = 0,

KR |e0〉 is a nonzero vector proportional to |u〉. Hence, ψ0(z) 6= 0.

Our goal is to prove that the ansatz given by Eqs. (4.34) and (4.35) is the zero-

energy eigenstate of the Hamiltonian in Eq. (4.23). Applying H(1) in Eq. (4.23) to

85



the Fourier transform of the ansatz in Eq. (4.34), we get

H(1) |ψ0〉 =

∫ +∞

−∞
dk ε(k)ψ0(k)C†(k) |0, g〉+ V ∗(k) 〈u|e0〉C†(k) |0, g〉

+ ψ0(k)V (k) |u〉+ KR |e0〉 , (4.36)

where the momentum-space photon wavefunction ψ0(k) = −V (0)−1 〈u|KR|e0〉 δ(k) is

the Fourier transform of Eq. (4.35). Since the dispersion relation satisfies ε(0) = 0,

the first term on the r.h.s of Eq. (4.36) is zero:
∫ +∞
−∞ dk ε(k)ψ0(k)C†(k) |0, g〉 = 0.

Because 〈u|e0〉 = 0, the second term on the r.h.s of Eq. (4.36) is also equal to 0. The

third term

∫ +∞

−∞
dk ψ0(k)V (k) |u〉 = − |u〉 〈u|KR |e0〉 (4.37)

cancels with the fourth term KR |e0〉 on the r.h.s of Eq. (4.36) because KR |e0〉 is

proportional to |u〉. Therefore, H(1) |ψ0〉 = 0, and this is the end of the proof for

Lemma 3.

Combining Lemmas 2 and 3, we can obtain Theorem 1.

4.4 Levinson’s theorem

4.4.1 Overview of results

Levinson’s theorem relates the quantized scattering phase to the number of bound

states in the system. In the literature, the theorem has been discussed in various

Hermitian systems and various dimensions [6, 12, 45, 46, 81, 84, 95, 105, 106, 125, 169],
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(a) ε = ±|d|k (b) ε = |d|k2

(c) ε = |d|k6 (d) ε = ±|d|k5

Figure 4.2: Illustrations of the trajectories of det[S(E)] of a dissipative system in the
complex plane when E is increased from Emin to Emax for (a) ε(k) = ±|d|k, where the
trajectory starts and ends at 1. (b) ε = |d|k2, where the trajectory starts at−1 and ends at 1.
(c) ε = |d|k6, where the trajectory starts at exp(iπ/3) and ends at 1. (d) ε = ±|d|k5, where
the trajectory for E ∈ (−∞, 0) (solid yellow) starts at 1 and ends at S(0−) = exp(iπ/5) ,
while the trajectory for E ∈ (0,+∞) (solid blue) starts at S(0+) = exp(iπ/5) and ends at
1.

where the dispersion relation close to the scattering threshold is always quadratic.

In Chapter 2, we generalized Levinson’s theorem to 1D emitter scattering, where

dissipation is present and the dispersion relation is linear at all k. In that case,

there is no well-defined scattering threshold. When we consider dispersion relations

ε(k) = σ|d|km with the class of photon-emitter couplings |vk〉 = V (k) |u〉, the S-

matrix can take different universal limits at zero energy, dependent on the value

of the integer m ≥ 2 [see Eqs. (4.15) and (4.16)]. This leads to a modification to

Levinson’s theorem, as we illustrate in the remainder of this chapter.

87



For simplicity, we assume that there are no bright zero-energy eigenstates and

no bound states in the continuum in the system. Before discussing general m, we

summarize the theorem for quadratic (m = 2) and linear (m = 1) dispersion relations.

When energy E is increased from the lower end of the continuum spectrum Emin

(which can be −∞) to the upper end Emax (which can be +∞), det[S(E)] traces a

trajectory in the complex plane. In the case of ε(k) = k, the S-matrix is an identity

matrix at both ends of the continuum spectrum. The trajectory of det[S(E)] in

these cases forms a closed loop starting and ending at 1, as illustrated in Fig. a. For

illustration purposes, we assume that the system is dissipative, so the trajectory is

not confined to the unit circle. Levinson’s theorem states that the winding number

of this loop around the origin is equal to the decrease in the number of bound states

∆NB after the interaction is turned on [6, 81]. For emitter scattering, the number of

bound states for the bare Hamiltonian H0 is equal to the number of emitters N ; hence,

∆NB = N − NB, where NB is the number of bound states for the full Hamiltonian

[165]. If we define the scattering phase δ(E) of det[S(E)] ≡ | det[S(E)]| exp(2iδ(E))

as a continuous function of E 3, the theorem can be stated as ∆δ ≡ δ(Emax) −

δ(Emin) = π∆NB. For a quadratic dispersion relation ε(k) = k2, the trajectory of

det[S(E)] starts at limE→0 det[S(E)] = −1 and ends at limE→+∞ det[S(E)] = 1,

as illustrated in Fig. b. As compared to the closed-loop case of Fig. a, Levinson’s

theorem is modified to ∆δ = π∆NB + π/2 4 .

Next, we give our results on Levinson’s theorem for emitter scattering with dis-

persion relation ε(k) = σ|d|km with σ = ±1 and photon-emitter couplings |vk〉 =

V (k) |u〉. First, consider the case of even m. When σ = +1, the trajectory of

3For dissipative systems, we assume that det[S(E)] 6= 0 for any E within the continuum spectrum
4For potential scattering, see Levinson’s theorem for quadratic dispersion relation in 1D in Ref.

[46]. For emitter scattering, Levinson’s theorem for quadratic dispersion relation is, to our knowl-
edge, first presented by our recent paper [167] corresponding to this chapter.
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det[S(E)] starts at limE→0+ det[S(E)] = exp(2πi/m) [see Eq. (4.16)] and ends at

limE→+∞ det[S(E)] = 1, as illustrated in Fig. c for m = 6. When σ = −1, the trajec-

tory of det[S(E)] starts at limE→−∞ det[S(E)] = 1 and ends at limE→0− det[S(E)] =

exp(−2πi/m). In the following subsection, we prove that, for both cases,

∆δ = π(N −NB) + π
m− 1

m
. (4.38)

When m is odd, the continuum spectrum is (−∞, 0)∪ (0,+∞), and the trajectory of

S(E) is discontinuous across 0, as illustrated in Fig. d. When E increases from −∞

to 0, the trajectory starts from 1 and ends at exp(−iπ/m) [see Eq. (4.15)]. When E

increases from 0 to +∞, the trajectory starts at exp(+iπ/m) and ends at 1. If we

define ∆δ as the sum of the winding phases of the two continuous trajectories, ∆δ

satisfies Eq. (4.38), as we show in the following subsection.

4.4.2 The proof

In this subsection, we prove Levinson’s theorem for the class of emitter scattering

models with |vk〉 = V (k) |u〉, i.e. Eq. (4.38). Let us restate the objective of our proof

in the following theorem:

Theorem 4. Denote the continuum spectrum by Rc. We assume that there are no

bound states in the continuum or bright zero-energy eigenstates in the system. For

dissipative systems, we assume that det[S(E)] 6= 0 for E ∈ Rc. The winding phase

∆δ of det[S(E)] around the origin is defined as

2∆δ = −i
∫
Rc
dE

∂E det[S(E)]

det[S(E)]
. (4.39)

Suppose |vk〉 = V (k) |u〉 satisfies the properties listed in Theorem 1 and the dis-
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persion relation is given by ε(k) = σ|d|km, where σ = ±1 and m ≥ 2 is an integer.

We have

∆δ = π(N −NB) + π
m− 1

m
, (4.40)

where N is the number of emitters and NB is the number of bound states.

The main idea of the proof is to define an analytic continuation of det[S(E)] to the

complex plane and observe the fact that the bound state energies are the poles of this

function. The proof is similar to Sec. 2.6 in Chapter 2, where we proved Levinson’s

theorem for photon-emitter models with linear dispersion relations.

In preparation for the proof of Theorem 4, we introduce Theorem 5, where we pro-

pose an analytic function s(ω) that is equal to the analytic continuation of det[S(E)]

to the complex plane. Though introduced here as a tool for proving Theorem 4, The-

orem 5 provides a quick method to compute det[S(E)] using KR and K(E+i0±) and

is an important theorem itself. We comment that the range of application of Theorem

5 is well beyond the class of photon-emitter models discussed in this chapter: it can

be applied to general photon-emitter interactions |vk〉 and other dispersion relations

beyond ε(k) = ±|d|km.

Theorem 5. Define J(ω) = det[ω1N−KR−K(ω)] as a function on the complement

of the continuum spectrum Rc in the complex plane. For the values of ω s.t. J(ω) 6= 0,

we can define s(ω) = J(ω∗)
J(ω)

. When E is not equal to the energy of a bound state in

the continuum,

s(E + i0+) = det[S(E)]. (4.41)

We comment that the bound state energies EB correspond to the poles of the
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emitter propagator G(ω) = [ω1N −KR −K(ω)]−1, hence they satisfy J(EB) = 0.

Proof. Let n(E) denote the momentum degeneracy at energy E and k1, . . . kn(E) the

degenerate momenta at energy E. When ε(k) = ±|d|km and E ∈ Rc, n(E) = 1 for

odd m and n(E) = 2 for even m. According to Eqs. (4.5)-(4.8), the S-matrix S(E)

is a n(E)× n(E) matrix, whose matrix elements are given by

Sαβ(E) = δαβ −
2πi√

|ε′(kα(E))ε′(kβ(E))|
〈vkβ(E)|G(E + i0+)|vkα(E)〉 , (4.42)

where α, β ∈ (1, 2, . . . , n(E)).

Note that in writing down Eq. (4.42), we have implicitly assumed that the limit

G(E + i0+) ≡ limη→0+ G(E + iη) exists. However, if Ec1N −KR −K(Ec + i0+) has

a zero eigenvalue for some energy Ec ∈ Rc, G(Ec + iη) does not have a limit when

η → 0+ and Ec corresponds to the energy of a bound state in the continuum. This is

why the theorem only applies to E 6= Ec.

Construct A as a N × n(E) matrix and A† its Hermitian conjugate:

A =

(
1√
|ε′(k1)|

|vk1〉, . . . 1√
|ε′(kn(E))|

|vkn(E)
〉
)
, (4.43)

then the n(E)× n(E) matrix S(E) for E 6= Ec can be written as

S(E) = 1n(E) − 2πiA†G(E + i0+)A, (4.44)

where 1n(E) is an identity matrix of dimension n(E).

Using the definitions of s(ω), J(ω) and the properties of determinant, we have,

s(E + i0+) = det(1N + (K(E + i0+)−K(E + i0−))G(E + i0+)), (4.45)
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where K(E + i0+)−K(E + i0−) can be re-written as

K(E + i0+)−K(E + i0−) =

∫ +∞

−∞
dk |vk〉〈vk|

(
1

E + i0+ − ε(k)
− 1

E + i0− − ε(k)

)
,

= −
∫ +∞

−∞
dk |vk〉〈vk|2πiδ(E − ε(k)),

= −2πi

n(E)∑
α=1

1

|ε′(kα)|
|vkα〉〈vkα| = −2πiAA†. (4.46)

Inserting Eq. (4.46) into Eq. (4.45), we get

s(E + i0+) = det
(
1N − 2πiAA†G(E + i0+)

)
. (4.47)

According to a standard result in linear algebra known as the extension of the matrix

determinant lemma, given an invertible N×N matrix −2πiG(E+i0) and a N×n(E)

matrix A,

det(1N − 2πiAA†G(E + i0+) = det(1n(E) − 2πiA†G(E + i0+)A). (4.48)

Using Eqs. (4.44) and (4.47), we see that the l.h.s and r.h.s of Eq. (4.48) are equal to

s(E + i0+) and det[S(E)], respectively. This is the end of the proof for Theorem 5.

We proceed to prove Theorem 4 with the help of Theorem 5.

Proof. (Theorem 4)

First consider ε(k) = |d|km with odd m, in which case the continuum spectrum is

Rc = (−∞, 0)∪ (0,+∞). Since we have assumed that there is no bound state in the

continuum, using Theorem 5, we can replace det[S(E)] by J(E+i0−)
J(E+i0+)

for E ∈ Rc and
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(a) ε(k) = |d|km, odd m

 

  

 

  

    

(b) ε(k) = |d|km, even m

Figure 4.3: Illustration of the integration contours for the calculation of the winding phase
of det[S(E)]. (a) Contours for a dispersion relation ε(k) = |d|km with odd m. (b) Contours
for a dispersion relation ε(k) = |d|km with even m. The density of states diverges at the
origin E = 0, marked by the red dot. The blue lines represent the continuum spectrum,
while the yellow stars represent bound-state energies. The dashed lines with arrows are the
integration paths for the evaluation of the winding number of det[S(E)]. The semicircles
(circles) are added to form closed integration contours so that the residue theorem can be
invoked. The red semicircles (circle) go around the origin with an infinitesimal radius, while
the black semicircles (circle) have an infinite radius.

rewrite Eq. (4.39) in terms of a contour integral in the complex plane:

2∆δ = −i
∫
Rc
dE

[
∂EJ(E + i0−)

J(E + i0−)
− ∂EJ(E + i0+)

J(E + i0+)

]
= −i

∫
R+

1 +R−1 +R+
2 +R−2

dω
∂ωJ(ω)

J(ω)
,

(4.49)

where E is a real coordinate, ω is a complex coordinate, and the integration contours

R±1 and R±2 are illustrated by the dashed lines in Fig. 4.3a.

R±2 and R±1 represent the contours just above/below the real line for E < 0 and

E > 0, respectively. We can obtain two closed integration contours by adding a pair

of semicircles C± with an infinitesimal radius around 0 and a pair of semicircles S±

with radius |ω| → ∞. Equation (4.49) can then be rewritten as

2∆δ = −i
∮
dω
∂ωJ(ω)

J(ω)
+ i

∫
S++S−

dω
∂ωJ(ω)

J(ω)
+ i

∫
C++C−

dω
∂ωJ(ω)

J(ω)
, (4.50)
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where
∮

represents the sum of integrals over the two closed contours. For odd m,

J(ω) is analytic in the complement of the real line in the complex plane. The poles

of J−1(ω) correspond to the bound state energies; they can only be located below the

real line given our assumption that there is no bound state in the continuum. This

also implies that when KR is Hermitian, NB = 0. Applying the residue theorem, the

closed contours in the upper and lower half planes yield 0 and −2πiNB, respectively.

Hence,

−i
∮
dω
∂ωJ(ω)

J(ω)
= −2πNB. (4.51)

Next, we evaluate the integrals along the small semicircles. J(ω) is equal to

det[H(ω)] in Eq. (4.31), which shows that J(ω) ∼ K(ω) ∼ L(ω) when ω → 0.

Intuitively, the winding phases of J(ω) along C± are equal to the winding phases of

L(ω) along C±, which contribute to the term πm−1
m

in Eq. (4.40). To demonstrate it

rigorously, we write J(ω) as the product of L(ω) and another function g(ω):

J(ω) = L(ω)g(ω),

g(ω) ≡ −L−1(ω)K(ω) det(ω1N−1 −KR
��11) + L−1(ω) det(ω1N −KR). (4.52)

This way the winding phases of J(ω) along C± can be evaluated as the sum of the

winding phases of g(ω) and L(ω):

i

∫
C±
dω
∂ωJ(ω)

J(ω)
= i

∫
C±
dω
∂ωL(ω)

L(ω)
+ i

∫
C±
dω
∂ωg(ω)

g(ω)
. (4.53)

Using Eqs. (4.21), the winding number of L(ω) can be evaluated explicitly in polar
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coordinates:

i

∫
C+
dω
∂ωL(ω)

L(ω)
= i lim

r→0

∫ π−

0+
dθ

∂θL(r, θ)

L(r, θ)
,

= i lim
r→0

∫ π−

0+
dθ − i(m− 1)/m,

= π(m− 1)/m, (4.54)

where
∫ π−

0+
dθ ≡ limθ1→0+,θ2→π−

∫ θ2
θ1
dθ. The integral along C− can be evaluated simi-

larly; and it has the same value as the integral along C+.

Next, we argue that the winding phases of g(ω) along C± are equal to 0. Note that

the contour C+/C− is defined through two limiting processes taken consecutively on

an arc centered at the origin of the complex plane. In the first limit, we fix the radius

of the arc and send both endpoints of the arc to infinitesimal distances above/below

the real line, so the arc almost becomes a semicircle. In the second limit, the radius

of the arc is sent to 0. Because of this, we need to first examine g(E + iη) when

η → 0±, and then send E → 0.

Using Eq. (4.52), we see that g(ω) is an analytic function in the complement of the

real line on the complex plane for odd m. Since limη→0± L
−1(E + iη)K(E + iη) and

limη→0± L
−1(E + iη) exist for E anywhere on the real line R, limη→0± g(E + iη) ≡

g(E + i0±) exist for E ∈ R. Furthermore, since limω→0 L
−1(ω)K(ω) = |V (0)|2,

g(E + i0±) as functions of E ∈ R are continuous at E = 0.

The winding phase of g(ω) along C+ is equal to the phase difference between

g(−|E|+i0+) and g(|E|+i0+) in the limit E → 0. Similarly, the winding phase of g(ω)

along C− is equal to the phase difference between g(|E|+i0−) and g(−|E|+i0−) in the

limit E → 0. Because of the continuity of g(E+ i0±) at E = 0, i
∫
C++C− dω

∂ωg(ω)
g(ω)

= 0.
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Therefore,

i

∫
C++C−

dω
∂ωJ(ω)

J(ω)
= i

∫
C++C−

dω
∂ωL(ω)

L(ω)
= 2π(m− 1)/m. (4.55)

At last, we evaluate the integral along the large semicircles, which can be written

in polar coordinates as

i

∫
S++S−

dω
∂ωJ(ω)

J(ω)
= i lim

r→∞

(∫ 0+

π−
dθ
∂θJ(r, θ)

J(r, θ)
+

∫ π+

2π−
dθ
∂θJ(r, θ)

J(r, θ)

)
. (4.56)

Using Eq. (4.31), J(ω) can be written as

J(ω) = −K(ω)PN−1(ω) + PN(ω), (4.57)

where PN−1(ω) ≡ det(ω1N−1 −KR
��11) and PN(ω) ≡ det(ω1N −KR) are polynomial

functions of ω with degrees N − 1 and N , respectively. From the definition of K(ω)

in Eq. (4.25), we can see that lim|ω|→∞K(ω) = 0, hence J(ω) ∼ PN(ω) ∼ ωN when

|ω| → ∞; and we expect that the sum of the winding phases of J(ω) around the

large semicircles is equal to 2πN . In the following, we provide a careful mathematical

analysis to verify this intuitive result.

Taking the derivative of Eq. (4.57) w.r.t θ, we have

∂θJ(r, θ) = iω∂ωJ(ω) = −iω∂ωK(ω)PN−1(ω)− iωK(ω)∂ωPN−1(ω) + iω∂ωPN(ω).

(4.58)

We can observe from Eq. (4.25) that lim|ω|→∞ ∂ωK(ω) = lim|ω|→∞K(ω) = 0. In
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addition, lim|ω|→∞
PN−1(ω)

PN (ω)
= lim|ω|→∞

∂ωPN−1(ω)

PN (ω)
= 0, hence

lim
r→∞

∂θJ(r, θ)

J(r, θ)
= lim
|ω|→∞

iω∂ωPN(ω)

PN(ω)
= iN (4.59)

uniformly in θ ∈ (0, π) ∪ (π, 2π). Applying the dominated convergence theorem, we

can evaluate the r → ∞ limit of the following definite integral as a function of the

integration end points θ1, θ2 ∈ (0, π) (or θ1, θ2 ∈ (π, 2π)):

i lim
r→∞

∫ θ2

θ1

dθ
∂θJ(r, θ)

J(r, θ)
= (θ1 − θ2)N. (4.60)

The limit in Eq. (4.60) is uniform in θ1, θ2 because the limit in Eq. (4.59) is uniform

in θ. This implies that, when we evaluate Eq. (4.56), we can exchange the limit in r

and the limits in the integration end points:

i

∫
S+
dω
∂ωJ(ω)

J(ω)
≡ i lim

r→0
lim

θ1→π−
lim
θ2→0+

∫ θ2

θ1

dθ
∂θJ(r, θ)

J(r, θ)

= i lim
θ1→π−

lim
θ2→0+

lim
r→0

∫ θ2

θ1

dθ
∂θJ(r, θ)

J(r, θ)
= πN, (4.61)

where we have used Eq. (4.60) in evaluating Eq. (4.61). The integration along S−

can be evaluated similarly, and it has the same value as Eq. (4.61); hence we get

i

∫
S++S−

dω
∂ωJ(ω)

J(ω)
= 2πN. (4.62)

Combining Eqs. (4.50), (4.51), (4.55) and (4.62), we obtain Eq. (4.40) for the disper-

sion relation ε(k) = |d|km with odd m. The case of ε(k) = −|d|km with odd m can

be proved identically once we replace E with −E.

Next, we discuss the case of ε(k) = |d|km with even m. Similarly as in the case of
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odd m, the winding phase of det[S(E)] can be evaluated as

2∆δ =

∫ ∞
0+

dE

[
∂ωJ(E − i0)

J(E − i0)
− ∂ωJ(E + i0)

J(E + i0)

]
=

∫
R++R−

dω
∂ωJ(ω)

J(ω)

=

∮
dω
∂ωJ(ω)

J(ω)
−
∫
S
dω
∂ωJ(ω)

J(ω)
−
∫
C
dω
∂ωJ(ω)

J(ω)
, (4.63)

where the integration contours are illustrated in Fig. 4.3b. R± represent the contours

just above and below the real line along the continuum spectrum.
∮

represents the

integration over the closed contour. Following a procedure similar to the case of odd

m, it is easy to show that the result of this integral is also given by Eq. (4.40). The

case of ε(k) = −|d|km with even m can be proved similarly.

This is the end of the proof for Theorem 4.

4.5 Outlook

In this chapter, we have illustrated how a divergent density of states results in a

wide variety of universal scattering behavior in photon-emitter models. Our results

open up several areas of research in the study of scattering properties of synthetic

quantum matter. It would be interesting to extend our results to more general analytic

dispersion relations and more than one incoming photon. Another important next

step is to see if it is possible to generalize the universal emitter scattering results

to scattering off arbitrary, short-range potentials, such as occurs in translationally-

invariant two-particle scattering. It would also be interesting to study the universal

behavior of the S-matrix in different dimensions when the density of states diverges.

An outstanding challenge is to describe emitter scattering when both dissipation and

coherent driving are present.

More generally, our work shows how changing the single-particle dispersion rela-
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tion modifies the universal properties of the S-matrix in scattering theory. Although

our results rigorously apply only in the zero-energy limit, our work establishes the

foundation for the development of a universal low-energy theory for unusual disper-

sion relations. Similar to the case of quadratic dispersion relations, we expect the

scattering to be primarily determined by the scattering length when the de Broglie

wavelengths of the particles are large compared to the range of the interaction. It will

be interesting to explore how other well-studied problems for massive particles—such

as Efimov physics [24, 25, 49], renormalization for the effective field theory [1, 14],

and the N -body scale [13]—are modified in the presence of these more general dis-

persion relations. It would also be interesting to understand the implication of our

results in the many-body context, e.g. in dilute Bose gases with spin-orbit coupling

[29, 64, 100] or in twisted bilayer graphene near a magic angle [82, 173, 174]. The

high level of control offered by synthetic quantum systems opens up the prospect that

these effects may be realizable in near-term experiments.
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[28] H. P. Büchler, A. Micheli, and P. Zoller. Three-body interactions with cold
polar molecules. Nat. Phys., 3(10):726–731, 2007.

[29] Daniel L Campbell, Gediminas Juzeliūnas, and Ian B Spielman. Realistic
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[36] Darrick E. Chang, Vladan Vuletić, and Mikhail D. Lukin. Quantum nonlinear
optics - Photon by photon. Nat. Photonics, 8(9):685–694, August 2014.

[37] L Chomaz, L Corman, T Yefsah, R Desbuquois, and J Dalibard. Absorption
imaging of a quasi-two-dimensional gas: a multiple scattering analysis. New J.
Phys., 14(5):055001, 2012.

[38] Logan W. Clark, Ningyuan Jia, Nathan Schine, Claire Baum, Alexandros Geor-
gakopoulos, and Jonathan Simon. Interacting Floquet polaritons. Nature,
532:571, 2019.

[39] Neil V. Corzo, Baptiste Gouraud, Aveek Chandra, Akihisa Goban, Alexandra S.
Sheremet, Dmitriy V. Kupriyanov, and Julien Laurat. Large Bragg Reflection
from One-Dimensional Chains of Trapped Atoms Near a Nanoscale Waveguide.
Phys. Rev. Lett., 117(13):133603, 2016.

[40] A. J. Daley, J. M. Taylor, S. Diehl, M. Baranov, and P. Zoller. Atomic
three-body loss as a dynamical three-body interaction. Phys. Rev. Lett.,
102(4):040402, 2009.

[41] Sumanta Das, Vincent E. Elfving, Florentin Reiter, and Anders S. Sørensen.
Photon scattering from a system of multilevel quantum emitters. i. formalism.
Phys. Rev. A, 97:043837, April 2018.

[42] Sumanta Das, Vincent E. Elfving, Florentin Reiter, and Anders S. Sørensen.
Photon scattering from a system of multilevel quantum emitters. ii. application
to emitters coupled to a one-dimensional waveguide. Phys. Rev. A, 97:043838,
April 2018.

[43] S Debnath, NM Linke, S-T Wang, C Figgatt, KA Landsman, L-M Duan, and
C Monroe. Observation of hopping and blockade of bosons in a trapped ion
spin chain. Phys. Rev. Lett., 120(7):073001, 2018.

[44] M H Devoret and R J Schoelkopf. Superconducting circuits for quantum infor-
mation: an outlook. Science, 339(6124):1169–74, March 2013.

[45] Shi-Hai Dong, Xi-Wen Hou, and Zhong-Qi Ma. Relativistic levinson theorem
in two dimensions. Phys. Rev. A, 58(3):2160, 1998.

[46] Shi-Hai Dong and Zhong-Qi Ma. Levinson’s theorem for the schrödinger equa-
tion in one dimension. Int. J. of Theor. Phys., 39(2):469–481, 2000.

103



[47] Y. O. Dudin and A. Kuzmich. Strongly interacting Rydberg excitations of a
cold atomic gas. Science, 336(6083):887–889, May 2012.

[48] V. Efimov. Energy levels arising from resonant two-body forces in a three-body
system. Phys. Lett. B, 33(8):563 – 564, 1970.

[49] V Efimov. Energy levels of three resonantly interacting particles. Nucl. Phys.
A, 210(1):157–188, 1973.

[50] Manuel Endres, Hannes Bernien, Alexander Keesling, Harry Levine, Eric R
Anschuetz, Alexandre Krajenbrink, Crystal Senko, Vladan Vuletic, Markus
Greiner, and Mikhail D Lukin. Atom-by-atom assembly of defect-free one-
dimensional cold atom arrays. Science, 354(6315):1024–1027, 2016.

[51] L D Faddeev. Scattering theory for a three-particle system. Sov. Phys. JETP,
12(5):1014–1019, 1961.
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H. P. Büchler, I. Lesanovsky, and S. Hofferberth. Enhancement of Rydberg-
mediated single-photon nonlinearities by electrically tuned Förster resonances.
Nat. Commun., 7:12480, August 2016.

[66] H. Gorniaczyk, C. Tresp, J. Schmidt, H. Fedder, and S. Hofferberth. Single-
photon transistor mediated by interstate Rydberg interactions. Phys. Rev. Lett.,
113(5):053601, July 2014.

[67] Alexey V. Gorshkov, Rejish Nath, and Thomas Pohl. Dissipative many-body
quantum optics in rydberg media. Phys. Rev. Lett., 110:153601, April 2013.

[68] Alexey V. Gorshkov, Johannes Otterbach, Michael Fleischhauer, Thomas Pohl,
and Mikhail D. Lukin. Photon-photon interactions via Rydberg blockade. Phys.
Rev. Lett., 107(13):133602, September 2011.

[69] A. Grankin, E. Brion, E. Bimbard, R. Boddeda, I. Usmani, A. Ourjoumtsev,
and P. Grangier. Quantum statistics of light transmitted through an intracavity
Rydberg medium. New J. Phys., 16(4):043020, 2014.

[70] Tobias Grass, Przemyslaw Bienias, Michael J Gullans, Rex Lundgren, Joseph
Maciejko, and Alexey V Gorshkov. Fractional quantum Hall phases of bosons
with tunable interactions: From the Laughlin liquid to a fractional Wigner
crystal. Phys. Rev. Lett., 121(25):253403, 2018.

105



[71] Andrew D. Greentree, Charles Tahan, Jared H. Cole, and Lloyd C. L. Hollen-
berg. Quantum phase transitions of light. Nat. Phys., 2(12):856–861, December
2006.

[72] M. J. Gullans, S. Diehl, S. T. Rittenhouse, B. P. Ruzic, J. P. D’Incao, P. Juli-
enne, A. V. Gorshkov, and J. M. Taylor. Efimov States of Strongly Interacting
Photons. Phys. Rev. Lett., 119(23):233601, 2017.

[73] M. J. Gullans, J. D. Thompson, Y. Wang, Q. Y. Liang, V. Vuletić, M. D. Lukin,
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Soljačić. Bound states in the continuum. Nat. Rev. Mater., 1(9):16048, July
2016.

[78] Alexander Huck, Shailesh Kumar, Abdul Shakoor, and Ulrik L. Andersen. Con-
trolled coupling of a single nitrogen-vacancy center to a silver nanowire. Phys.
Rev. Lett., 106(9):096801, February 2011.

[79] Dalia P. Ornelas Huerta, Przemyslaw Bienias, Alexander N. Craddock,
Michael J. Gullans, Andrew J. Hachtel, Marcin Kalinowski, Mary E. Lyon,
Alexey V. Gorshkov, Steven L. Rolston, and J. V. Porto. Tunable three-body
loss in a nonlinear Rydberg medium. arXiv:2009.13599, 2020.

[80] C. L. Hung, S M Meenehan, D E Chang, O Painter, and H J Kimble. Trapped
atoms in one-dimensional photonic crystals. New J. Phys., 15(8):083026, August
2013.

[81] Masakuni Ida. On the relation between the phase shift and the number of
bound states. Prog. of Theor. Phys., 21(4):625–639, 1959.

[82] Hiroki Isobe and Liang Fu. Supermetal. Phys. Rev. Res., 1(3):033206, 2019.

106



[83] Krzysztof Jachymski, Przemys law Bienias, and Hans Peter Büchler. Three-body
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Z., 30(6):465, 1929.

[163] Edo Waks, Kyo Inoue, Charles Santori, David Fattal, Jelena Vuckovic, Glenn S
Solomon, and Yoshihisa Yamamoto. Quantum cryptography with a photon
turnstile. Nature, 420(6917):762–762, 2002.

[164] Xi-Lin Wang, Xin-Dong Cai, Zu-En Su, Ming-Cheng Chen, Dian Wu, Li Li, Nai-
Le Liu, Chao-Yang Lu, and Jian-Wei Pan. Quantum teleportation of multiple
degrees of freedom of a single photon. Nature, 518(7540):516–519, 2015.

[165] Yidan Wang, Michael J Gullans, Antoine Browaeys, JV Porto, Darrick E
Chang, and Alexey V Gorshkov. Single-photon bound states in atomic en-
sembles. arXiv:1809.01147, 2018.

[166] Yidan Wang, Michael J. Gullans, and Alexey V. Gorshkov. (in preparation),
2021.

[167] Yidan Wang, Michael J Gullans, Xuesen Na, and Alexey V Gorshkov. Uni-
versality in one-dimensional scattering with general dispersion relations. arXiv
preprint arXiv:2103.09830, 2021.

113



[168] Marcel Wellner. Levinson’s Theorem (an Elementary Derivation). Am. J. Phys.,
32(10):787–789, October 1964.

[169] Jon Alan Wright. Generalization of levinson’s theorem to three-body systems.
Phys. Rev., 139(1B):B137, 1965.

[170] Lin Xiong, Carlos Forsythe, M Jung, AS McLeod, SS Sunku, YM Shao, GX Ni,
AJ Sternbach, S Liu, JH Edgar, et al. Photonic crystal for graphene plasmons.
Nat. Commun., 10(1):1–6, 2019.

[171] Shanshan Xu and Shanhui Fan. Input-output formalism for few-photon trans-
port: A systematic treatment beyond two photons. Phys. Rev. A, 91:043845,
2015.

[172] Ming Jay Yang, Han Ying Peng, Neil Na, and Yu Shu Wu. Quantum state
transfer between valley and photon qubits. Phys. Rev. B, 95(7):075407, Febru-
ary 2017.

[173] Noah FQ Yuan and Liang Fu. Classification of critical points in energy bands
based on topology, scaling, and symmetry. Phys. Rev. B, 101(12):125120, 2020.

[174] Noah FQ Yuan, Hiroki Isobe, and Liang Fu. Magic of high-order van hove
singularity. Nat. Commun., 10(1):1–7, 2019.

[175] Emil Zeuthen, Michael J. Gullans, Mohammad F. Maghrebi, and Alexey V.
Gorshkov. Correlated photon dynamics in dissipative Rydberg media. Phys.
Rev. Lett., 119(043602):043602, 2017.

[176] Huaixiu Zheng, Daniel J. Gauthier, and Harold U. Baranger. Strongly corre-
lated photons generated by coupling a three- or four-level system to a waveguide.
Phys. Rev. A, 85(4):043832, April 2012.

114


