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We introduce the notion of “generalized bosons” whose exchange statistics resemble those of bosons, but
the local bosonic commutator [a;, a;f] = 1 is replaced by an arbitrary single-mode operator that is diagonal
in the generalized Fock basis. Examples of generalized bosons include boson pairs and spins. We consider
the analogue of the boson sampling task for these particles and observe that its output probabilities are still
given by permanents, so that the results regarding hardness of sampling directly carry over. Finally, we propose
implementations of generalized boson sampling in circuit-QED and ion-trap platforms.

Quantum random sampling protocols allow us to demon-
strate an advantage of quantum computational devices over
classical computers [1-3]. In a quantum random sampling
protocol the task is to sample from the output distribution of
a certain random quantum computation. Surprisingly, even if
those computations are not universal, the sampling task can in
many cases be computationally difficult for classical comput-
ers [4-17].

This is the case even for random linear-optical computa-
tions: In boson sampling [4] a uniformly random linear mode
transformation is applied to a multi-mode bosonic input state
and measured in the photon-number basis. Boson sampling
protocols come in many different variants, ranging from the
original proposal of Aaronson and Arkhipov [4] with Fock-
state input states (FBS), to Gaussian boson sampling (GBS)
with Gaussian input states [5, 6, 18] and GBS with thresh-
old detectors [19]. The hardness of simulating those schemes
can be traced back to the hardness of computing their out-
put probabilities, which are given by certain polynomials in
submatrices of the linear-optical unitary [6, 20, 21]. Impor-
tantly, the discovery of GBS has enabled recent experimental
demonstrations [3, 22] on much larger scales than is possible
for FBS [23] due to the experimental difficulty of Fock state
preparation.

In this Letter, we further extend boson sampling protocols
to a wider class of quantum systems. Specifically, we in-
troduce generalized bosons, which is a wide class of parti-
cles that hold bosonic commutation relations between differ-
ent sites but have non-bosonic local commutation relations.
For generalized bosons, the local standard bosonic commuta-
tion relations are replaced by an arbitrary diagonal operator
in the local Fock basis. A natural question which we address
in this Letter is therefore whether quantum advantage can be
demonstrated using those generalized bosonic modes analo-
gously to standard bosons.

Specific instances of generalized bosons were first intro-
duced in Refs. [24-26] and find applications for solving inte-
grable systems [27-30] and even interacting bosonic systems
via perturbation theory [31]. As we discuss in more detail
below, modes obeying generalized commutation relation can
also be found in AMO systems. While standard bosons are
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FIG. 1. Boson sampling with generalized bosons. (a) Circuit-QED
implementation of for boson pairs b; = a? as cavity excitations. The
mode-mixing operation is implemented as a non-linear photon-pair
tunneling. (b) Trapped-ion implementation of super-spins. General-
ized boson (superspin) is encoded in internal atomic states. As de-
scribed in the text the mode-mixing unitary operation is implemented
in a Trotterized way by a sequential application of Molmer-Sorensen
[40] laser beams to each pair of ions. In both cases, the final step is
to perform local population measurement.

non-interacting, systems with non-trivial diagonal commuta-
tion relations can be viewed as interacting. Examples include
conventional spin degrees of freedom, and the so-called para-
boson [32, 33] that has recently been studied in ion-trap sys-
tems [34]. Below, we present and analyze another variant of
generalized bosons in a circuit-QED setup in form of boson
pairs [35-39].

Under this framework, we show that boson sampling can
be simulated efficiently by generalized bosons using Fock
state preparations, occupation number measurements and lin-
ear mode mixing. Consequently, all the complexity results for



the original boson sampling protocol carry over. While lin-
ear mode mixing is naturally implemented in non-interacting
systems only, we re-interpret a result by Peropadre et al. [41]
to show an approximate, but efficient, simulation of mode-
mixing for generalized bosons, in certain limits. Finally, we
provide specific implementation proposals for a circuit-QED
and an ion-trap platforms.

On a high level, our work can be viewed as addressing the
question whether there is an intermediate system in between
qubits and non-interacting standard bosons in terms of the
level of interaction. Our results show that performing mode
mixing transformations “bypasses” the interactions of gener-
alized bosonic systems, giving rise to the same output proba-
bilities.

Generalized bosons—  Let us start by being more specific
about the definition of generalized bosonic particles. Recall
the standard bosonic commutation relations between bosonic
annihilation and creation operators a; and a;f for a mode ¢

[amaﬁ 5ij7 [a;r’a;r] [azvag] 0, €y
where [ -, - | denotes the commutator and ¢;; is the Kronecker
delta. For generalized bosons, the last two commutation rela-
tions in Eq. (2) remain unchanged, while the first commuta-
tion relation is modified by multiplying the Kroneker delta
by an arbitrary scalar function F' of the single-mode occupa-
tion number operator n. Here we define the creation operator
by its action on vacuum as (b)) [0) = f(n;)|n;), where
f : N — C is a function that defines the properties of the
generalized boson and |n;) is the Fock state with occuptation
number n; at site 7. So that we obtain the commutation rela-
tions for generalized bosonic modes b;, b;r as

bbT—(LJZFm ) i) (ng|, (bl 61) = [b;,b;] =0, .
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f and F are related and their exact correspondence is dis-
cussed in the Ssupplementary Material [42, Sec. I]. For conve-
nience, we call f(n) as the bosonic factor and only use f(n)
in the following text. A multimode Fock state of generalized
bosons on M modes can thus be written as

M
1 n n in
|n1,n2,...,nM> = (H f(n)> bI 1b£ : .“bTAIM |O>
i=1 ¢
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We give some examples of generalized bosons and their cor-
responding bosonic factors in Table I.

The basic idea of the FBS protocol due to Aaronson and
Arkhipov [4] is to send a Fock state of N photons in M
modes into a uniformly random linear mode-mixing circuit
described by a unitary matrix A € U(M), and subsequently,
to measure the output state in the Fock basis. The linear
optical network A performs mode-mixing so that the input
mode operators {a;}, are transformed to output operators

M
a’Z = Z]:l

Aija;. The probability of obtaining an outcome

k = (k1,..., k) given that the input configuration is given
byl=(l1,...,ln) fork;,l; € Nsuchthat ) . k; =) . l; =
N is then given by

|Perm(A k(1))
(Hz li!) (Hz ki!) '

Here, the permanent Perm of an N x N matrix A = (4, ;); ;
is defined like the permanent but with only positive signs as

N
Perm(A) = Z (H A@g(i)) ) (5)
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where Sy is the symmetric group of IV elements. Moreover,
Alm|n] is an (N x N) matrix constructed by repeating the i
column of A I; many times, and the j® row k; many times.

Boson sampling for generalized bosons— We are now
ready to present the main theoretical result of our work,
namely, that the output probabilities of sampling from gen-
eralized bosons with Fock-state inputs are proportional to the
output probabilities of standard FBS.

Theorem. Consider a linear transformation A € U(M) of
M modes of a generalized bosonic algebra on those modes
with bosonic factor f. Then the probability of measuring out-
come k given a Fock input state |1) is given by

Pr(k[l) = (Hf(l(z]?k)z'> [Perm(AKI)[>.  (6)

We prove the Theorem in the Supplementary Informa-
tion [42, Sec. II]. Consequently, the complexity of FBS for
generalized boson remains the same as the complexity in the
standard boson case [4]. As it turns out, it is also possible to
construct an analogue of the Gaussian phase-space formalism
and a corresponding GBS, which however, is highly unnatural
for generalized bosons and hence we defer a detailed discus-
sion to the Supplementary Material [42, Sec. III].

We have pointed out that the output probabilities of FBS
are essentially unchanged under varying the diagonal com-
mutation relations between the bosons. But does this connec-
tion extend beyond being a mathematical curiousity? While
the preparation of Fock states, the implementation of a linear-
optical mode transformation and a measurement in the Fock
basis are natural operations in the context of quantum optics,
whether the same is true for generalized bosons is unclear a
priori. Vice versa, our result implies that FBS can be imple-
mented whenever those operations are possible.For those plat-
forms, it can then be used as a quantum advantage benchmark
to compare their performance in a hard-to-simulate regime
with other platforms.

General implementation scheme— We now describe the
main idea of implementing FBS for generalized bosons by
generalizing the implementation for a spin—% chain due to Per-
opadre et al. [41]. While Fock-state preparations and mea-
surements are natural, and for every fixed particle number



Boson type Definition F(n) fln)

Standard boson a 1 Vnl

Boson pair [35-39] b=a? 2+ 8n \/W

Spin-S boson [43,44] b= S, —iS, (n —25)6(28 — n) ( ggifj)’,)%

g-boson [24-26] bt — b =¢N,qgeC [n[:]l(;]!q! - [n[T—L]{I]!q! [n]q!

m-paraboson [32, 33] [b,b7] =1+ @m+1)e™m 1+ (2m + 1)e™ " (2k+2’"+3+§m+1)62” )%

TABLE 1. Various generalized bosons and their generalized bosonic algebra, defined in terms of either the function F'(n) or f(n), see Eq. (2).
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For spin-S' boson, the spin operators are S; = »>77, 04, Sy = E?il oy, 0(z) is the Heaviside step function which is zero for x < 0 and 1

for z > 0. For g-bosons, N is defined such that [by, N] = b, [b}, N] = —bl. [n], = q::qq:ln . [nlq! = I1;—, [j]a, Nim is the number operator

of m-paraboson.

there exists a unitary that realizes linear mode mixing, it does Hamiltonian

not seem possible to implement this unitary efficiently in gen- v

eral. Recall that a mode-mixing transformation exp(—itH) T
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arises naturally for standard bosons evolved for time ¢ un- 8BS ‘21 jrout 14jibiin ©)
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der the quadratic Hamiltonian H = "M hi,jajaj with
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coefficient matrix h € CM*M_ In contrast, the non-trivial
commutation relation of generalized bosons create arbitrary
higher-order terms in the Baker-Campbell-Hausdorff expan-
sion when evolving an operator b; under a Hamiltonian that is
quadratic in the generalized bosonic operators b;, b;f. In other
words, quadratic Hamiltonians of generalized bosons are in-
teracting, and vice versa, non-interacting evolution is gener-
ated by highly complex Hamiltonians.

The idea of Peropadre et al. [41] is to prevent those interac-
tions between individual bosons from happening. To achieve
this, they perform a space-time mapping, allowing them to
swap input modes with output modes in a single oscillation so
that there are no collisions during the time evolution. Specifi-
cally, they consider a system of 2/ modes separated into M
input and M output modes, which is evolved for a short, con-
stant time under the Hamiltonian

M
Hps = Z (a;,outRjiai,in -+ h.C.) (7)

ij=1

acting on standard bosonic modes with annihilation operators
{a;in}M, and {a; out }}2, on the two halves of the system,
respectively. Here R € U(M) is a unitary matrix. It turns out
that evolving the initial Fock state |¢(0)) = 1), ®]0M) .
under this Hamiltonian for time 7 /2 results precisely in a state

N M

6(n/2)) = (=)N T D Rjaal 1 10), ®)

i=1j=1

so that a measurement in the Fock basis on the output modes
reproduces the boson sampling protocol.

Let us now consider the analogous generalized bosonic

evolved for time 7 /2 with initial state |¢(0)) conceived of as
a generalized Fock state. Then the generalized bosonic alge-
bra will introduce an error into the output state, since during
the time evolution bosons will ‘meet’ and thus experience the
non-trivial diagonal commutation relation.

Peropadre et al. [41] show that for spin-1/2 systems, in the
dilute limit of M € Q(N*) and for initial states with only
0 or 1 particles in a mode will go to zero as O(N?/v/M) in
Frobenius norm in the asymptotic limit. Hence, their result
can be read as showing that in this regime, the Hamiltonian
(9) approximately realizes linear mode mixing under the uni-
tary R. Importantly, this translates into a total-variation dis-
tance bound between the corresponding output distributions
of O(N?/vV/M).

In the following, we devise two possible implementations
of the generalized boson sampling protocol by simulating the
Hamiltonian (9) in circuit-QED and trapped-ion platforms, re-
spectively. Each protocol includes the preparation of a Fock-
state of generalized bosons, a simulation of Hamiltonian time
evolution under H,pg, and a measurement in the Fock basis
of generalized bosons.

Circuit-QED implementation— We start by considering
photon pairs as the generalized boson where the annihilation
operator is simply the square of a standard boson annihila-
tion operator: b; = a? with [a;, a;] = ;. It is straight-
forward to show that [b;, b;r} =Y (24 8ni) Ing) (nil 8ij.
This expression is clearly diagonal in the Fock basis as re-
quired by the definition of generalized bosons; see also Ta-
ble I. Although photon pairs have been generated in various
parts of the electromagnetic spectrum, our scheme requires
mode-mixing of photon pairs that is guartic in the standard
bosonic operators. Fortunately, the generation and manipu-
lation of such photon pairs has been extensively studied in
circuit-QED systems [35-39, 45]. In particular, we consider



an array of non-linear resonator interacting with a bus waveg-
uide via a non-linear process (see Fig. 1(a)) as described by
the Hamiltonian

eﬁ*—Zgla c+Hc. — Ac c—xZa a;a;a; (10)

in the frame rotating at the cavity frequency w,.. Here, ¥, g;
and A are the circuit parameters defined in the supplemen-
tary material, a; is the cavity annihilation operator and c is
the bus bosonic resonator mode annihilation operator satis-
fying [c,cf] = 1. In particular, we assume that the cou-
pling g can be externally controlled. We note that our im-
plementation allows for the dynamical independent laser con-
trol of coupling coefficients g; = g;(¢). Adiabatically elim-
inating the bus cavity mode we find the effective Hamilto-
nian Hpy,i = > Ji ; () blb; with the tunneling being J; ; =
gi(t)gj(t)/A — x0;,;. We note that the on-site interaction x
will be ignored in the following as it can be eliminated by ei-
ther choosing the coupling constants such that |g;|>/A = x
or by coupling to an additional Josephson junction in anal-
ogy to [35]. The Hamiltonian Hp,;, is formally equivalent to
H,pg required to perform the mode-mixing operation [41].
In the case in which the coefficients g; are time independent,
the resulting J; ; is only a rank-1 matrix and therefore does
not allow for the implementation of an arbitrary unitary mode
transformation. A more general interaction pattern can be ob-
tained by, e.g., using a multimode cavity. Alternatively, due
to the independent dynamical control over coupling terms g;
any Hamiltonian can be implemented in a trotterized fashion
as shown in the Supplementary Material [42, Sec. 2?].

We now discuss the Fock-state bf |0) preparation step of
the protocol. The arbitrary Fock-state preparation has been
demonstrated experimentally in the circuit QED setups [46].
For that we first assume the non-interacting limit g; — 0. In
this case in the non-rotating frame the Hamiltonian Eq. (10)
is local and diagonal in the Fock basis |n;) with eigenvalues
€n = nw. — n(n — 1)x. In order to prepare the desired Fock
state we now assume the system is initially prepared in the
vacuum state |0). The system is then weakly driven with the
driving Hamiltonian being Hgr = Qar/2 >, (a; exp(iwarit) +
a;r exp(—iwart)), where wg, and 4, are the frequency and
the amplitude of the driving. In the limit of weak driving
Q4r <, upon tuning the driving frequency to the two-photon
resonance wg; = £2/2, the system undergoes a two-photon
Rabi oscillation |0;) — bz |0) with the period given by a two-
photon Rabi frequency Qp = /202 /(4x).

The leading error in Fock state preparation is due to popu-
lating the state |1) with probability p1 < Q3 /(4]e1 — war|?).
This probability can be minimized by reducing the Rabi fre-
quency, trading off against decoherence. A further improve-
ment may be achieved by employing the adiabatic protocol
[47] which assumes the control over the detuning of the drive.

The final step of the protocol is the measurement of the pho-
ton number distribution. This can be done by standard means,
e.g., by employing the quantum nondemolition measurement

protocol as experimentally demonstrated in [48, 49]. The fi-
delity of the measurement is limited by the cavity decoher-
ence.

Trapped-ion implementation— We now discuss an imple-
mentation of spin-S generalized bosons using a trapped-ion
quantum simulator, as schematically shown in Fig. 1(b). To
this end, we consider a chain of ions in a linear Paul trap [50].
Each ion is considered to be a two-level system {|g), , |e),}
with the corresponding transition frequency denoted as wegy.
We encode the super-spin S(V) as collective excitation of a
subset of ions {a}; such that the lowering operator can be de-
fined as: S\ = N—1/2 > (ol o\, where N is the num-
ber of ions encoding the superspin and o = l9),, (el

(@) _
ol =le), (gl

We split our implementation into three steps: state prepa-
ration, unitary mode mixing via Eq. (8), and measurement.
The initial superspin Fock (Dicke)-state preparation can be
performed using the technique experimentally demonstrated
in Ref. [51]. It consists of two steps: first the preparation of
the motional Fock state by selectively driving the first mo-
tional blue sideband. The second step consists of driving the
target superspin ions resonantly with the red motional side-
band thereby transferring the excitation into the Dicke state
N—1/2 Z{a}l le) .

We now discuss a Trotterized way [52] of implement-
ing time evolution under the long-range Heisenberg-exchange
type interaction Hi, = J(i,j)SSZ)S(f) + H.c. featuring in
the Hamiltonian (7). As extensively discussed in the litera-
ture [53], such an interaction between any pair of ions can
be generated driving ions in a generalized Mglmer-Sorensen
[40] laser configuration. More precisely we consider a pair
of bichromatic laser beams driving the transition e < g¢
with the laser frequencies respectively tuned to wey + A and
weg — A where A is laser detuning. As we discuss in the
Supplementary Material [42, Sec. IV] this generates the ion-

ion interaction characterized by the Hamiltonian H, ((a B)) ~

J(@B) {a(f)o—iﬁ )+ H.c.}, where the interaction coefficient
scales as J( 5y = Jo/|a — B¢ with 0 < ¢ < 3 and Jy
is interaction constant. Time evolution under the desired
Hamiltonian Hj,; can then be obtained in a Trotterized way
by running the interaction H ( ) for each pair of ions for
a time 6t g inverse proportlonal to the interaction strength
J(a,p) to preserve the spin symmetry 5t9’4 R Ot 5 X J/Ja 85
where J = ming;,, (3, [i,;]. To the lowest order in Floquet-
Magnus expansion we find:

Zi,j 5ti-j {Ss_i)s(_j) + H.C.}
g D Otag x o= Bl

By performing the summation and assuming the densest
unitary operation (6t; ; = 6t) for ( ~ 0 and N = 2, corre-
sponding to S = 1, we find the interaction between Ng super-
spins to be of the order max(J(*#)) =4 x Jo/ (N2 — Ng).

ett ~ JON

an



We note that this scaling can potentially be improved by per-
forming optimization of the Mglmer-Sorensen laser configu-
ration [54]. The number of available superspins can be es-
timated as max(.J (a’ﬁ)) > ~, where the decoherence rate is
v ~ 1Hz. By taking Jy ~ 1kHz we find the number of avail-
able superspins to be of the order of Ng ~ 50.

Measurement results in the collective basis can be inferred
from just local spin measurements due to the restriction to the
collective states of each superspin.

Outlook— Universal circuit sampling and boson sam-
pling formalize natural notions of random computations in
the circuit model and the linear-optical model of computa-
tion, respectively. Viewed from the perspective of general-
ized bosons, these systems are captured by spins and standard
bosons, respectively. In contrast to standard bosons spins are
strongly interacting. Our results can be viewed as address-
ing the question whether there is an intermediate system in
between qubits and non-interacting standard bosons in terms
of the level of interaction. Indeed, generalized bosons pro-
vide a natural framework for thinking about this question and
we make some first progress by showing that boson sampling
can be simulated in such intermediate systems. Having said
that, it is less clear that this is indeed the most natural notion
of random computation in these contexts. An exciting open
question is thus to identify as well as to assess the computa-
tional complexity of natural random computations for various
physical platforms.

A key open question for generalized boson sampling is the
question whether it is possible to certify samples produced
in such models. For standard bosons, state preparations
can indeed by verified by making use of the formalism of
Gaussian quantum information [55]. Unfortunately, as we
discuss in more detail in the Supplementary Material [42],
this formalism does not carry over to generalized bosons, and
it is therefore unclear whether or how generalized bosonic
state preparations can be efficiently verified.
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I. GENERALIZED BOSONS

In this section, we introduce the definition of generalized boson. In the next section, we will then show that FBS will still
yield a permanent when sampling from the output distribution of linear mode mixing applied to generalized Fock states.

To define generalized bosons, first, recall the definition of a standard boson from regular quantum field theory [1]. Let A be a
nonempty set. We can associate each ¢ € A with a pair of operators a,, a I, corresponding to annihilating and creating a boson,
respectively. Those operators satisfy the following commutation relations

[al,aj] =q, aj - a;a = dij, [aj,a;] la;,a;] =0, (S.1)

where 0;; is the Kronecker delta.
For generalized bosons, we proceed analogously, except that we relax the diagonal commutation relation requirement in the
following sense

zag i Vg R

[b;,b1] = Z (na) [na) (na|,  [bl,b1] = [b;,b,] = (S.2)

where F' : Ny — C may be an arbitrary complex-valued scalar function. We recover the definition of standard bosons by
defining F'(n) = 1, Vn € Ny, which corresponds to the identity operator.

* These authors contributed equally to this work



We define the generalized Fock basis by the action of the generalized bosonic creation operator on the vacuum state as
(01" [0) = f(n) |n), (S.3)

where f : Ny — C is an alternative characterization of a generalized boson that is equivalent to F'. For n = 0, we always have
£(0) = 1 due to Eq. (S.3).

To see this, let us first show how F’ is determined by f. To this end, observe the following standard relation for the action of a
creation and annihilation operator on a Fock state |n)

f(n+1)
f(n)

f(n)

F o) — _fn)
o) = 1)

[n+1), bln)= [n—1). (S4)

Given this, we can compute

fln+1)?  f(n)?

F(n) = Mn) = — : .
() = (nl 6] o) = T — 55)
Conversely, we can construct f given F recursively via the following relation
P+l f1)? o
= F(i)vn>1 S.6
P~ fop T (56

and the requirement of f(0) = 1 as well as the observation that ;Eégz = F(0) so that f(1) = y/F(0). So once we fixed F'(i)

Vi € Nand f(0) = 1, f is recursively determined by Eq. (S.6). In particular, if we choose F(i) = 1, Vi we obtainf(n) = v/n!
as we would expect.

So the bosonic factor completely determines all the structure of generalized bosons and vice versa. We will see how the order
structure of f(n) will play an important rule in our context.

We can then define the multimode Fock state of generalized bosons in M modes as

N

]‘ n n n

N1, 2,y npg) = (H f(n‘)> b b2 piny 0y (S.7)
i=1 ¢

II. BOSONS SAMPLING WITH GENERALIZED BOSONS
We now derive FBS for generalized boson and show its output probability is still proportional to a permanent of mode-mixing
matrix A.

Theorem 1 Consider a linear transformation A € U(M) of M modes of a generalized bosonic algebra on those modes with
bosonic factor f. Then the probability of measuring outcome k given a Fock input state |1) is given by

N 2
Pr(k|l) = (1:[1 fj(cl(’;k?') |Perm (A[K|1))[?. (S.8)

where A[m|n]is an (N x N) matrix constructed by repeating the i column of A I; many times, and the j® row k; many times.
Proof. The unitary transformation A acts like the following:

b— ATb,b" — ATb. (S.9)

We can expand the Atb by using multinomial expansion theorem (to use multinomial expansion, we must only require [b;, bjl =
[b,b1] = 0. We first compute A acting on the input state [1) = |I1, 15, ..., l5;) We have

1777
Al lo, nly) = (S.10)
M 1 A M M M
i nyg n n i M
H fl; Z Mil( H Ajllbjl) ljl(H Aj22b;2) #2)..( H AJ'MMb;M) Mo |0)7 (S.11)
i=1 7" {nij,z;y:lmj:li}nna‘:l Nije ji=1 j2=1 m=1

= > Calk),

S k=N



where the coefficientCy; is given by

Cup = H f

We use the following combinatorial identity [2, 3]

H nz] M 1 M
> # <H1> Hk‘ Perm(A[K|1]). (S.13)

n;
{ni€No: 320 =1, 320 nig=k;} HZ =1 is!

Hi, i=1 Ay‘l;j
H f(k > e - (S.12)

M
n;
J 1 { ij127 L=, M ng=k;} H =1""j°

Finally, we get (notice that f(0) = 1):

N
Cii = (1:[1 fj(cl(’;k)) |Perm(A[k[1])]. (S.14)

which finishes the proof as Pr(k|[1) = [Cy|?. =
In particular, when we choose the standard-bosonic f(n) = V/n!, (S.14) reduces to the output probabilities of standard FBS

[Perm(A[K[1) |

Pr = 00 (L &)

(S.15)
which recovers the result of FBS [2, 3].

Since the prefactors of the probabilities will always be a constant in the collision-free subspace, i.e., whenever k;,[; € {0, 1},
the hardness results of Aaronson and Arkhipov [2] directly apply to generalized boson sampling.

III. GAUSSIAN BOSON SAMPLING FOR GENERALIZED BOSON

In this section, we generalize the Gaussian-state formalism to generalized bosons. As it turns out, key features of this formal-
ism do not generalize, making it somewhat contrived. Nonetheless, it can be used to show that the outcome probability of the
analogue of GBS are also given by Hafnians.

To begin with, we introduce the definition of a coherent state, central to the Gaussian formalism, in Sec. III A. We then derive
the P and (@ function in Sec. III B and use it to compute the outcome probabilities of generalized GBS in Sec. I1I D.

A. Generalized Coherent States

In this section, we introduce the coherent state of generalized bosons. We define |a) = ﬁe“‘ﬁ |0) for a generalized
[e3

bosonic operator a with bosonic factor f as

) =

aaT 1 = ()™

where N («) is a normalization factor that enforces (a|a> =1, as given by

= Jof?n 2 (n)

N(a) = e (S.17)
n=0
We can then compute the inner product of two generalized coherent states (5| and |a) as
* 2n 2
(Bla) = Jiz (fa f n). (S.18)

Indeed, if we choose the bosonic factor to be f(n) = v/n!, then we obtain N (a) = el”, which reproduces the standard coherent
state

lo]

2 i .
Z |n =e 2 e emTa0) (S.19)



B. P and Q Functions for Generalized Boson

Phase space methods are widely used in quantum optics. The advantage of phase space methods is that in order to compute
an expectation value of an observable, one only needs to compute an integral over phase space instead of calculating a trace.
Specifically, the P and @ functions are the most widely used representatios of observables and density matrices in phase space
[4, 5], respectively.

In this section, we define the P and () functions for generalized bosons. Before we start studying the P and @ functions, we
need to first figure out the normalization constant of the generalized coherent basis. In the single mode case, we have the integral

/|a> (a d*a = kI (S.20)
where k is a positive constant. For example, for the g-boson coherent state, we have k = 7, and for the spin coherent state, we

have k= 25+1
coordinates «, a*

tr[pO] = /dZOé% (a] pO ) . (8.21)

We use this expression in order to define the phase space representation of a density matrix p, named Q-function, as Q,(c) =
L (a| p|a) where the ™! factor serves to ensure that the Q-function is normalized in the sense of

/Qp(a)an =1 & (S.22)

Intuitively, we can think of the Q-function as the projection of the density matrix p onto the coherent-state basis. In the M -mode
case, the Q-function is then given by Q,(a) = kM (a| p ), where ) = 1) ® - -+ @ ).

Since the (-function is the phase space representation of a density matrix p, similarly, we also map the observable to its
corresponding phase space representation namely the P-function. For the purpose of this work, we only need observables which
are projective measurements in the Fock basis. The P-function of a single-mode projective Fock measurement |n) (n| is defined
as the function P,, : C — R which satisfies

n) (n| = /d%z\a} (o] Pa(a). (5.23)
For the multi-mode case, the P-function P, is defined by the analogous relation |n) (n| = [ d* «a/|a) (a| P, ().
Given those definitions, we can write the probability of measuring a multi-mode Fock state |n) = |nq, ng, ..., ny) on a density
matrix p as
Pr(n) = / *MaQ,(a) Pp (). (S.24)

For generalized bosons, the Q-function can be obtained straightforwardly while the P-function is nontrivial. Since |n) =
[n1) ® -+ ® |ny) is a product state, its P-function is a product of single-mode P-functions acting on each mode individually.
This can be seen by generalizing Eq. (S.26) to multi-mode Fock states. It turns out that the single-mode P-function for |n) (n|
can be written as

2 n
Po(a) = N(a)ﬁ (aoiw> 5(a)5(a”). (5.25)

To see this, let us verify it by the definition of P-function. by integrating P, («v) over phase space

/d2 ) (o] P /d2 ) (o] N() (1) (aj;a )nd(a)é(a

/ i Zm*l FO k) 1] (aj;a*>n5(a)5(a*)

1 y 52 noo gkar
:W/ d2a5(“)5(“>(aaaa*) o S IO @

=|[n) (n.

*
~—

(S.26)
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. . . . . 2 n . . .
Here, we use the property of the delta function, since once we take the partial derivative (%?W) inside integral, only the |n)
component remains after integration. Because the delta function eliminates all the terms depending on «v after partial derivatives,
|n) is the only component that does not depend on « after we take the partial derivative.
The P-function of a multi-mode Fock state |n) is then given by

M n;j
1 M 82
Pp(a) = S Dt LG CR) o SlaS(am). <27

SRS VEATENE ].I:Il do0ar | D)) (5.27)

C. Generalized Gaussian states

Given the phase-space representation in terms of the P and @) funcction, we define a Gaussian state for generalized bosons
analogously to the standard case, if it has a Gaussian (Q-function in the sense that

1

9V 1oq]

for some positive semidefinite matrix o, called the covariance matrix. Here, & = (a1, as,...an)T, ol = (af, a3, ...a3,),

log| is the determinant of ¢, and g is a normalization constant which makes [ Q(a)d* o = 1 with d>M o = [T, d?cv;.

Let us point out, however, that Gaussian states are highly unnatural for generalized bosons. Let us elaborate this point:
Generally speaking, given a basis, one can define a Gaussian state in the () representation for generalized bosons. Here, we did
so by introducing a generalized coherent state, and defining the Q-function in the generalized coherent state basis. However,
in contrast to the standard boson, the displacement operator will not prepare a Gaussian state, and neither will the squeezing
operator prepare a Gaussian state. Hence, it is unclear how to prepare a generalized Gaussian state.

Put differently, coherent and squeezed states of standard bosons always have a Gaussian @ function, and moreover zero
stellar rank within the stellar-rank formalism introduced by Chabaud et al. [6, 7]. Conversely, a coherent or squeezed state of
generalized bosons may not to have a Gaussian () function, the clear classification of states in terms of their stellar rank will not
be applicable in general case. In particular, the inner product between coherent states is not Gaussian see Eq. (S.18).

Qpl) = e~3o'0q'a (S.28)

D. Gaussian Boson Sampling for Generalized Boson

Let us now derive the outcome probability of GBS for generalized boson and show that we still get a Hafnian by assuming
our state has a Gaussian QQ-function. To do so, we write P,, as

M n;

1 M 0?

Pal@) = g e MO ( ) 8(a;)8(a) (5.29)
Hf\; f(n;)? e da;0aj; J J

We then evaluate the phase space integral (S.24) with the expressions for the @) function (S.28), and the P function (S.29),
obtaining

M 5

1 1 92 —

Pr(n) = _ | Nl mzalogie (S.30)
[T, £(ni)? 9 oQ|j_1<5aj8aj> :

From this, we recover standard GBS [8, 9] by choosing N (a) = elol® and f (n) = v/n! because the expression in the argument
of the exponential can be written as a quadratic form in the matrix Isp; — 051, where 5,y is the 2M -dimensional identity matrix.

Indeed, from the perspective of generalized bosons, it looks like for the standard boson case, the resulting expression is a
miracle since we get the exponential quadratic term el” for the normalization coefficient N («). However, observe that only
the second derivative on each mode contributes to the outcome probability if we only measure outcomes n; € {0, 1} in every
mode. This is because when letting o; — 0 the exponential term will approach unity since N (0) = 1 for arbitrary generalized
bosons. This corresponds to the second-order term in the series expansion of In(/N(«/)) around o« = 0. Let us therefore compute
the series expansion of N («) in |a| = v/a*« around |a] = 0 as

In(N(|a])) = co + c1|a? + calal® + e3|al® + . ... (5.31)



As argued above, when restricting to n; € {0,1} for 1 < j < M, only the term linear in |a|? = a*« will give a nontrivial
contribution to the outcome probability. Hence, only ¢; is effective in this case, because all the higher order terms in |«| will be
eliminated by a — 0. We obtain

1 ecoM M 0? " 2 1
Pr(n) = _ | earlelmzalog °‘|a 0. (S.32)
1Y, f(n)? 9v/loql -5 (c’mjaaj

Then we do the similar calculations as shown in Refs. [8, 9] which is based on the derivative expansion formula [10] converting
partial derivatives of an exponential quadratic function to a summation over all perfect matching permutations (PMP) of product
of matrix elements. Such a summation over PMP of products of matrix elements is exactly the Hafnian function. We have our
final result:

()= — L ara,) (5.33)
Pr(n) = Haf( A, .
gITiL, f(n:)? Vlog]
Here
0 @Af C(i)IM -1
A, = ; =171 oy —057). S.34
| (@?il &, o )Rl (539
We finished the proof.
We also find that parallel results hold for the case of nonzero displacement. In this case, the ) function looks like:
Q) = L e-d)iog amd). (S.35)
g
We calculate the probability to observe a Fock state |nq, ..., nas) where n; € {0,1} is [10]. We arrive at
Pr(n) e exp [_ﬁﬁ‘i?ld} i ( " >nj [ alAa+ F } (S.36)
r(n) = T | €xXp o+ o . .
g Hz‘:l f(n)? V logl aajaaj 2 _—
We get:
Pr(n) = Fj, | Haf(Ape)
IL:Z 1 f n;)? |‘7Q| j=1 k=1 ’
m;e{2M} B}ETFJ' (837)
ecoMgm3dlog dy Z ﬁ
= Haf(Ag) + F; Fj,Haf(As_¢;, i)+ ..+ | | F;
M T Aty {J1,32} J
gHi:l f(nl)2 |0Q| J1,d2,01772 o o J

where the first sum is over all partitions of the set of 2M indices , the product is over all indices in the blocks le» and the
remaining indices in blocks sz_ form Ap2, a submatrix of A, which we then take the hafnian of.
J

IV. TRAPPED-ION IMPLEMENTATION

In this section we discuss the details of physical implementation of the boson sampling protocol in trapped-ion setups.

A. Setup

The setup we have in mind is shown in Fig. 1 of the main text. More precisely we consider a chain of ions in a Paul trap. Each
ion is considered to be a two-level system {|g), , |e),} with the corresponding transition frequency w.,. We encode superspin
S(@) as collective excitation of a subset of ions {1}, such that the lowering operator can be defined as:

s =_L Z o (S.38)



Mglmer-Sorensen interaction

As extensively discussed in the Ref. [11], the Ising-type interaction between of ions can be generated using the Moelmer-
Sorensen [12] laser configuration. More precisely we consider a pair of bichromatic laser beams driving the transition e < g
with the laser frequencies respectively tuned to wey + A and wey, — A where A is some detuning having two different Rabi
frequencies (2. Here we assume the possibility of selective driving of a pair of ions as shown in Fig. 1. This generates the
ion-ion interaction characterized by the Ising Hamiltonian:

Hi = Ji oo +h (09 n agﬂ) , (5.39)

where the interaction coefficient scales as J;; = Jo/ |t — j \C with 0 < ¢ < 3 and & denotes the transverse field.

B. Mode-mixing operation

In this section, we discuss the implementation of the two-mode mixing operation on a pair of superspins. More precisely we

show how an interaction with the Hamiltonian Hyy,, = J(®# )Ssra)S (_5) + H.c. can be achieved in the setup described above. As
discussed and experimentally demonstrated in [11] the basic XY Hamiltonian between any two spins can be achieved from the
Ising Hamiltonian Eq. (S.39) in the limit of a large transverse field. In this case only the excitation-number preserving terms
remain relevant and we find:

Hi(fj(y) =Ji; {Jg_i’)a(_j) + H.c.} +h (09) + Uﬁ”) . (5.40)

Since the interaction preserves the number of excitations we can absorb the transverse-field term by transforming into the
interaction picture with respect to it. The desired Hamiltonian H;, can be obtained in a Trotterized way by running the interaction
Eq. (5.40) for each pair of ions for a time dt; ; inverse proportional to the interaction strength J; ; to preserve the spin symmetry

Eq. (S.38) 6t‘5f ~ Otag X j/J,»,j, where .J = ming;y, (535 [Ji;]. To the lowest-order in Floquet-Magnus expansion we find:

i Otigtig {0909) + H.c.}
Zi,j 0ti
2 a,p 0tap X {S(f‘)S(f) + H.c.}
Yas 2y Stap x i =4I

This Hamiltonian is equivalent to the Hamiltonian of interest Hj,,. We can now estimate the order of magnitude of the interaction
strength for the nearest-neighbor superspins. Using [11, 13] ( =~ 1 and .Jy = 1kHz we find the overall interaction constant for
the nearest and next-nearest neighbor superspins being respectively J(®*+1) ~ 44Hz and J(*:**2) ~ 21Hz. For comparison
the typical decoherence rates can be estimated to be of the order of 1Hz [11].

Hegr ~

’R‘JJO

V. CIRCUIT-QED IMPLEMENTATION

In this section we provide details of the circuit-QED implementation of the boson-pair generalized boson. The preparation
step is discussed in the main text. Here we only focus on the implementation of the mode-mixing unitary operation. In this
derivation we closely follow [14].

A. Mode-mixing Hamiltonian

We now consider the implementation of the mode-mixing unitary operation. Here for simplicity we only consider two cavities
(wi=1,2 denote frequency and a; is the mode annihilation operator) which interact with four Josephson junctions (w; denote
frequency and J is the mode annihilation operator) and two two-level systems. The Hamiltonian of the system reads [14]
H=Hy,+ Hg:



Hy —cha/\aA—FwJZJ/\J,\ + wopc c——ZQS (§.41)

Hd_ZQ JT+Hc (S.42)
where the phases are:

1 = ¢pqa1 + opb+ ¢5J1 + Hec,
¢2 = Paaz + ¢pb + ¢;J2 + He,

and ¢, p, ;7 denote the corresponding participation ratios. The Rabi frequencies are assumed to be given by:
Q; (t) = Qe wat

We now transform into the interaction frame with respect to the driving frequency wy and discard the rapidly rotating terms.
Renormalizing the frequencies such as to include the Stark shifts due to driving the effective Hamiltonian can be put under the
following form (we ignore quartic terms for b as we assume it does not contain more than 1 photon at the time):

Her = Z (gia?c + H.c.) — XZG a;a;a;,

i

where g; = —%¢b¢§¢ J 23 is a complex effective tunneling coefficient, A ; = wy — wy, and the induced quartic non-linearity is

X = %ﬁ. The detuning is denoted as A = 2w, — wy — wq. In the following we will drop the on-site nonlinear term proportional
to x. As discussed in [14] it can be dynamically compensated by coupling to an additional Josephson qubit.

1. Adiabatic elimination of cavity bus

We now perform the adiabatic elimination of the cavity bus degree of freedom c assuming the driving is weak enough such
that g; < A. The resulting Hamiltonian is

9i9; af2a2

Heff = A

.3

Now assuming the coupling coefficients are time-dependent g; = g; (¢) we can implement any coupling between any pair of
sites in a Trotterized fashion in complete analogy to Sec. IV B.

B. Fock-state preparation

‘We now consider the preparation of Fock state —= a? |0) in the system described by the Hamiltonian (S.41, S.42) but with the
driving Hamiltonian to be of the form

Hy = Qq; Z cos(wart)(a; + a;r).
i
In rotating-wave approximation we get for each site:

Qg
2r (a; + a;r) — Aaa;rai - Xa;fa;raiai

Her =

with A, = w4 — w,. We now assume the system is initially prepares in the Fock |0) state and the frequency of the drive is tuned
into resonance with the two-photon resonance such that A, = —y. The system undergoes Rabi oscillations |0) — |2) with the
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Rabi frequency given by {2 = \/ﬁﬁgr /(4x). The estimate of fidelity can be obtained by comparing the Rabi frequency and the
corresponding detunings as discussed in the main text.

[1] M. Peskin, An introduction to quantum field theory (CRC press, 2018).
[2] S. Aaronson and A. Arkhipov, The computational complexity of linear optics, Th. Comp. 9, 143 (2013).
[3] S. Scheel, Permanents in linear optical networks, arXiv preprint quant-ph/0406127 (2004).
[4] M. Bertolotti, Quantum optics, by john garrison and raymond chiao: Scope: Textbook. level: post-graduate students; early career
researchers, researchers, Contemporary Physics 57, 426 (2016).
[5] C. Gardiner, P. Zoller, and P. Zoller, Quantum noise: a handbook of Markovian and non-Markovian quantum stochastic methods with
applications to quantum optics (Springer Science & Business Media, 2004).
[6] U. Chabaud, D. Markham, and F. Grosshans, Stellar representation of non-gaussian quantum states, Physical Review Letters 124, 063605
(2020).
[7] U. Chabaud, G. Ferrini, F. Grosshans, and D. Markham, Classical simulation of gaussian quantum circuits with non-gaussian input states,
Physical Review Research 3, 033018 (2021).
[8] C. S. Hamilton, R. Kruse, L. Sansoni, S. Barkhofen, C. Silberhorn, and I. Jex, Gaussian boson sampling, Phys. Rev. Lett. 119, 170501
(2017).
[9] R. Kruse, C. S. Hamilton, L. Sansoni, S. Barkhofen, C. Silberhorn, and I. Jex, Detailed study of gaussian boson sampling, Phys. Rev. A
100, 032326 (2019).
[10] M. Hardy, Combinatorics of partial derivatives, arXiv preprint math/0601149 (2006).
[11] T. Brydges, A. Elben, P. Jurcevic, B. Vermersch, C. Maier, B. P. Lanyon, P. Zoller, R. Blatt, and C. F. Roos, Probing rényi entanglement
entropy via randomized measurements, Science 364, 260 (2019).
[12] K. Mglmer and A. Sgrensen, Multiparticle entanglement of hot trapped ions, Phys. Rev. Lett. 82, 1835 (1999).
[13] P. Jurcevic, B. P. Lanyon, P. Hauke, C. Hempel, P. Zoller, R. Blatt, and C. F. Roos, Quasiparticle engineering and entanglement propaga-
tion in a quantum many-body system, Nature 511, 202 (2014).
[14] Z.-P. Cian, G. Zhu, S.-K. Chu, A. Seif, W. DeGottardi, L. Jiang, and M. Hafezi, Photon pair condensation by engineered dissipation,
Phys. Rev. Lett. 123, 063602 (2019).



