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Measurement of many-body chaos using a quantum clock
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There has been recent progress in understanding chaotic features in many-body quantum systems. Motivated
by the scrambling of information in black holes, it has been suggested that the time dependence of out-of-time-
ordered (OTO) correlation functions such as 〈O2(t)O1(0)O2(t)O1(0)〉 is a faithful measure of quantum chaos.
Experimentally, these correlators are challenging to access since they apparently require access to both forward
and backward time evolution with the system Hamiltonian. Here we propose a protocol to measure such OTO
correlators using an ancilla that controls the direction of time. Specifically, by coupling the state of the ancilla to
the system Hamiltonian of interest, we can emulate the forward and backward time propagation, where the ancilla
plays the role of a quantum clock. Within this scheme, the continuous evolution of the entire system (the system
of interest and the ancilla) is governed by a time-independent Hamiltonian. We discuss the implementation of our
protocol with current circuit-QED technology for a class of interacting Hamiltonians. Our protocol is immune to
errors that could occur when the direction of time evolution is externally controlled by a classical switch.

DOI: 10.1103/PhysRevA.94.062329

I. INTRODUCTION

Characterizing chaos in single-particle quantum systems is
an old and rich topic with roots in semiclassical quantization
[1]. However, there is less understanding of chaos in many-
body quantum systems and quantum field theories, especially
away from the semiclassical limit. Recently, progress has
been obtained in characterizing chaos in quantum many-body
systems using insights from the scrambling of information in
black holes [2–4]. Specifically, it has been argued that under
certain assumptions, the time dependence of the four-point
correlation function 〈O2(t)O1(0)O2(t)O1(0)〉 involving any
two local operators O1 and O2 is a measure of quantum chaos,
where the angular brackets denote averaging over a canonical
ensemble.1 Since this correlator is the overlap between two
states that are obtained by applying the noncommuting
operators O1(0) and O2(0) in reverse order with respect to each
other, the basic intuition is that it captures the sensitivity of the
evolved system to initial conditions.2 Remarkably, it has been
shown by Maldacena et al. [4] that such a correlator cannot
grow faster than eλt , with a universal bound λ � 2πT/�,
thus defining a maximal Lyapunov exponent. Even more, the
bound is known to be saturated by certain large-N conformal
field theories that are holographically described by Einstein’s
gravity [2,6,7] and also [8,9] by a nonlocal Hamiltonian [the
Sachdev-Ye-Kitaev (SYK) model], originally discussed by
Sachdev and Ye [10] and more recently in the context of
holography by Sachdev [11] and Kitaev [3].

The peculiar feature of the correlator
〈O2(t)O1(0)O2(t)O1(0)〉 is that it is not time ordered

1Although the relation between such correlators and semiclassical
chaos was first observed a while ago [5], it is only recently that
progress has been made in more general settings.

2If O1 and O2 were canonically conjugate, then semiclassically this
correlator is indeed given by ( dO2(t)

dO2(0) )2, which is the canonical way to
define sensitivity of time evolution to the initial conditions.

and thus, from an experimental point of view, requires access
to time evolution by Hamiltonians H and −H . Recently, an
interesting proposal was made in Ref. [12] where Sachdev and
Ye outlined a protocol to measure 〈O2(t)O1(0)O2(t)O1(0)〉.
The sign of the Hamiltonian in Ref. [12] is changed via
a classical switch by noticing that the sign of interactions
in a cavity QED depends on the sign of the two-photon
detuning. However, any imperfection in this sign reversal due
to experimental imperfections could lead to significants error
in out-of-time-ordered (OTO) correlators.

In this paper we address this issue by proposing a quantum
clock to control the sign of a certain many-body Hamiltonian
and use it to construct a proposal to measure OTO correlators
such as 〈O2(t)O1(0)O2(t)O1(0)〉. The basic idea is to couple
the Hamiltonian H of interest to an ancilla qubit �τ linearly such
that Htot = τ z ⊗ H and then perform a unitary time evolution
of the state (|↑〉 + |↓〉) ⊗ |ψ〉S , where |ψ〉S is some initial
state of the system of interest. By construction of Htot, the
|↑〉 branch of the wave function effectively evolves forward
in time while the |↓〉 branch evolves backward. Therefore,
the ancilla qubit �τ effectively acts like a quantum clock that
controls the direction of time evolution. The OTO correlator
〈O2(t)O1(0)O2(t)O1(0)〉 is then measured by conditionally ap-
plying different operators on the forward and backward evolv-
ing branches of the wave function and finally measuring the ex-
pectation value of the operator τ x acting on the quantum clock.

From an experimental standpoint, our protocol is motivated
by the rapid development of quantum simulation and infor-
mation technology in recent years, such as cavity quantum
electrodynamics (QED) [13–16], circuit-QED [17–28], Ryd-
berg atoms [29–32], and trapped ions [33]; it is within current
technology to engineer an ancilla qubit coupled to a many-
body system globally. The ancilla qubit can be either the cavity
photon mode or the internal state of an atom. The mechanism
of the coupling is usually through dispersive interaction, which
can originate, for example, from Jaynes-Cummings interaction
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[34] perturbatively [14,18,35] or from the Rydberg blockade
mechanism [30,36–38]. Such an ancilla has been widely used
as a controlled-phase gate [30,35–38] for quantum information
processing and quantum simulation [39] and has been used to
measure time-ordered correlation functions [40]. Meanwhile,
theoretical proposals suggest that such an ancilla can be used
as a quantum switch that performs a many-body Ramsey
interferometer [41,42] to extract useful information of the
quantum system, such as entanglement entropy [43] and the
spectrum [44]. In this paper the ancilla, in addition to playing
the role of the quantum clock, has the added benefit of being
the probe of the system. Specifically, we show how the OTO
correlator could be obtained by measuring the same ancilla.

The primary advantage of our protocol utilizing a quantum
clock for both control and readout of the many-body states is its
robustness against statistical errors, such as imperfect rotation,
in each shot of the experiments. In particular, our protocol
involves only one copy of the many-body system and our
quantum clock does not modify the many-body Hamiltonian
during the protocol, which is in contrast to a previous proposal
of measuring the same correlator using a classical switch to
change the sign of the Hamiltonian [12] and a recent proposal
using two copies of many-body systems [45]. Our protocol is
less sensitive to the potential errors that can make the forward
and backward propagation asymmetric in the protocol of [12]
or errors that may lead to nonidentical copies in the protocol
of Ref. [45]. These errors can make extracting the functional
dependence of the OTO correlator, including extracting
physical quantities such as the Lyapunov exponent or the
butterfly velocity (the velocity of ballistic growth of local
operators) [46,47], challenging. In addition, we are also able
to construct a local Hamiltonian, which is more physical from
condensed-matter and quantum-field-theoretic viewpoints
and may also exhibit a richer behavior of quantum chaos,
such as the recent discovery of the power-law scrambling in
many-body localized systems [48–52], and faster scrambling
near quantum phase transitions of a Bose-Hubbard model [53].

We also provide simple examples of embedding such an
ancilla in cavity-QED systems for both a nonlocal all-to-all
coupled spin models and a local XY -spin or extended
Bose-Hubbard model. In the nonlocal model, qubits (spins)
are interacting with each other mediated by a passive cavity
bus, which is itself dispersively coupled to another ancilla
cavity in order to control the sign of the Hamiltonian. To
realize the local model, local cavities or resonators are
coupled by intermediate qubits, which are themselves coupled
to a global cavity. When integrating out the qubit degrees of
freedom and with proper choice of parameters, the effective
Hamiltonian has an overall sign controlled by the state of
the global cavity. Such models can be realized with recently
developed experimental platforms such as the circuit-QED
network [19–22,24,25,54] and a qubit or atomic array in a
three-dimensional (3D) cavity [26,27].

The outline of our paper is as follows. In Sec. II we
present our general protocol of measuring the OTO correlator
with a quantum clock. In Sec. III we show how such a
quantum clock could be embedded in a physical model. In
Sec. IV we discuss the implementation of the protocol with
circuit-QED systems. In Sec. V we analyze the stability of our
protocol against imperfections. We present a generalization

of the approach for the extended Bose-Hubbard model and
disordered spin chains in Sec. VI. We provide a summary
and outlook in Sec. VII. We show details of the experimental
realization of the local model, which we construct in the
main text with a circuit-QED network or a qubit array in a
3D cavity, in Appendix A. In Appendix B we compare the
numerical diagonalization of the original and second-order
effective Hamiltonian. Finally, in Appendix C we provide a
complete formula of the second-order dispersive Hamiltonian
we mention in Sec. III without integrating out the qubits.

II. GENERAL SCHEME

We consider a many-body system governed by Hamiltonian
H and couple it globally to an ancilla qubit τ z, with the total
Hamiltonian being

Htot = τ z ⊗ H. (1)

With the cavity-QED implementation, the ancilla qubit can
also be realized with the global cavity photon mode as τ z =
1 − 2a†a, if the cavity photon state is restricted in the zero-
and one-photon subspace. Hence the total Hamiltonian of the
coupled system can also be expressed as

Htot = (1 − 2a†a) ⊗ H. (2)

From now on, we call both the cavity and the ancilla qubit a
clock without further specification, since they play the same
role as our quantum clock and one can use either of them for
the protocol.

In Eqs. (1) and (2) the clock only dresses the many-body
system H and does not exchange excitations (photons) with
the many-body system. Crucially, if the H we consider is
a local Hamiltonian, the clock does not mediate long-range
interaction between the particles or spins in the many-body
system and preserves the locality of H .

The only thing that the clock does is control the overall sign
of the many-body Hamiltonian H quantum coherently. If the
cavity contains no photon, namely, the clock is in state |0a〉,3
the overall sign is positive; if the cavity contains one photon,
namely, the clock is in state |1a〉, the overall sign is negative.
If we consider the dynamics of the coupled system, we can
express the evolution operator as

Utot(t) = e−iHtott = e−iH t ⊗ |0a〉〈0a| + eiHt ⊗ |1a〉〈1a|. (3)

This means that the many-body system H evolves forward in
time if the cavity contains no photon and backward in time
if the cavity contains one photon. Namely, the cavity photon
number a†a or the ancilla qubit τ z acts a binary quantum
clock that controls the arrow of time. More interestingly, since
the clock is a quantum degree of freedom, the system can
be in a parallel superposition of evolving both forward and
backward in time, for example, when we prepare the clock in
the superposition state 1√

2
(|0a〉 + |1a〉).

Now we discuss a general protocol to measure the OTO
correlator 〈O2(t)O1(0)O2(t)O1(0)〉 introduced earlier, where

3In our convention, the ancilla state |0a〉 corresponds to the |↑〉 spin
state.
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O1 and O2 are certain operators and O(t) = eiHtOe−iH t is
the Heisenberg evolved operator. The average could be with
respect to a certain initial state |ψ〉S or an ensemble average
over a thermal density matrix ρS = ∑

S
e−βH

Z
|ψ〉S S〈ψ |, where

Z is the partition function. For the sake of convenience, we
will focus on averaging with respect to a given pure state
|ψ〉S . If one is interested in averaging with respect to a
thermal ensemble, one can still work with a pure state that
is obtained by time evolving an initial finite-energy density
pure state with respect to H [55]. Assuming that the system is
generic (nonintegrable), the pure state average is then expected
to match the thermal ensemble average at a temperature
determined by the energy density of the state [55–57].

In the Schrödinger picture, the correlator corresponding to
a particular initial state can be written as

S〈ψ |eiHtO2e
−iH tO1e

iHtO2e
−iH tO1|ψ〉S.

To measure this correlator, we apply the following Ramsey
interferometry protocol as illustrated in Fig. 1.

(i) Start with the many-body system in the state |ψ〉S with
respect to which we wish to measure the OTO correlator. Thus,
the coupled system can expressed as |ψ〉S ⊗ |0a〉.

(ii) Apply a Hadamard gate, i.e., a π/2 rotation (pulse)
around the y axis to the clock state: The coupled system is
thus prepared in the superposed state 1√

2
|ψ〉S ⊗ [|0a〉 + |1a〉].

From now on, the evolution of the many-body system split
into two branches, conditioned by the clock state |0a〉 and
|1a〉, respectively.

(iii) Apply a conditional operation

CO1,1 = O1 ⊗ |1a〉〈1a| + IS ⊗ |0a〉〈0a| (4)

so that O1 is applied only to the lower branch of the
interferometer conditioned by the clock state |1a〉. The coupled
system forms an entangled state

1√
2

[O1|ψ〉S ⊗ |1a〉 + |ψ〉S ⊗ |0a〉].

(iv) Let the system evolve with the total Hamiltonian Htot for
time t according to Utot(t) represented in Eq. (3). The coupled
system is now in an entangled state of evolving forward and
backward in time conditioned by the photon number, namely,

1√
2

[e−iH tO1|ψ〉S ⊗ |1a〉 + eiHt |ψ〉S ⊗ |0a〉]. (5)

(v) Apply a conditional O2 on the lower (|1a〉) branch

CO2,1 = O2 ⊗ |1a〉〈1a| + IS ⊗ |0a〉〈0a|. (6)

(vi) In order to reverse the arrow of time in both branches,
we simply apply a τ x operator (π pulse around the x axis) to
flip the clock. Then we let the coupled system evolve for a
period of 2t and reach the state

1√
2

[e2iH tO2e
−iH tO1|ψ〉S ⊗ |0a〉 + e−2iH t eiHt |ψ〉S ⊗ |1a〉].

(vii) Perform the previous steps (iii)–(vi) in reversal order
(with conditioned operations on the other branch) as shown in
Fig. 1(a). The coupled system ends up with the final state

|�f 〉 = 1√
2

[|R〉 ⊗ |1a〉 + |L〉 ⊗ |0a〉], (7)

where we have abbreviated the wave functions in two
branches as

|R〉 ≡ eiHtO2e
−iH tO1|ψ〉S, |L〉 ≡ O1e

iHtO2e
−iH t |ψ〉S.

(viii) Measure the expectation value of τ x operator under
the final state |�f 〉, which effectively takes an overlap between
the many-body states in the two branches of the interferometer
and leads to

〈τ x〉f ≡ 〈�f |IS ⊗ τ x |�f 〉 = Re[〈L|R〉]
= Re[S〈ψ |eiHtO2e

−iH tO1e
iHtO2e

−iH tO1|ψ〉S]. (8)

The outcome is the real part of the OTO correlator. Similarly,
one can extract the imaginary part by measuring τ y , since
〈τ y〉f = Im[〈L|R〉].

Note that a part of forward time evolution has been canceled
with backward time evolution in both branches [as illustrated
in Fig. 1(a) by red dashed lines]. The preparation of states
|R〉 and |L〉 can be interpreted as two gedanken experiments:
(I) apply O1, wait for time t , apply O2, and go backward in
time for −t and (II) apply O2 at time t , go backward in time
for −t , and apply O1 (at an earlier time than applying O2).
The OTO correlator takes the overlap between these two states
and hence compares the sensitivity of the state to the order of
applying O1 and O2(t), or equivalently the sensitivity to the
initial condition, and hence characterizes the butterfly effect.

III. PHYSICAL MODELS

In this section we present physical models with a generic
cavity-QED array implementation, which can be realized with,
e.g., a circuit-QED network and a superconducting qubit array
in a 3D cavity. More experimental details of the realization
will be discussed in the next section. The central idea here
is to use an ancilla cavity (quantum clock), which enables
both quantum switching of the arrow of time and readout
of the OTO correlator. We first discuss the realization of a
simple nonlocal model with all-to-all spin couplings, where the
overall sign is controlled by a quantum clock. Next we discuss
a local lattice model, with nearest-neighbor couplings. The
former is easier to implement while the latter is more relevant
in a condensed-matter context. The advantage of a nonlocal
model is that it does not suffer from errors due to imperfection
in couplings (see Sec.V B) and, furthermore, from a physics
standpoint, all maximally chaotic models known so far are
nonlocal [3,10,11] and thus worth exploring.

A. Nonlocal model

The model consists of N qubits located in a coupler cavity
bus with Jaynes-Cummings (JC) interactions [34] as shown
in Fig. 2. In addition, an ancilla cavity (our quantum clock)
is coupled to the cavity bus dispersively. The entire system
Hamiltonian is Hs = H0 + V , where

H0 = ωaa
†a + ωbb

†b +
N∑

j=1

1

2
εσ z

j − ηa†ab†b,

V =
∑

j

gj (σ+
j b + H.c.),

(9)
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‘arrow of time’

Measure

... ... ... ...

cancel

cancel

(a)

(b)

FIG. 1. (a) Illustration of the Ramsey interferometry protocol. The interferometry starts from the left, with the initial state |ψ〉S ⊗ |0a〉. The
Hadamard rotation splits the time evolution of the many-body state |ψ〉S into two branches, conditioned by the ancilla (quantum clock). The time
evolution conditioned by clock state |0a〉 (|1a〉) is forward (backward) in the beginning. After applying the τ x operations, the clock states on the
two branches interchange and so are the directions of time evolution. The red dashed lines show the canceled time evolution. Conditional opera-
tions O1 and O2 on either branch are applied. A final measurement of the clock in the x and y basis gives the real and imaginary parts of the OTO
correlator. We emphasize that the actual experimental time always goes from left to right. (b) Quantum circuit description of the same protocol.

where a† (b†) is the creation operator associated with the clock
(bus) and ωa (ωb) is the corresponding frequency; σ z

j is the j th
qubit operator and ε is the corresponding frequency. We require
these three frequencies to be detuned away from each other so
that there is no exchange between different types of excitations.
In particular, we choose ε < ωb. We define the detuning
between qubits σj and the bus b as b = ε − ωb. The last term
in H0 is the cross-Kerr interaction (with strength η) between
the bus b and clock a cavities, which can be experimentally

(b)

(a)

(c)

(clock)
(bus)

(qubits)

FIG. 2. Schematic diagrams of a cavity-QED implementation of
an all-to-all coupled spin model. (a) Illustration of the many-body
system, consisting of system qubits (red circles), a coupling cavity
(blue bar) serving as a passive quantum bus, and an ancilla cavity
(green square) serving as a quantum clock. (b) When there is no
photon in the clock, the bus frequency ωb is above the qubit frequency
ε, with a negative detuning b < 0. (c) When there is one photon in
the clock, the bus frequency ωb − η is pushed down below the qubit
frequency ε by a distance |b|, which inverts the sign of the detuning
and hence the sign of the controlled Hamiltonian.

realized, e.g., by coupling two superconducting cavities with
a Josephson junction [58]. An alternative realization of the
clock a could be a superconducting transmon qubit [59].4 In
order to make sure that the clock and the bus are off-resonance
and hence dispersively coupled, we require η 
 |ωb − ωa|.
Finally, in the JC interaction term V , gj is the interaction
strength between the bus and system qubits, which in general
can depend on the qubits’ locations and can also be disordered.

The clock photon number na is a good quantum number
since [a†a,Hs] = 0. For our use of a binary clock, we restrict
Hs in the na = 0 and na = 1 sectors. This can be ensured
when nonlinearity is introduced (see Appendix A for details).
We can hence divide the system Hamiltonian into the two
clock sectors, i.e., Hs = ∑

na=0,1 Hs,na
|na〉〈na|. The form of

V does not depend on the clock photon number, while H0 can
be rewritten as

H0 =
∑

na=0,1

⎡
⎣ωana + (ωb − ηna)b†b + 1

2
ε
∑

j

σ z
j,j+1

⎤
⎦

× |na〉〈na|. (10)

From this equation we can see clearly that the bus frequency
is controlled by the clock state. For convenience, we introduce
the clock-state-dependent detuning b,na

= b + ηna .
We now treat V perturbatively in the dispersive regime

(gj 
 |b,na
|) for both clock sectors and integrate out the

bus and finally project to the nb = 0 sector. The resulting
effective Hamiltonian [15,16,18,61] up to the second order in

4The transmon qubit is often treated as a weakly anharmonic
oscillator [60].
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perturbation theory5 is

Heff = H0 +
⎡
⎣∑

j,j ′

gjgj ′

b,na

σ+
j σ−

j ′ +
∑

j

1

2

g2
j

b,na

σ z
j

⎤
⎦|na〉〈na|

+ O
(

g4
j

3
b,na

)
. (11)

The first term at the second order is the so-called quantum-bus
interaction, i.e., the flip-flop interaction mediated by the virtual
photon in the cavity bus [18,61]. The second term represents
the Lamb shift induced by the bus. These couplings of both
terms depend on the detuning b,na

, which is controlled by
the clock state |na〉. In order to reverse the sign of these
prefactors, we choose the cross-Kerr nonlinearity η such that
b,1 = −b,0 = −b, which leads to the condition

η = −2b = 2(ωb − ε). (12)

The whole scheme is illustrated in Figs. 2(b) and 2(c). When
enforcing this condition, the effective Hamiltonian in the
rotating frame can be written as

H̃eff = (1 − 2a†a)

⎡
⎣∑

j<j ′

gjgj ′

b

(σ+
j σ−

j ′ + H.c.) +
∑

j

1

2

g2
j

b

σ z
j

⎤
⎦

+ O
(

g4
j

3
b

)
. (13)

Here the effective Hamiltonian has exactly the form suggested
in Eq. (2) and the arrow of time is controlled by the clock
photon number na = 0 or 1 as desired. As shown above, the
Hamiltonian controlled by the clock is an all-to-all coupled XY

model in the presence of external field.6 Finally, we note that
the presence of the Lamb shift is crucial for implementing the
controlled operations mentioned in Sec. II, as will be explained
in detail in Sec. IV.

B. Local model

Now we discuss the realization of local lattice models,
in particular, we want the target Hamiltonian H to be a
nearest-neighbor spin-1/2 XY -spin model. The scheme is
illustrated in Fig. 3. The blue squares represent local cavities
associated with photon operators bj , which play the role of
active degrees of freedom. The coupling of each neighboring

5The third-order term is zero in this model. The complete
formula of the second-order effective Hamiltonian without pro-
jecting onto the zero-qubit excitation subspace is shown in
Appendix C.

6The fourth-order perturbative terms correspond to a ZZ interaction

[35] in the form of VZZ = (1 − 2a†a)
∑

j<j ′
2g2

j
g2
j ′

3
b

σ z
j σ z

j ′ . The ZZ

interaction strength can be made stronger than this if one uses the
transmon qubits [59], where the third level of the transmon contributes
significantly to the ZZ interaction [35]. Additionally, there exist
two other types of effective interactions, namely, the four-spin ring
exchange interaction σ+

i σ−
j σ+

k σ−
l and three-spin assisted hopping

σ z
i σ+

j σ−
k .

(b)

(a)

(c)

(local cavity)

(qubits)

(clock)

FIG. 3. Schematic diagrams of the cavity-QED implementation
of a local model. (a) Illustration of the many-body system, consisting
of local cavities (blue squares), qubits (red circles) mediating
interactions between the cavities, and a global control cavity (green
bar) serving as a quantum clock. (b) When no photon is present in
the clock, the qubit energy ε is above the local cavity frequency ωb,
with a positive detuning b. (c) When a single photon is present in
the clock, the qubit level spacing ε ′ ≡ ε − 2χ is pushed down below
the local cavity frequency ωb by a distance b, which inverts the sign
of the detuning and hence the sign of the controlled Hamiltonian.
We note that, in (b) and (c), the level diagram represents the level
spacings rather than absolute energy levels.

cavity is meditated by qubits (red circles, associated with Pauli
operators σ z

j,j+1), which are also coupled to the global clock
cavity a. These qubits are passive degrees of freedom and will
be eventually integrated out. This scheme is different from
the nonlocal Hamiltonian of the previous section, where the
σ were active degrees of freedom while the b were passive.
We considered this configuration so that the global degree
of freedom remains a cavity photon. Similar to the previous
section, the Hamiltonian is given by Hs = H0 + V :

H0 = ωaa
†a + ωb

∑
j

b
†
j bj + 1

2
ε
∑

j

σ z
j,j+1

−χa†a
∑

j

σ z
j,j+1,

V = gb

∑
j

[b†j (σ−
j,j+1 + σ−

j−1,j ) + H.c.]. (14)

In place of the cross-Kerr interaction in Eq. (9), the last term
in H0 now represents the dispersive interaction between the
global cavity a and the qubits σ with interaction strength χ .
For convenience, we define ε as the renormalized frequency of
the qubits, with the Lamb shift due to the global cavity already
absorbed into the definition.

We note that the dispersive interaction can arise from
junction couplers as described in the previous section or
alternatively from a Jaynes-Cummings interaction in the
dispersive regime [14,18], where we get χ = g2

a/a . Here ga

is the JC interaction strength and a = ωa − ε is the detuning
between the bare qubit σ and global cavity a frequencies. For
weakly anharmonic superconducting qubits such as transmons,
the derivation of the dispersive interaction can be found in
Ref. [60].
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Similar to the nonlocal case, the photon number na is a
conserved quantity and we can restrict the system to zero- and
one-photon sectors. In the following, we want to eliminate the
qubit degrees of freedom σ perturbatively and find an effective
Hamiltonian for which local cavities b form an XY model of
which the sign is determined by the clock photon number.

We consider the dispersive regime where the local cavities
and qubits are far detuned in both clock sectors compared to
the JC interaction strength, namely,

b,na
= ε − 2naχ − ωb � gb (na = 0,1).

Here b,0 ≡ b = ε − ωb is the bare detuning in the absence
of a clock photon, while b,1 = b − 2χ represents the
modified detuning in the presence of a clock photon due to
the dispersive shift. In this regime, since the JC interaction
is detuned, there is effectively no exchange of excitations
between the local resonators and qubits. This leads to separate
conservation of the total photon number in the local resonators
Nb = ∑

j b
†
j bj and total qubit excitations Sz = ∑

j σ z
j . In

particular, we are interested in the low-energy sector in which
all the qubits have zero excitations, i.e., |↓↓↓ · · · 〉, which
corresponds to a projector PSz=0.7 We can adiabatically elim-
inate the qubits by a Schrieffer-Wolff transformation [62,63]
in each clock sector, namely, Heff,na

= PSz=0e
Sna He−Sna PSz=0.

Such a transformation can be done perturbatively by decom-
posing the effective Hamiltonian and generator S according
to different orders in interactions strength gb, i.e., Heff,na

=∑
m H ′(m)

na
and Sna

= ∑
m S(m)

na
. The first-order generator is

given by

S(1)
na

= gb

b,na

∑
j

bj (σ+
j−1,j + σ+

j,j+1) − H.c., (15)

which leads to the effective Hamiltonian (up to second order)

Heff =
⎛
⎝ωana + ωb

∑
j

b
†
j bj −

∑
na

g2
b

b,na

∑
j

[(b†j bj+1 + H.c.)

+2b
†
j bj ]

)
|na〉〈na| + O

(
g4

b

3
b,na

)
. (16)

We want detunings b,na
(na = 0,1) to have the same

magnitude and opposite signs for different occupation number
na . In other words, we need b,1 = −b,0 = −b. To achieve
this, we simply choose

χ = b = ε − ωb. (17)

In the situation that the dispersive interaction is realized by
the Jaynes-Cummings interaction, i.e., χ = g2

a/a , the above
requirement becomes

ga =
√

ab, (18)

7We note that in this situation, if the dispersive interaction Hdisp

is realized by the JC interaction perturbatively, the nonlocal second-
order flip-flop interactions between the qubits [Eq. (11)] do not play
any role, since all the qubits are in the down states. Therefore, the
dispersive Hamiltonian Hdisp is indeed a valid description.

meaning that the JC interaction interaction strength should be
the geometric mean of two detunings with opposite signs. The
whole scheme is illustrated in Figs. 3(b) and 3(c), where we
have chosen the parameter such that ωb < ε < ωa and χ is
hence positive.

When enforcing the condition in Eq. (17), the effective
Hamiltonian in the rotating frame can be written as

H̃eff = − g2
b

b

(1 − 2a†a)
∑

j

[(b†j bj+1 + H.c.) + 2b
†
j bj ]

+ O
(

g4
b

3
b

)
. (19)

Here the effective Hamiltonian has exactly the form suggested
in Eq. (2) and the arrow of time is controlled by the clock
photon number na = 0 or 1 as desired. In addition, one can
introduce strong optical nonlinearity to the local cavities, by
embedding qubits into it. In this case, the photons in the
cavities can be thought of as hard-core bosons due to photon
blockade [13,21], i.e., b2

j = b
†2
j = 0, as long as the nonlinearity

is much larger than the effective hopping strength between the
resonators g2

b/b. Hence H̃eff actually describes an XY -spin
model since the hard-core photon is equivalent to a spin-1/2
degree of freedom. Besides the flip-flop (XY ) interaction, there
is also a frequency shift with strength 2g2

b/b of the photon,
of which the sign flips when the arrow of time is reversed. This
frequency shift plays a similar role of effective magnetic field
applied to the spins in the z direction, due to the mapping Zj =
2b

†
j bj − 1. The shift is crucial because we need a conditional

operation as mentioned in Sec. II, which only acts on the
system evolving either forward or backward in time. This will
be explained in detail in Sec. IV. The detailed architecture of
a circuit-QED network and superconducting qubit array in a
3D cavity is explained in Appendix A and the numerical diag-
onalization of the original [Eq. (14)] and effective [Eqs. (16)
and (19)] Hamiltonians is compared in Appendix B.

IV. QUANTUM OPTICAL REALIZATION

We briefly present the potential realization of models
presented in the previous section and argue that such models
could be implemented with current technology. While such
models can be realized in most of quantum simulation
platforms, ranging from cavity QED [13–16] to Rydberg atoms
[29–32], and trapped ions [33] systems, motivated by recent
advances in superconducting circuits, we focus our discussion
on circuit-QED architecture.

Specifically, we consider a 2D on-chip circuit-QED
quantum simulator consisting of a hybrid resonator-qubit
network, pioneered by a series of proposals and experiments
[19–25,28,54]. For the nonlocal model schematically shown
in Fig. 2, each component could be implemented as follows:
the superconducting qubits (red), the transmission-line
resonator (blue) as the coupling bus, and the clock
implemented by a transmission-line resonator or transmon
qubit (green). For the local model shown in Fig. 2(a), the
implementation is the superconducting qubits (red), the local
superconducting transmission-line resonators (blue), and the
global transmission-line resonator (green) as the clock. The
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details about this architecture and an alternative realization
with a qubit array in a 3D superconducting cavity can be
found in Appendix A.

The parameter regime required to implement our models
(Sec. III) is within the reach of current technology. The typical
qubit and resonator frequencies can span the range from
100 MHz to 15 GHz and the typical JC interaction strength
ranges from 0 to 400 MHz [23]. For the nonlocal model,
the coupling strength η of the cross-Kerr term is a fraction
(1/24) of the Josephson energy of the coupling junction EJ

(ranging from 200 MHz to 20 GHz) [64,65] and so η can
range from 10 MHz to 1 GHz. Further in situ tunability can be
accessed by varying the flux through a junction-inductor loop,
i.e., the so-called gmon coupler [65]. Therefore, the following
hierarchy of parameters for the nonlocal model (Sec. III A)
can be satisfied: gj 
 |b| ∼ η 
 |ωb − ωa|. Thus, both the
condition for sign flipping [Eq. (12)] and the requirement of
dispersive coupling can be satisfied.

On the other hand, the following hierarchy of parameters for
the local model (Sec. III B) can be realized: gb 
 |b| ∼ χ

or equivalently gb 
 |b| < ga 
 |a|. In this case, both
the condition for sign flipping [Eq. (17) or (18)] and the
requirement of the dispersive regime can also be satisfied.
Moreover, within this parameter regime, our approximations
to obtain the effective Hamiltonian [Eq. (16)] are valid, as we
discuss in Appendix C. Specifically, the energy spectra of the
full and the effective Hamiltonians are within 0.1% of each
other (for gb/b = 0.1).

With the state-of-the-art technology, the 2D resonator-qubit
network can contain ∼100 qubits or resonators [28], while the
3D cavity with a typical dimension (e.g., 2.5 cm wide, 3 cm
deep, and 1 cm high) can contain ∼30 qubits [27]. The typical
coherence time of a superconducting qubit is tcoh = 1/κ ∼
100 μs (where κ ∼ 10 kHz) [23]. The local resonators and
clock cavity can typically have a longer coherence time tcoh =
1/κ ∼ 200 μs (where κ ∼ 5 kHz) [23]. The characteristic
interaction strength of the many-body system is determined
by the dispersive interaction, the maximum of which can
reach the strength g2/b ∼ 100 MHz (for example, with
g = 400 MHz and b = 1.5 GHz) [23], corresponding to a
local thermalization time tth ∼ 10 ns. The scrambling time is
typically even smaller than the local thermalization time and
hence is much smaller than the coherence time of the qubits
or resonators and clock cavity. Therefore, the observation of
scrambling behavior within the coherence time is unlikely.

One other key ingredient in implementing our protocol in
Sec. II is the conditional operation

CO1,0 = O1 ⊗ |0a〉〈0a| + IS ⊗ |1a〉〈1a|

that only acts on the branch with the clock state |0a〉. This
can be realized with the dispersive shifts. For the local
model discussed in Sec. III B, the simplest case is to choose
O1 = Xj1 ≡ b

†
j1

+ bj1 (in the zero- and one-photon subspace),
meaning that CO1,0 becomes a CNOT gate. The dispersive shift
of the local resonators (2a†a − 1)2g2

b/b in Eq. (19) depends
on the global control photon (qubit) state, which gives the
opportunity to realize a CNOT gate by applying a π pulse on the
local resonator with frequency ωb − 2g2

b/b. The hard-core
photon state of the local resonator is only flipped in the branch

with clock state |0a〉 due to the resonance condition. Similarly,
a conditional operation CO1,1 that only accesses the branch
with clock state |1a〉 can be applied when sending a π pulse
with frequency ωb. One could achieve an arbitrary conditional
single-qubit rotation by sending pulses with one of the two
corresponding frequencies. A similar procedure can be applied
to the nonlocal model discussed in Sec. III A, where the Lamb
shift in Eq. (13) contributed to the conditional operations.

V. QUANTUM CLOCK VERSUS CLASSICAL SWITCH:
IMPERFECTION AND ERROR ANALYSIS

In this section we analyze the stability of protocol against
imperfection in the quantum clock and compare it with a
previously proposed measurement scheme based on using a
classical switch to control the arrow of time [12] during the
protocol. The main advantage of our protocol is that we do
not change the Hamiltonian during the protocol and therefore
no statistical error corresponding to the fluctuation of the
Hamiltonian will be incurred.

A. Classical switch

Recently, a protocol was proposed for measuring the same
correlator [12] where a continuous classical switch is used to
flip the sign of the Hamiltonian, i.e., from H to −H . In this
type of protocol, one flips the overall sign of the Hamiltonian
by changing the detuning in the cavity-QED system.

In order to make the comparison more concrete, we review
the protocol with a classical switch from Ref. [12] in Fig. 4. In
this protocol, an ancilla qubit is initially prepared in an equal
superposition 1√

2
(|0a〉 + |1a〉) by the Hadamard gate. The

ancilla is used to perform the conditional operation O1 rather
than controlling the sign of the Hamiltonian or equivalently the
arrow of time. Therefore, the arrows of time in both branches
always agree with each other. In the middle of the protocol,
the sign of the Hamiltonian is flipped (H → −H ) with a
continuous classical switch. However, since the detuning is
a continuous variable, the change of the sign cannot be perfect

“arrow of time”

Measure

switch

switch

FIG. 4. Measurement protocol using a classical switch to control
the arrow of time. An ancilla qubit is initialized as the superposition of
|0a〉 and |1a〉 and hence splits the evolution into two branches in order
to show the Ramsey interference. The ancilla enables conditional-O1

operation but does not control the sign of the Hamiltonian. Another
classical switch (such as the detuning) is used to change the sign of
the Hamiltonian and hence flip the arrow of time.

062329-7



GUANYU ZHU, MOHAMMAD HAFEZI, AND TARUN GROVER PHYSICAL REVIEW A 94, 062329 (2016)

0 2 4 6 8 10 12 14 16 18 20
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.00
0.02
0.04
0.06
0.08
0.10

0 5 10 15 20

R
el

at
iv

e
er

ro
r

-0.4

-0.35

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

0

FIG. 5. Effect of imperfect sign change via classical switch for a
spin model. The model considered here is H = ∑

i(�σi · �σi+1 + hiσ
z
i ),

where the hi are chosen randomly from a uniform distribution in
the interval [−0.5,0.5]. The correlator 〈O2(t)O1(t ε)O2(t)O1(0)〉 is
shown, with O1 = σ z

2 and O2 = σ z
L−1, where L = 12 is the total

number of sites. We take ε to be a random Gaussian variable
with variance δ and averaging in 〈O2(t)O1(t ε)O2(t)O1(0)〉 is
performed over this ensemble. The inset shows the relative error
〈O2(t)O1(tε)O2(t)O1(0)〉/〈O2(t)O1(0)O2(t)O1(0)〉 − 1.

and the corresponding error can vary from one measurement
shot to the next. We model this error by −(1 + ε)H as the
flipped Hamiltonian, where ε is a random variable. Under this
assumption, the final many-body wave functions in the two
branches become

|R〉 = eiHt(1+ε)O2e
−iH tO1|ψ〉S,

|L〉 = O1e
iHt(1+ε)O2e

−iH t |ψ〉S,
(20)

which leads to the overlap

S〈ψ |eiHtO2e
−iH t(1+ε)O1e

iHt(1+ε)O2e
−iH tO1|ψ〉S

= 〈O2(t)O1(εt)O2(t)O1(0)〉.
In contrast to the error incurred in the quantum clock, which is
independent of the time t (see the next section), here the error
is a function of tε and the correlation function only matches the
desired OTO correlator in the limit εt 
 1. In other words,
since the value of ε is not a priori known, one measures the av-
erage of the above correlators. Figure 5 shows the time depen-
dence of the OTO correlator of a Heisenberg model with a ran-
dom external field. Multiple curves in the presence of the ran-
dom error ε with mean zero and different variance δ are shown.
The error made is clearly time dependent, which potentially
makes extracting the functional dependence of the correlator
at short times (e.g., to understand scrambling) challenging.

In particular, for the early-time behavior, the curve without
error (δ = 0) shows an onset time tb ≈ 1, after which the
OTO correlator begins to rapidly decrease, i.e., the scrambling
behavior starts. The onset of scrambling could be understood
by introducing the butterfly velocity vb [46,47]. Specifically,

the early-time behavior of OTO correlators, in the fast
scrambling regime, can be approximated by

COTO ≈ 1 − eλ(t−x/vb), (21)

where x is the distance between O1 and O2 and λ is the
Lyapunov exponent. We note that this form is not universal and
in some cases the exponential behavior is replaced by a power-
law form, e.g., in many-body localized systems [48–52]. In
Eq. (21) we see that the actual scrambling starts at tb = x/vb.
This can be understood in the context of the Lieb-Robinson
bound [66], where the propagation of operators is bounded by a
light cone, characterized by the same velocity vb. In particular,
in the beginning (t = 0), the operators O1 and O2 commute
with each other COTO ≈ 〈O1(0)O2(t)O2(t)O1(0)〉 = 1 (which
means that |L〉 ≈ |R〉). As time evolves, the operator O2(t)
grows linearly in time and forms a superposition of string
operators. Eventually, at tb = x/vb, the string operators reach
O1(0) and the OTO is no longer equal to unity. However, as we
observe in Fig. 5, in the presence of error ε, the onset time tb and
the butterfly velocity vb are significantly modified. For ε = 0.1,
tb and vb decrease approximately to zero. This is not surpris-
ing since the correlator COTO ≈ 〈O1(εt)O2(t)O2(t)O1(0)〉 < 1
decreases rapidly when εt increases. We see that this error
not only affects the extraction of butterfly velocity, but also
distorts the shape of the early-time behavior, which will make
extracting functional dependence of the correlator (such as
exponential or power-law growth) challenging.

B. Quantum clock

In the following we analyze three types of errors that could
affect the efficiency of our protocol.

1. Imperfection in pulses

Both the initial Hadamard gate (π/2 pulse) and the τ x

operation (π pulse) that flips the clock and hence the arrow
of time can suffer from errors since the rotation angles are
continuous variables and hence may not be exact. For a rotation
along certain axis n̂, we can simply parametrize the rotation
error as

Rn̂(θ + δθ ) = e−i(θ+δθ)n̂·�τ/2,

where δθ is a small random fluctuation that differs in different
shots of measurement.

Assuming that the initial Hadamard gate is perfect, we
first consider the imperfection of the two τ x flip operations
on the clock (θ1,θ2 = π and n̂ = x̂). Note that because the
two flips of the quantum clock divide both the upper and
lower branches into three sectors, 23 = 8 paths are generated.
The two paths |L〉 and |R〉 always stay in either of the two
branches, i.e., upper to upper to upper and lower to lower
to lower, respectively, which are the only paths that survive
in the absence of error, i.e., δθ1,δθ2 = 0. Once the error is
present, the other six paths, which bounce between the upper
and lower branches, will have nonzero amplitude. For example,
the upper to lower to upper path corresponds to the weighted
state (−i sin δθ1

2 )(−i sin δθ2
2 )[U †(t)]3O2U

†(t)O1|ψ〉S , while
the upper to lower to lower path corresponds to the state
(−i sin δθ1

2 )(cos δθ2
2 )[U †(t)]3U (t)|ψ〉S . The errors modify the
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final state in Eq. (7) to

|�f 〉 = 1√
2

[(
cos

δθ1

2
cos

δθ2

2
|R〉 +

3∑
i=1

ci |Ei〉
)

⊗ |1a〉

+
(

cos
δθ1

2
cos

δθ2

2
|L〉 +

6∑
i=4

ci |Ei〉
)

⊗ |0a〉
]
.

(22)

Here the states |E1,2,3〉 (|E4,5,6〉) coming from the other
unwanted paths end up in the upper (lower) branch.
Their amplitudes are c1 = c4 = −i sin δθ1

2 cos δθ2
2 , c2 = c5 =

−i sin δθ2
2 cos δθ1

2 , and c3 = c6 = sin δθ1
2 sin δθ2

2 .
Note that the errors in the π pulse do not change the value

of the Hamiltonians H and −H for forward and backward
propagation. Nor do the errors change the quantum states |R〉
and |L〉, of which the overlap 〈L|R〉 is the OTO correlator.
Now the question is to what extent our protocol can extract
this overlap from the unwanted noise N . When we measure
the τ x operator according to the protocol, which leads to

〈τ x〉f ≡ 〈�f |I ⊗ τ x |�f 〉

= cos2

(
δθ1

2

)
cos2

(
δθ2

2

)
Re[〈L|R〉] + N . (23)

The first term is a slightly shrunken signal proportional to
the real part of the overlap between |L〉 and |R〉. The second
noise term compares the real or imaginary part of the overlap
involving the unwanted paths |Ei〉. Since the magnitude of
the real or imaginary part of any overlap is bounded by 1,
i.e., |Re(Im)〈Ei |Ej 〉| � 1 and |Re (Im)〈Ei |R(L)〉| � 1, one
can derive a bound for the noise, namely,

|N | � | sin δθ1| + | sin δθ2| + | sin δθ1|| sin δθ2|

+ sin2

(
δθ1

2

)
(1 + | sin δθ2|)

+ sin2

(
δθ2

2

)
(1 + | sin δθ1|) + sin2 δθ1

2
sin2 δθ2

2

= | sin δθ1| + | sin δθ2| + O
(
δθ2

1 + δθ2
2 + δθ1δθ2

)
. (24)

This expression suggests that the noise bound is controlled
by the errors on the rotation angles. The same prefactor and
bound for noise hold for the τ y measurement, corresponding
to the imaginary part of the overlap. The signal-to-noise ratio
S of the overlap has the expression

S ≈ cos2
(

δθ1
2

)
cos2

(
δθ2
2

)
| sin δθ1| + | sin δθ2| |〈L|R〉|, (25)

which is also controlled by the error angles and the magnitude
of the overlap. Therefore, the overlap can be resolved once its
magnitude is much larger than the noise background.

In addition, the imperfection in the initial Hadamard gate
(θ ′ = π/2, n̂ = ŷ) leads to the preparation of an unequal
superposition of the two branches

|ψ〉S ⊗
(√

1 − sin δθ ′

2
|0a〉 +

√
1 + sin δθ ′

2
|1a〉

)
.

The unequal weight of the wave functions in the two branches
of the interferometer [conditioned by |0a〉 and |1a〉, respec-
tively, as shown in Eq. (22)] remains in the final output |ψ〉f .
Therefore, the measurement outcome in the presence of both
types of errors becomes

〈τ x(y)〉f = cos δθ ′
{

cos2

(
δθ1

2

)
cos2

(
δθ2

2

)

× Re(Im)[〈L|R〉] + N
}
. (26)

An extra prefactor cos δθ ′ further shrinks the magnitude of
the overlap. On the other hand, the phase of the overlap, i.e.,
arg[〈L|R〉] = arctan{Im[〈L|R〉]/Re[〈L|R〉]}, is less affected
by the three error angles since the same prefactors on both the
real and imaginary parts cancel each other. The signal-to-noise
ratio remains the same expression as in Eq. (25) since the same
prefactor cos δθ ′ is introduced to the noise term.

We emphasize that with the current quantum information
technology such as circuit QED, the fidelity of a single-qubit
gate can reach over 99.9% [67]. Therefore, errors in rotating
angles are under control and will not change the order of
magnitude of the signal and we have shown above that the
signal is stable against a small imperfection in the gates.

2. Imperfection in the couplings

Before doing the experiments, one needs to tune the
parameters such as the detunings a and b (e.g., by sweeping
the magnetic fluxes penetrating the superconducting loops)
to satisfy the conditions in Eq. (12), (17), or (18), which
allows the reversing of sign exactly. In addition, there may
be inhomogeneity in the qubit-cavity coupling, namely, the
coupling strength may have a spatial dependence: g → gj and
ga → ga,j . For the nonlocal model discussed in Sec. III A
this is not a problem since the inhomogeneity only introduces
disorder in the effective coupling strength but does not affect
the condition (12), which allows exactly flipping the sign
with the clock. However, for the local model discussed in
Sec. III B, spatial-dependent tunability of the qubit frequency
εj , or equivalently the tunability of detunings a,j and b,j ,
is needed to satisfy the required conditions in Eq. (17) or (18).
Once the tuning is done with high precision, the static imper-
fection is removed and no such errors will be introduced in situ.

The key is to have a calibration procedure that makes
sure that the static imperfection is removed or under control.
This can be achieved by a simplified version of the Ramsey
interference protocol, without applying the operators O1 and
O2, such that the cancellation between the forward and the
backward evolution could be verified.

3. Effects of the imperfections on the conditional operations

We note that the success of the protocol highly depends on
the ability to perform conditional operations on a particular
branch of the interferometer. The operation relies on the
dispersive shifts of the nonlocal model [Eq. (13)] and local
model [Eq. (19)], respectively.

Using the local model as an example, the dispersive shift
term (2a†a − 1)2g2

b/b

∑
j b

†
j bj , which creates a frequency

difference 4g2
b/b for the two branches conditioned by |0a〉
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and |1a〉, is responsible for the conditional operation, since the
applied pulses generating O1 and O2 need to be on resonance
with the dressed resonator frequency ωb − 4g2

b/b or ωb in
a particular branch. Now we consider the spatial disorder
of the parameters, meaning that the dressed local-resonator
frequency becomes ωb,j − 4g2

b,j /b,j or ωb,j , respectively.
As long as the frequency difference 4g2

b,j /b,j (typically
on the order of 10–100 MHz for circuit-QED [23]) is much
larger than spectral width of the pulses (typically on the order
of 5–10 KHz [23]), the difference can be resolved by the
pulses and the conditional operation can be applied. Once this
condition is satisfied, the fidelity of the conditional operation
is only limited by the typical fidelity of the single-qubit gate,
which can reach 99.9% with the state-of-the-art circuit-QED
technology [67].

We note that due to the spatial disorder of the parameters,
the dressed local-resonator frequencies on the two sites hit
by O1 and O2 are different. However, the spatial disorder is
static, so the frequency difference is fixed among different
shots of measurements. Therefore, one only needs to establish
a benchmark by measuring the dressed frequencies of the
two local-resonator sites hit by O1 and O2, respectively,
before starting the protocol. The benchmark can be done by
sweeping the driving frequency and locating the resonance in
the situation with and without a photon in the clock cavity.

VI. EXTENSIONS OF THE LOCAL MODEL

In Sec. III B we showed concretely how a 1D XY -spin
model can be embedded with a global quantum clock to
control the sign of the Hamiltonian. Here we extend the model
in terms of the interaction, lattice type, spatial disorder, and
dimensionality.

A. Soft-core photons and Hubbard model

Above we focused on hard-core photons that lead to
effective spin-1/2 models. Now we consider soft-core photons,
which allows one to build further interactions. Carrying out
the Schrieffer-Wolff transformation to fourth order yields the
following correction to the Hamiltonian in Eq. (16):

Heff =
∑
na

g4
b

3
b,na

∑
j

[
2b

†
j b

†
j bjbj + 6b

†
j bj b

†
j+1bj+1+8b

†
j bj

+ (2b
†
j bj+1 + b

†
j bj+2 + H.c.) + (

b†
2
j+1b

2
j + H.c.

)]
× |na〉〈na| + O

(
g6

b

5
b

)
. (27)

From the above Hamiltonian, we see that all types of inter-
actions, including the on-site interactions, nearest-neighbor
density-density interactions, next-nearest-neighbor hoppings,
and nearest-neighbor pair hoppings, depend on the detuning
b,na

. Therefore, we can easily change the sign of interactions
by flipping detuning as we did before, namely, using the
dispersive shift induced by the global cavity. When imposing
the constraint (17) or (18) as before, the total effective
Hamiltonian in the rotating frame [continuing the series in

Eq. (19)] is

H̃eff = (1 − 2a†a)

⎡
⎣− g2

b

b

∑
j

[(b†j bj+1 + H.c.) + 2b
†
j bj ]

+ g4
b

3
b

∑
j

[2b
†
j b

†
j bj bj + 6b

†
j bjb

†
j+1bj+1 + 8b

†
j bj

+ (2b
†
j bj+1 + b

†
j bj+2 + H.c.) + (

b†
2
j+1b

2
j + H.c.

)]

+ O
(

g6
b

5
b

)⎤
⎦, (28)

which is actually an extended Bose-Hubbard model with
extra pair-hopping terms and an embedded quantum clock
controlling the sign of the Hamiltonian. We note that the
faster scrambling behavior near the quantum critical point of
a Bose-Hubbard model was recently discussed in Ref. [53].

B. Simulating disorder and localization

Above we constructed only the spatially uniform model. We
now note that an XY or extended Hubbard model with spatial
disorders in both the hopping strength and on-site and off-site
interactions can also be designed. To do so, one simply makes
the local JC interaction strength [Eqs. (19) and (28)] spatially
disordered, i.e., gb → gb,j . This disorder does not affect the
detuning b,na

that controls the sign of the Hamiltonian.
Hence, the constraint (17) or (18) that determines the necessary
condition to exactly reverse the sign does not change.

With the spatial disorder in the Hamiltonian, one can
potentially realize models with Anderson localization or many-
body localization [68]. The OTO correlator in these situations
may be able to distinguish between a chaotic (ergodic) phase
and a many-body localized phase [48–52].

C. Extension in dimensionality and realization

Generalization of our setup to 2D models is straightforward.
One can devise a checkerboard lattice, with one sublattice
formed by blue squares playing the role of active degrees of
freedom and one sublattice formed by red circles that will
be integrated out and only passively mediate the interactions
between blue squares. Here one can go beyond the Jaynes-
Cummings lattice (oscillator plus a two-level system) and
assume that both the blue squares and red circles represent
multilevel atoms (or artificial atoms such as transmons [59]),
which can be viewed as qudits, or in simple cases anharmonic
oscillators. The two types of atoms will be detuned from each
other and have different level structures, while the interaction
between them are of flip-flop (XY ) type. The checkerboard
lattice is placed in a global 3D cavity, where the cavity
only interacts with the red atoms dispersively and shift their
frequencies, as illustrated in Fig. 6. The method of such
selective coupling is discussed in Appendix A. Considering
the excitations of active (blue) atoms in the hard-core limit
(equivalent to spin 1/2), an XY model similar to Eq. (19)
in two dimensions can be derived with the Schrieffer-Wolff
transformation. This can be easily seen in the limit when the
red atom is strongly anharmonic and therefore can be treated
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FIG. 6. A 2D generalization of the cavity-QED implementation.
Two types of multilevel atoms (qudits), represented by blue squares
and red circles, form a checkerboard lattice that is placed in a 3D
cavity. The blue atoms play the role of active degrees of freedom,
while the red atoms are passive coupler mediating interactions
between red atoms. The two types of atoms are coupled by nearest-
neighbor flip-flop interactions. The cavity is selectively coupled
to only the red atoms with dispersive interaction to shift their
frequencies.

as a two-level system (qubit), thus recovering the results of the
JC lattice model.

Finally, we also note that such a checkerboard-lattice setup
can also be implemented with Rydberg atoms, where an
additional clock atom is dispersively coupled only to the
sublattice serving as a passive coupler through the Rydberg
blockade mechanism [30,36–38]. Such a partial addressing
scheme has been discussed in a recent work about measuring
the entanglement spectrum with Rydberg atoms [44].

VII. CONCLUSION AND OUTLOOK

In this work we showed that by embedding a quantum clock
into a many-body system, one can control the direction of the
time evolution of a many-body system. One can then use such
a quantum clock to measure the out-of-time correlator, which
characterizes chaos in a generic quantum many-body system.
We have also constructed a class of models implementable in
cavity- or circuit-QED systems in which such embedding is
possible. With the state-of-the-art technology, one can have
∼100 qubits or local resonators in a 2D on-chip resonator-
qubit network and ∼30 qubits in a 3D cavity. The typical
performance time is limited by the coherence time of the qubits
or resonators and clock cavities, which is on the order of
100 μs and hence much larger than the local thermalization
time and scrambling time. In addition, we showed that our
protocol, which utilizes a quantum clock, is robust against
imperfection and statistical error in the single-qubit gate and
hence is advantageous over a protocol using a classical switch,
which is more sensitive to statistical errors. The fidelity of
the protocol within coherence time is primarily limited by the

fidelity of the single-qubit gate, which can reach ∼99.9% in
the-state-of-the-art circuit-QED technology.

Although we focused on realizations with cavity and
circuit QED, the way we construct the models is generic and
can be applied to many other platforms where coupling a
clock qubit globally to the many-body system is possible,
such as Rydberg atoms and ion traps. We also note that
the ability to have quantum control of the time evolving
direction of a many-body system can have many other
applications, including the ability to measure a Loschmidt echo
equivalent to S〈ψ |eiHte−i(H+δH )t |ψ〉S , which also requires
evolving both backward and forward in time, and is an
alternative measure of quantum chaos. It is also relevant for
performing quantum phase estimation, a very useful tool to
extract information from a generic quantum simulator without
doing quantum-state tomography. From a condensed-matter
perspective, probing the OTO correlator across the many-body
localization-delocalization transition could be very pertinent
since the key difference between a thermal phase and a
many-body localized phase is precisely that the former is
chaotic while the latter is not. As discussed in Sec. VI B,
this is possible within our setup. Similarly, simulating SYK
models [3,10] in cavity QED or cold atoms and measuring
OTO correlators is another promising direction.

Conceptually, the idea of measuring OTO correlators using
the quantum clock is reminiscent of the idea of quantum-
controlled ordering of gates discussed in Ref. [69]. The basic
result of Ref. [69] is that if in quantum computing one allows
a control switch that switches the order in which gates are
applied (a permutation switch), it reduces the computational
complexity of certain problems from O(n2) to O(n). It would
be worthwhile to explore the possibility of obtaining such
speedups in quantum algorithms using our cavity-QED setup.
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APPENDIX A: CIRCUIT AND CAVITY QED
ARCHITECTURE REALIZING THE LOCAL MODELS

In this appendix we discuss details of the circuit-QED
architecture, which realize our desired local model described
by Eq. (14) and illustrated in Fig. 3, and the corresponding
experimental protocols.

1. Two-dimensional circuit-QED network

We first discuss the realization with the 2D on-chip
circuit-QED network and illustrate it in Fig. 7(a). As an
example, we show in Fig. 7(a) the realization of qubits
with the Cooper-pair box or transmon, composed of two
Josephson junctions and one capacitor. The level structure
and qubit frequency are tuned in situ by the external magnetic
flux threading the junction loop. In general, any type of
superconducting qubits can be used in the network, such as
flux and fluxonium qubits [70–72].
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FIG. 7. Cavity- or circuit-QED architecture, which realizes the
model described by Eq. (14) and illustrated in Fig. 3. (a) A 2D on-chip
circuit-QED network. The setup consists of a global transmission-
line resonator serving as the quantum clock; local transmission-line
resonators, which play the role of active degrees of freedom; and
qubits, which are passive degrees of freedom that mediate interactions
between local resonators and are controlled by the global resonator.
Alternatively, one can have an additional ancilla qubit coupled to the
global resonator, which can either be used to manipulate the cavity
photon state or be dispersively coupled to the local qubits mediated
by the cavity bus and hence serves as the clock. (b) A 3D cavity
QED with superconducting qubit array, with qubits of two different
frequencies (represented as red and blue). The blue qubits play the role
of active degrees of freedom, while the red qubits are passive couplers
that mediate interactions between the blue qubits. The dipoles of the
qubits are facing different directions to enable selective coupling to
the global cavity.

The local λ-mode transmission-line resonators8 are coupled
capacitively to the qubits [19]. We represent the voltage on the
ends of the resonator as V r

j and the electric charge on the upper
superconducting island (nongrounded one) of the qubit as
V

q
j,j+1. The capacitive coupling between resonator and qubit

on its right leads to the interaction T
right
j = CV r

j V
q
j,j+1, where

C is the intermediate capacitance. Canonical quantization
allows us to represent the phase variables with the creation
or annihilation of photon operators, i.e., V r

j = V r
rms(bj + b

†
j )

and V
q
j,j+1 = eCgσ

x
j,j+1, where V rms is the root-mean-square

voltage of the resonator, Cq the qubit capacitance, and
e the unit charge. Therefore, with a rotating-wave
approximation that drops the counter-rotating term, the

8One could also choose the λ/2 mode, which is the fundamental
mode of the resonator, leading to the opposite sign of the phase
variable on the two ends. However, eventually the sign can be gauged
in a 1D chain.

interaction can be expressed as the Jaynes-Cummings form
T

right
j = gb(b†j σ

−
j,j+1 + H.c.), where the JC interaction strength

is gb = 2eCqV
r

rms. The interaction between the resonator and
the qubit on its left has an identical expression. The sum of all
the pairwise interaction terms leads to the realization of the JC
interaction V in Eq. (14). Since we eventually need hard-core
bosons to simulate spin models, we introduce nonlinearity
into the resonators by embedding qubits, which is illustrated
in the inset of Fig. 7(a). The presence of the qubit inside the
resonator leads to photon blockade [21].

The global transmission-line resonator (cavity) is coupled
to all the qubits between the local resonators. In order to make
sure the coupling is uniform, we put the qubits in the peaks
(positive or negative) of the resonator mode, implying that the
length of the resonator is at least Nλ/2, where λ is the mi-
crowave wavelength and N is the total number of qubits. This
also means that the control photon occupies the N th-harmonic
mode. Such a superlong transmission-line resonator has been
explored experimentally in Ref. [73]. Due to the dressing of the
qubit, the level structure of the global resonator also becomes
anharmonic, therefore allowing one to manipulate the photon
state in the truncated zero- and one-photon subspace.

In addition, one could add another ancilla qubit coupled
to the global cavity. Instead of exploiting the nonlinearity of
the global resonator, one could also use an ancilla qubit to
manipulate the photon state through the combination of the
controlled-phase gate induced by dispersive interaction and
single-qubit rotation [14].

An alternative way to realize the dispersive-type coupling
is to directly couple the ancilla qubit (represented by Pauli
operator τ ) to all the local qubits, mediated by the virtual
photon in the cavity. In this case, the cavity serves as a quantum
bus and hence has no photon occupation. One subtle point is
that multiple modes are mediating the dispersive interaction,
however, one can select one to play a major role by tuning the
qubit frequency close to the frequency of the selected mode.
When the global control qubit is detuned from local qubits, the
only interaction surviving the rotating-wave approximation is
the ZZ coupling

Hdisp → HZZ = −χ ′

2
τ z

∑
j

σ z
j,j+1. (A1)

Such a ZZ interaction is frequently used for a controlled-phase
gate on many platforms. For example, in circuit QED, such
a ZZ interaction exists due to the contribution of the third
level of the transmon qubits [35]. One can easily see that
by making the replacement τ z = 1 − 2a†a in the zero- and
one-photon subspace, the above HZZ is formally identical to
Hdisp [in Eq. (14)] up to a constant frequency shift, which can
be absorbed into the renormalized local qubit frequency ε.

An alternative for the global transmission resonator can
be a resonator array [19,20,23,54], where we can use the
common mode (k = 0) as the clock. Besides the above
approach using capacitive coupling and the JC interaction
to generate the dispersive interaction perturbatively, one can
also directly couple each resonator in the array to the qubits
with a Josephson junction [58,60]. In this way, the dispersive
interaction strength χ is only proportional to the Josephson
energy EJ and does not depend on the detuning in the form of
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g2
a/a and hence can remain sizable even when the resonator

and qubit are far detuned. With this method, the condition (17)
for sign flip is even easier to satisfy.

2. Three-dimensional cavity-QED with superconducting
qubit array

Now we consider a 3D version of the experimental realiza-
tion. Instead of considering a hybrid resonator-qubit network
as mentioned above, here we only consider a superconducting
qubit array in a 3D cavity [cf. Fig. 7(b)]. The word “qubit”
here is not restricted to two-level systems, but actually refers
to multilevel artificial atoms, which is an accurate description
for any superconducting qubits, such as transmons [59].
Experimental realization of a Bose-Hubbard model with a
transmon array in a 3D cavity was achieved recently in
Ref. [26]. Still, the array consists of two different types of
artificial atoms [illustrated with red and blue in Fig. 7(a)]
with different level structures, achieved, for example, by
choosing a different size of the junction loop between the
two superconducting islands. The red qubits play the role of
passive couplers that mediate interactions between the blue
qubits, consistent with the schematic diagram in Fig. 2(a).

In order to only couple the red qubits but not the blue qubits
to the 3D cavity, we exploit the directional property of dipole
coupling and so choose different orientations of the red and
blue qubits. As illustrated in Fig. 7(b), the dipole of the blue
qubits �p1, originating from the Cooper pair tunneling between
the two islands, is perpendicular to the cavity electric field
�E. Therefore, the dipole interaction for the blue qubits �p1 · �E
is zero. On the other hand, the dipole of the red qubits �p2

is rotated so as not to be perpendicular to the electric field,
which in the end gives rise to the dispersive interaction Hdisp

in Eq. (14). An alternative trick of realizing selective coupling,
also illustrated in Fig. 7(b), is by placing the red (blue) qubits
in the peaks (nodes) of the cavity mode.

By treating the two types of qubits (artificial atoms) as
anharmonic oscillators, an effective Hamiltonian similar to
Eq. (19) can be derived with the Schrieffer-Wolff transforma-
tion up to second order. The scheme can be easily generalized
to two dimensions, such as the checkerboard lattice shown in
Fig. 6.

APPENDIX B: NUMERICAL VERIFICATION OF THE
EFFECTIVE HAMILTONIAN

In order to verify the effective model we constructed from
perturbation theory, we need to compare it with the exact
numerical diagonalization of the original Hamiltonian. In
particular, we choose to verify the local model we constructed
in Sec. III B, which has higher complexity than the all-to-all
coupled spin model discussed in Sec. III A. In this appendix we
compare the numerical diagonalization of the original model
(14) and the full second-order effective Hamiltonian (16)
or (19).

We start with the simplest dimer case as shown in Fig. 8(a),
containing two local cavity sites, and a qubit in between that is
coupled to the clock cavity. We choose the following specific
parameters (which can potentially be realized with circuit-
QED systems): b = 50 MHz, a = 800 MHz, χ = 50 MHz

(or equivalently ga = 200 MHz if the dispersive interaction
arises from the global Jaynes-Cummings interaction perturba-
tively), and on-site photon cutoff nmax

b = 3; we vary gb in the
simulation. In particular, we choose the parameters such that
the conditions (17) and (18) are always satisfied so the sign
of the effective Hamiltonian can be flipped by the clock. In
Fig. 8(b) we compare the spectrum Eν of the original (blue cir-
cles) and second-order effective Hamiltonian (yellow squares)
at gb/b = 0.1 (b = 50 MHz and gb = 5 MHz), which is
deep in the dispersive regime, and the perturbation is expected
to be valid. The spectrum can be obviously divided into two
sectors corresponding to na = 0 and na = 1 and the exact
and perturbation results match very well throughout the entire
region. Note that for the original Hamiltonian, we have already
selected the spectrum in the subspace with 〈σ z〉 ≈ 0 [see
Fig. 8(d)] to match the effective Hamiltonian that is restricted
in that subspace. The nature of the manifold highlighted by
the red circles is to be discussed later for Fig. 8(d). In Fig. 8(c)
we show the relative error (Eeff

ν − Eν)/Eν between the exact
and perturbation results, with a varying perturbation parameter
gb/b. Recall that the perturbation is valid in the dispersive
regime, with gb/b 
 1. We see that the deviation increases
with gb/b, but still remains small even for sizable gb/b,
which shows that there is actually a wide parameter region in
which the perturbation theory is valid.

In Fig. 8(d) we plot the average total photon number∑
j 〈b†j bj 〉 and qubit excitations 〈σ z〉 in both clock sectors

na = 0 and 1. We can see that the nature of the pair of
states previously circled in Fig. 8(c) are located in the one-
photon (〈b†1b1〉 + 〈b†2b2〉 ≈ 1) manifold and with zero-qubit
excitations 〈σ z〉 ≈ 0. We note that the average excitation from
the perturbation theory (yellow squares) is always an exact
integer, while the average excitation from the exact results
(blue circles) slightly deviates from integer values. This is
due to the fact that, in the effective Hamiltonian of the
dispersive regime, total excitations of local cavities

∑
j b

†
j bj

and qubit excitations σ z are conserved separately (i.e., being
good quantum numbers). However, this is a consequence of
the basis change due to the Schrieffer-Wolff transformation,
which effectively rotates the states into dressed basis, where the
photon and qubit operators are both dressed operators: bj →
eSbj e

−S , σ z → eSσ ze−S , etc. Thus, in the original basis, there
is still a small number of qubit excitations in the sector we label
as σ z = 0 in the dressed basis and similarly a small number of
photons are in the sector we label as na = 0. When gb = 0, the
circled pairs of states in the one-photon manifold are doubly
degenerate states for both na = 0 and 1 clock sectors, namely,
|0b1b〉 and |1b0b〉. When gb �= 0, as predicted by the effective
Hamiltonian [Eq. (19)], there is an effective hopping amplitude
t = (2a†a − 1)g2

b/b between neighboring local cavities,
which is mediated by the intermediate qubit. The sign of the
hopping amplitude changes when the clock is flipped, while the
magnitude |t | = g2

b/b should remain the same. Therefore,
there should be a splitting δ = 2|t | = g2

b/b between the
symmetric and antisymmetric single-particle states of the
dimer, namely, 1

2 (|0b1b〉 + |1b0b〉) and 1
2 (|0b1b〉 − |1b0b〉). In

Fig. 8(e) we plot the splitting in both clock sectors from the
exact model, namely, δna=0 and δna=1 as a function of gb/b,
and compare them with the value 2g2

b/b predicted by the
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FIG. 8. Numerical comparison of the original and second-order effective Hamiltonian for a dimer. The parameters are b = 50 MHz,
a = 800 MHz, χ = 50 MHz (or equivalently ga = 200 MHz), an on-site photon cutoff nmax

b = 3. (a) The setup for numerical simulations
contains two local cavities, one qubit, and one global cavity. (b) Comparison of the spectrum between the exact (blue circles) and effective
(yellow squares) Hamiltonians obtained from numerical exact diagonalization. The spectrum is separated into two clock sectors. The red
circle show states in the one-photon manifold (

∑
j 〈b†

j bj 〉 ≈ 0 and 〈σ z〉 ≈ 0). (c) Relative error between the exact and effective spectra for
gb/b = 0.1. (d) Average photon and qubit excitation numbers for the low-lying states in both clock sectors, obtained from exact (blue circles)
and effective (yellow squares) Hamiltonians. The red circles show the states in the one-photon manifold. (e) Energy splitting in the one-photon
manifold δ for both clock sectors obtained from exact diagonalization of the original Hamiltonian and the prediction 2g2

b/b from second-order
perturbation theory.

perturbation theory. The match is very good for small gb/b

when perturbation theory is valid. In addition, we note that
even when the exact result deviates from the second-order
perturbation theory prediction, the splittings for both clock
sectors still match. This fact suggests that our prediction of the
equal magnitude of the prefactors in both clock sectors may
go way beyond the second-order perturbation and may extend
to all orders. In the main text we already saw this to be true for
the fourth-order terms in Eq. (27) and (28), with the prefactor
(1 − 2a†a)g4

b/
3
b. Similarly, for kth-order perturbation, a

prefactor of the form (1 − 2a†a)gk
b/

k−1
b is expected.

From the above verification of the dimer case, we see that
there is indeed a symmetry of the magnitude of the prefactors in
both clock sectors. However, we are not able to check the sign
flip induced by the clock from the spectrum since the spectrum
of a dimer is invariant under the sign flip of the hopping,
which is equivalent to a gauge transformation. However, no
gauge transformation can flip the hopping signs for a three-site
periodic ring, such as the setup shown in Fig. 9(a), which is
composed of three local cavities, three qubits in between, and
a global ring cavity. We choose the same parameters and focus
still on the one-photon manifold (

∑
j 〈b†j bj 〉 ≈ 1) of the exact

numerical spectrum as shown in Figs. 9(b)–9(e). We can see
from the zoomed-in insets in Figs. 9(b) and 9(d) that the lowest
of the three states in the na = 0 sector is singly degenerate,
while in the na = 1 sector the lowest states are doubly degener-
ate. This can be simply understood by the formula of the effec-
tive hopping amplitude t = (2a†a − 1)g2

b/b from Eq. (19).

For the na = 0 clock sector, the effective hopping is t =
−g2

b/b, which is negative according to the current parameter
choice. In this situation, the spectrum in the one-photon
manifold is {−2|t |,|t |,|t |} and the unique ground state in this
manifold corresponds to the symmetric state 1√

3
(|1b0b0b〉 +

|0b1b0b〉 + |0b0b1b〉). The two degenerate states with higher
energy can be chosen as two counterpropagating states with
opposite chirality, namely, 1√

3
(|1b0b0b〉 + e±i2π/3|0b1b0b〉 +

e∓i2π/3|0b0b1b〉). For the na = 1 clock sector, the effective
hopping is t = g2

b/b, which is positive and hence leads
to frustration of the ring. In this situation, the spectrum in
the one-photon manifold is {−|t |, − |t |,2|t |} and the doubly
degenerate ground states correspond to the two opposite chiral
states, while the symmetric state has higher energy. Therefore,
the signature of sign flipping is clearly shown in the two
insets. In addition, for both clock sectors, the splittings (δna=0

and δna=1) between the lower and higher states is fixed to be
3|t | = 3g2

b/b. We compare the splittings from the exact diag-
onalization to the prediction 3g2

b/b from perturbation theory
in Fig. 9(f) as a function of gb/b and we can see a very good
match for small gb/b. Also, the symmetry of the magnitude
of the splitting in both clock sectors is again verified.

APPENDIX C: COMPLETE FORMULA OF THE
SECOND-ORDER EFFECTIVE HAMILTONIAN

In the main text we derived the effective Hamiltonian of
the local model constrained in the sector with zero-qubit
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FIG. 9. Numerical results for a three-site ring. (a) The setup for numerical simulations contains three local cavities, three qubits, and one
global cavity, which form a periodic ring. (b)–(e) Average photon and qubit excitation numbers for the low-lying states in both clock sectors,
obtained from exact (blue circles) and effective (yellow squares) Hamiltonians. The red circles show the states in the one-photon manifold and
the insets show the zoomed-in spectrum in that manifold. (f) Splitting in the one-photon manifold for both clock sectors obtained from exact
diagonalization of the original Hamiltonian and the prediction 3g2

b/b from second-order perturbation theory.

excitation, i.e., |↓↓↓ · · · 〉, which corresponds to a projection
PSz=0. Here we release such a constraint and show the full
effective Hamiltonian in the dispersive regime up to second
order

Heff = H0 +
∑
na

g2
b

b,na

∑
j

[
(b†j bj+1 + H.c.)σ z

j,j+1

+ (σ+
j−1,j σ

−
j,j+1 + H.c.) + σ z

j +b
†
j bj

(
σ z

j−1,j + σ z
j,j+1

)]
|na〉〈na|C + O

(
g4

b

3
b,na

)
. (C1)

We see from the first term that the qubits, like a local
quantum switch, mediate qubit-state-dependent hopping of
photons on neighboring cavities, which has been previously
explored in the context of superconducting circuits [74]. On
the other hand, the second term shows the flip-flop interaction
between neighboring qubits is only mediated by virtual
photons (meaning there is no presence of the photon operators),
i.e., the so-called quantum-bus interaction [18,54,61]. The
third term represents the Lamb shift of the qubits induced
by the neighboring local cavities and the last term represents
the dispersive shifts (ac Stark shifts), which shows the mutual
dressing of photons and qubits [18,54].
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