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#### Abstract

Quantum spin liquids are exotic phases of matter whose low-energy physics is described as the deconfined phase of an emergent gauge theory. With recent theory proposals and an experiment showing preliminary signs of $\mathbb{Z}_{2}$ topological order [G. Semeghini et al., Science 374, 1242 (2021)], Rydberg atom arrays have emerged as a promising platform to realize a quantum spin liquid. In this work, we propose a way to realize a $U(1)$ quantum spin liquid in three spatial dimensions, described by the deconfined phase of $U(1)$ gauge theory in a pyrochlore lattice Rydberg atom array. We study the ground state phase diagram of the proposed Rydberg system as a function of experimentally relevant parameters. Within our calculation, we find that by tuning the Rabi frequency, one can access both the confinement-deconfinement transition driven by a proliferation of "magnetic" monopoles and the Higgs transition driven by a proliferation of "electric" charges of the emergent gauge theory. We suggest experimental probes for distinguishing the deconfined phase from ordered phases. This work serves as a proposal to access a confinement-deconfinement transition in three spatial dimensions on a Rydberg-based quantum simulator.


## I. INTRODUCTION

When the classical part of a many-body Hamiltonian is frustrated, quantum fluctuations can break the degeneracy in interesting ways. An exotic form of such breaking was pointed out by Anderson [1] where the ground state is a superposition of several almost-degenerate states, and the excitations are "fractional" [2]. Broadly, a common feature tying together such systems called quantum spin liquids is that, at low energies, they can be described as lying in a deconfined phase of an emergent gauge theory. The fractional excitations are the "charge"-like and "flux/monopole"-like excitations of this gauge theory. When these fractional excitations get confined, they cease to be important for the low-energy physics, and the system becomes ordered. From this point of view, transitions from a spin liquid to conventional ordered phases are understood as a confinement-deconfinement transition, driven by a proliferation of "flux/monopole"-like excitations, or a Higgs transition, driven by a proliferation of "charge"-like excitations [3-6]. Gauge theories and their phase transitions are of fundamental importance in physics [7-10]. The prospect of this physics emerging in many-body systems provides an important motivation for studying quantum spin liquids. They are also interesting due to their possible role in the physics of strongly correlated materials 11 and possible application in quantum computing [12, 13].

Traditionally, the main search space for spin liquids has comprised of solid state systems. While consistent progress has been made [2, 14], conclusive evidence for spin liquids is still lacking in these systems. One reason is that the same feature that makes spin liq-
uids interesting-being characterized by non-local order parameters-also makes them hard to detect. Meanwhile, over the past decade, Rydberg atom arrays have emerged as a promising platform for engineering interacting Hamiltonians 15-36. Rydberg states have large principal quantum number $n(\sim 20-100)$, and the van der Waals interaction between them scales as $n^{11}$. The strong tunable interactions, along with the ability to customize the lattice of atoms, locally control qubits, and take wavefunction snapshots, make Rydberg atom arrays a competitive platform to explore quantum many-body physics. Following theory proposals [37, 38, promising signs of $\mathbb{Z}_{2}$ topological order have been observed experimentally on this platform [26]. This has sparked a lot of activity over the past two years in the general direction of proposing ways to realize exotic states on quantum devices using analogue quantum simulation [39-42, digital quantum simulation [43], and projective measurements 44, 45].

Our work is a proposal for realizing a $U(1)$ quantum spin liquid, described by the deconfined phase of a compact $U(1)$ gauge theory on three-dimensional Rydberg atom arrays, with an eye towards accessing the confinement-deconfinement transition. It was shown by Polyakov 46, 47, that compact $U(1)$ gauge theory in $2+1$ dimensions is always in the confined phase in the thermodynamic limit due to a proliferation of monopole events. Therefore we turn to $3+1$ dimensions, where Polyakov argued 47] for the existence of both deconfined and confined phases separated by a transition driven by monopole excitations. The deconfined phase consists of gapless "photons", gapped "monopoles" and gapped "charge" excitations. In the early 2000s, lattice models
of spins 48 and dimers 49] on corner-sharing polyhedra were constructed that were strongly argued to realize this phase - a $U(1)$ spin liquid, using perturbation theory, solvable limits 48 and later Quantum Monte Carlo simulations [50, 51]. Our work is based on a spin model with easy-axis antiferromagnetic interactions introduced by Hermele et al. 48] on the pyrochlore lattice consisting of corner-sharing tetrahedra (see Fig. 11). The classical Ising limit of this model is the widely studied classical spin ice 52 56, which has a large residual entropy at low temperatures similar to water-ice [57]. This is because the ground states form an exponentially degenerate set of states obeying the "ice rule" (see Sec. III). The quantum model in Ref. 48 has also been a subject of intense study in the context of pyrochlore materials like $\mathrm{Yb}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}$ and $\mathrm{Er}_{2} \mathrm{Ti}_{2} \mathrm{O}_{7}$ as potential quantum spin ice (another name for the $U(1)$ spin liquid) candidates [58].

It was observed in Ref. 59 that the Hamiltonian in Ref. [48] can be viewed as that of hard-core bosons hopping on an optical lattice with nearest-neighbor repulsion, thus extending its relevance to the cold atom setting. Ref. 60 studied a similar model of hard-core bosons hopping on a two-dimensional checkerboard lattice. In Ref. 60, the atom's internal state was largely the ground state, but a dressing with Rydberg states was used to engineer interactions between atoms. Later, Ref. [61] showed that dimer models in two dimensions can be implemented on configurable Rydberg arrays-where the atoms themselves are stationary but can internally be either in a ground state or in a Rydberg state. In this setting, the atoms are driven with a laser (or a pair of lasers making a two-photon transition) that is detuned from the ground to Rydberg transition. The Rydberg interactions and the detuning define a (frustrated) "classical" energy landscape. The laser driving induces quantum fluctuations controlled by the Rabi frequency, leading (perturbatively) to dimer moves or ring exchange terms that are required to deconfine a gauge theory. The proposal [37] and experiment [26] mentioned above worked in the same setting. Our work is also based on this setting in which the atom array is configured in a 3D pyrochlore lattice.

In Sec. II] we explain our proposal. We show that within a window of laser detunings, the classical landscape is identical to the set of ice rule obeying states. Our Hamiltonian, when restricted to nearest-neighbor interactions, is equivalent to the transverse-field Ising model on the pyrochlore lattice. In the limit of small Rabi frequencies, it is perturbatively equivalent to the model in 48, which was argued to have a spin liquid ground state. Away from the perturbative limit, there is numerical evidence for a spin liquid phase 62. However, once we include the long-range $1 / r^{6}$ interactions beyond nearest-neighbor, the classical landscape is no longer degenerate, and it is a priori unclear if the spin liquid survives as the ground state. We attempt to answer this in Sec. III by comparing the energy of an ansatz wave function of the spin liquid with that of an ordered state. Within our approximation, we find that by dialing up
the Rabi frequency, for fixed detuning and interaction strength, one goes through a confinement-deconfinement transition from an ice rule obeying ferromagnetic state into a deconfined spin liquid phase. Then, by further increasing the Rabi frequency, one goes through a Higgs transition from the spin liquid to a transverse-fieldpolarized state (see Sec. III B). While the analysis till this point focuses on the ground state, in Sec. IIIC, we comment on the role played by dynamical state-preparation in deciding the nature of the state prepared in experiment. In Sec. IV, we present correlation functions that distinguish the spin liquid from the confined phases, and provide experimental protocols for measuring them. Finally, in Sec. V , we present general discussions and conclusions.

## II. PROPOSAL TO REALIZE A $U(1)$ QUANTUM SPIN LIQUID USING RYDBERG ATOMS

In this section, we describe our proposal to realize a $U(1)$ Quantum Spin Liquid (QSL) in Rydberg atom arrays. Consider a 3D Rydberg array in which the atoms are positioned on the sites of the pyrochlore lattice [see Fig. 1 (a)]. Each of the atoms can either be in the ground state $|g\rangle$ or in the Rydberg state $|r\rangle$. In the rotating wave approximation and in a rotating frame, the Hamiltonian is

$$
\begin{align*}
\hat{H}_{\mathrm{ryd}}= & -\delta \sum_{i} \hat{n}_{i}+\frac{V}{2} \sum_{i \neq j}\left(\frac{a}{\left|\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right|}\right)^{6} \hat{n}_{i} \hat{n}_{j}  \tag{1}\\
& +\frac{\Omega}{2} \sum_{i}\left(\hat{b}_{i}+\hat{b}_{i}^{\dagger}\right)
\end{align*}
$$

where $\hat{b}_{i}=\left|g_{i}\right\rangle\left\langle r_{i}\right|, \hat{n}_{i}=\hat{b}_{i}^{\dagger} \hat{b}_{i}, \Omega$ is the Rabi frequency, $\delta$ is the laser detuning, $V$ is the nearest-neighbor van der Waals interaction strength, and $a$ is the distance between two neighboring atoms. The summation $\sum_{i \neq j}$ is over distinct sites $i$ and $j$ of the pyrochlore lattice (each pair is being counted twice), and $\sum_{i}$ is over sites $i$. Below, we briefly describe the pyrochlore lattice.

The pyrochlore lattice is a face-centred cubic (FCC) lattice with a four-site basis formed by the four vertices of an up-pointing tetrahedron. (Since each lattice site belongs to one up-pointing tetrahedron and one downpointing tetrahedron, the down-pointing tetrahedra are formed automatically once we create the up-pointing tetrahedra.) In Cartesian coordinates, the primitive vectors of the FCC lattice are

$$
\begin{align*}
& \mathbf{a}_{1}=\sqrt{2} a(0,1,1) \\
& \mathbf{a}_{2}=\sqrt{2} a(1,0,1)  \tag{2}\\
& \mathbf{a}_{3}=\sqrt{2} a(1,1,0)
\end{align*}
$$

The pyrochlore lattice sites are physically located at $\mathbf{r}+\mathbf{e}_{\mu} / 2[$ and labeled $(\mathbf{r}, \mu)]$, where $\mathbf{r}$ is an FCC lattice


Figure 1: (a) The pyrochlore lattice. White circles denote atoms in the ground state, while black circles denote atoms in the Rydberg state. The configuration shown satisfies $n_{\Delta}=2$ on each tetrahedron. The label $\boldsymbol{x}$ is used to denote the sites of the pyrochlore lattice. (b) The diamond lattice. It is the bipartite lattice formed by the centers of the tetrahedra marked by green (A sublattice) and blue (B sublattice) dots. $\mathbf{e}_{\mu}$ for $\mu \in\{0,1,2,3\}$ label the vectors joining an A site to its neighboring B sites. The label $\mathbf{r}$ is used to denote the sites of the diamond lattice. (c) The red links are the edges of the lattice dual to the diamond lattice shown in (b). This lattice is also a diamond lattice, and we refer to it as the "dual diamond lattice" in this paper to distinguish it from the "diamond lattice" in (b). The sites of the dual diamond lattice are centers of the "polyhedra" formed by four puckered hexagons of the diamond lattice. $\mathbf{u}_{\mu}$ for $\mu \in\{0,1,2,3\}$ label the vectors joining an A site to its neighboring B sites on the dual diamond lattice. The label $\mathbf{r}$ [notice the difference in the font as compared to $\mathbf{r}$ in (b)] is used to denote the sites of the dual diamond lattice.
vector, and the vectors $\mathbf{e}_{\mu}$ for $\mu \in\{0,1,2,3\}$ are defined as [see Fig. 1(b)]

$$
\begin{align*}
& \mathbf{e}_{0}=\frac{a}{\sqrt{2}}(1,1,1)=\frac{1}{4}\left(\mathbf{a}_{1}+\mathbf{a}_{2}+\mathbf{a}_{3}\right), \\
& \mathbf{e}_{1}=\frac{a}{\sqrt{2}}(1,-1,-1),  \tag{3}\\
& \mathbf{e}_{2}=\frac{a}{\sqrt{2}}(-1,1,-1), \\
& \mathbf{e}_{3}=\frac{a}{\sqrt{2}}(-1,-1,1) .
\end{align*}
$$

We map the two levels of the atoms to spins- $1 / 2 \mathrm{~s}$ : $|g\rangle \rightarrow|\downarrow\rangle,|r\rangle \rightarrow|\uparrow\rangle, \hat{n}_{i} \rightarrow \hat{S}_{i}^{z}+1 / 2$ and $\hat{b}_{i}+\hat{b}_{i}^{\dagger} \rightarrow 2 \hat{S}_{i}^{x}$. The term $\hat{n}_{i} \hat{n}_{j}$ therefore maps to an $\hat{S}_{i}^{z} \hat{S}_{j}^{z}$ interaction in addition to a Zeeman term $\hat{S}_{i}^{z}$. Written in terms of spins, the Hamiltonian, up to an additive constant, is

$$
\begin{align*}
\hat{H}_{\mathrm{ryd}}= & -h \sum_{i} \hat{S}_{i}^{z}+\frac{V}{2} \sum_{i \neq j}\left(\frac{a}{\left|\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right|}\right)^{6} \hat{S}_{i}^{z} \hat{S}_{j}^{z}  \tag{4}\\
& +\Omega \sum_{i} \hat{S}_{i}^{x}
\end{align*}
$$

where

$$
\begin{equation*}
h=\delta-\frac{V}{2} \sum_{i \neq 0}\left(\frac{a}{\left|\boldsymbol{x}_{i}-\boldsymbol{x}_{0}\right|}\right)^{6} \tag{5}
\end{equation*}
$$

and is independent of the choice of $\boldsymbol{x}_{0}$ for an infinite lattice. Evaluating this sum numerically for the pyrochlore lattice, we obtain $h=\delta-3.46 \mathrm{~V}$. It is useful to separate the total Hamiltonian, Eq. (4), into three parts,

$$
\begin{align*}
& \hat{H}_{\mathrm{ryd}}=\hat{H}_{0}+\hat{H}_{\Omega}+\hat{H}_{\mathrm{LR}}, \text { where } \\
& \hat{H}_{0}=\frac{V}{2} \sum_{\langle i, j\rangle} \hat{S}_{i}^{z} \hat{S}_{j}^{z}-h \sum_{i} \hat{S}_{i}^{z} \\
& \hat{H}_{\Omega}=\Omega \sum_{i} \hat{S}_{i}^{x}, \text { and } \hat{H}_{\mathrm{LR}}=\frac{V}{2} \sum_{i \neq j}^{\prime}\left(\frac{a}{\left|\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right|}\right)^{6} \hat{S}_{i}^{z} \hat{S}_{j}^{z}, \tag{6}
\end{align*}
$$

where $\sum_{\langle i, j\rangle}$ is over nearest-neighbor pairs and $\sum_{i \neq j}^{\prime}$ in $\hat{H}_{\mathrm{LR}}$ is over the remaining pairs that are not nearestneighbor (in both $\sum$ and $\sum^{\prime}$, each pair is counted twice). The coefficients of the second, third, and fourth nearestneighbor interactions are $V / 27, V / 64$, and $V / 125$, respectively. Since these are small in comparison to $V$, we will drop $\hat{H}_{\mathrm{LR}}$ for the rest of this section because doing so allows us to connect to some previously known results 48, 51, 63. We will study the effect of the longrange van der Waals interaction $\hat{H}_{\mathrm{LR}}$ in Sec. III.

Since the pyrochlore lattice is made of corner-sharing tetrahedra and since all edges in a tetrahedron are of equal length, we see that $\hat{H}_{0}$ can be written up to an additive constant as (for convenience, in the expression below, we switch back to the hard-core boson notation)

$$
\begin{equation*}
\hat{H}_{0}=\frac{V}{2} \sum_{\triangle_{\mathbf{r}}}\left(\hat{n}_{\triangle_{\mathbf{r}}}-\rho\right)^{2} \tag{7}
\end{equation*}
$$

where the sum is over all tetrahedra, $\rho=\frac{1}{2}\left(4+\frac{h}{V}\right)=$ $\frac{1}{2}\left(0.54+\frac{\delta}{V}\right)$, and $\hat{n}_{\triangle_{\mathrm{r}}}=\sum_{i \in \unlhd_{\mathrm{r}}} \hat{n}_{i}$ denotes the total number of atoms in the excited state on a given tetrahedron $\triangle_{\mathbf{r}}$. Minimizing $\hat{H}_{0}$ to obtain the classical ground
(a)

(b)



Figure 2: Mapping between Rydberg array configurations and dimer configurations. A Rydberg atom (black dot) is mapped to the presence of a dimer (orange bar), while a ground state atom (white dot) is mapped to the absence of a dimer. (a), (b), and (c) show example dimer configurations corresponding to $n_{\unlhd}=1,2$, and 3 , respectively. In each case, $n_{\unlhd}$ many dimers touch the center of each tetrahedron (the centers of the tetrahedra form the diamond lattice).
state imposes a constraint on $n_{\triangle}$ for each tetrahedron depending on the value of $\rho$ :

$$
n_{\unlhd}= \begin{cases}0 & \text { if } \rho<1 / 2  \tag{8}\\ \text { floor }\left(\rho+\frac{1}{2}\right) & \text { if } 1 / 2<\rho<7 / 2 \\ 4 & \text { if } 7 / 2<\rho\end{cases}
$$

The cases $n_{\unlhd}=0$ and $n_{\unlhd}=4$ are trivial, in that the classical ground state is unique. However, in the remaining cases, namely $n_{\triangle}=1,2,3$, the classical ground state manifold is degenerate with exponentially (in system size) many states in it. In the case $n_{\unlhd}=2$, the number of configurations satisfying this constraint is approximately $(3 / 2)^{N_{\text {tetrahedra }}}$ (where $N_{\text {tetrahedra }}$ is the number of tetrahedra) 64. This is based on an argument similar to the one given by Pauling to explain the residual entropy of water-ice at zero temperature [57]. From now onward, we will refer to the condition $n_{\triangleleft}=2$ as the "ice rule". An ice rule obeying configuration is shown in Fig. 1(a). In these non-trivial cases, the configurations with fixed $n_{\triangle}$ can be mapped to configurations of dimers on the bipartite diamond lattice formed by the centers of tetrahedra of the pyrochlore lattice [Fig. 1(b)], with exactly $n_{\triangle}$ many dimers touching each diamond site (see Fig. 2). The A and B sites of the diamond lattice are located at $\mathbf{n}$ and $\mathbf{n}+\mathbf{e}_{0}$, respectively, where $\mathbf{n}$ is an FCC lattice vector. For later use in this paper, we also show the lattice dual to this diamond lattice in Fig. 1(c) (also a diamond lattice, which we call the "dual diamond lattice"). An atom in the Rydberg state on site $i$ is mapped to a dimer on the corresponding link of the diamond lattice, while an atom in the ground state is mapped to no dimer. Such dimer models have been studied extensively in both two and three dimensions [48, 65, 67].

In the limit $\Omega \ll V, \hat{H}_{\Omega}$ leads to quantum fluctuations that break the exponential degeneracy of the lowenergy manifold. We will study this effect perturbatively in the following section (Sec. II A). Classically, the energy gap between the degenerate ground state space
and the lowest excited states corresponding to two tetrahedra violating Eq. (8) by either +1 or -1 is $2 V \times$ $\min (\{\rho+1 / 2\}, 1-\{\rho+1 / 2\})$. Here, $\{x\} \equiv x-$ floor $(x)$ is the fractional part of $x$. It should be noted that, in the borderline cases when $\rho=m+1 / 2$ with $m \in\{0,1,2,3\}$, the energy gap closes and our perturbative analysis cannot be used. We assume going forward that $\rho$ is away from these borderline values.

## A. Perturbation theory

We work in the limit $\Omega \ll V$ and treat $\hat{H}_{\Omega}$ as a perturbation over $\hat{H}_{0}$, ignoring for now $\hat{H}_{L R}$ whose effects will be considered later in Sec. III We calculate the effective Hamiltonian within the ground state manifold of $\hat{H}_{0}$ using the Schrieffer-Wolff formulation of perturbation theory. For simplicity, we present the calculation of the effective Hamiltonian only for $n_{\triangle}=2$ here. The only difference between these three cases will be the Hilbert space on which the Hamiltonian acts. Calculating, at $k^{\text {th }}$ order in perturbation theory, the matrix element of the effective Hamiltonian between two states $|n\rangle$ and $|m\rangle$ lying in the degenerate manifold involves starting from $|m\rangle$, applying the perturbation $k$ times, and reaching the state $|n\rangle$. Since $\hat{H}_{\Omega}$ changes the particle number by $\pm 1$, the corrections at all odd orders are zero. Hence, we need to consider only the corrections at even orders.

Acting with $\frac{\Omega}{2}\left(\hat{b}_{i}+\hat{b}_{i}^{\dagger}\right)$ on an ice rule obeying state creates two excited tetrahedra (whose common site is $i$ ), which violate the constraint $n_{\triangle}=2$. Therefore, the only second-order process that takes us back to the ice manifold (the degenerate manifold of the ice rule obeying states) is the one in which two excited tetrahedra are created and annihilated, as illustrated in Figs. 3(a) and (b).

Since such processes are present for all the states of the ice manifold, they contribute only a constant energy shift and can be ignored. The same is true for the fourthorder processes. Now, the pyrochlore lattice has hexagonal plaquettes, some of which are shown in Fig. 4. This allows for non-trivial processes to exist at sixth order. In fact, non-trivial ring exchange over hexagonal plaquettes of the pyrochlore lattice is obtained by the process shown in Figs. 3 (a) $-(\mathrm{g})$ (some sixth-order processes also result in a constant energy shift which we neglect). A flippable configuration - one in which atoms on a hexagonal plaquette are alternately in the ground and Rydberg states-is mapped to the complementary flippable configuration by the ring exchange process as illustrated in Fig. 3(h). Thus, the effective Hamiltonian consists of ring exchange terms:
where $J_{\text {ring }}(\rho)=\gamma(\rho) \Omega^{6} / V^{5}$, the sum is over all hexagonal plaquettes of the pyrochlore lattice, and $\gamma(\rho)$ is a


Figure 3: (a) and (b) constitute a virtual process at second order in perturbation theory in $\Omega / V$. Starting from (a) which is a configuration that satisfies $n_{\triangle}=2$ on all sites, $\hat{b}_{1}+\hat{b}_{1}^{\dagger}$ is applied giving (b). To complete the second order process, $\hat{b}_{1}+\hat{b}_{1}^{\dagger}$ is applied to (b) giving back (a). Tetrahedra for which $n_{\unlhd} \neq 2$ are shaded in red. Sub-figures (a)-(g) constitute a sixth-order process in the perturbation theory that contributes to the ring exchange term in the effective Hamiltonian, Eq. (9). Starting from (a), the perturbation $\hat{b}_{i}+\hat{b}_{i}^{\dagger}$ is applied sequentially on sites $i=1,2, \ldots, 6$. At the end of the six steps, a configuration with $n_{\unlhd}=2$ is obtained as shown in (g). Note that the configuration of the atoms on the hexagon is flipped in (g) as compared to (a) thereby producing the effect of a ring exchange. Other sixth-order processes where the perturbation is not applied sequentially also contribute to Eq. (9), but are not shown here. (h) Ring exchange process which appears in the effective Hamiltonian Eq. (9). A flippable configuration is mapped to the complimentary flippable configuration.
dimensionless number obtained by summing over virtual processes and is plotted as a function of $\rho$ in Fig. 5. We note that, when $\rho$ is an integer, the value of $\gamma(\rho)$ is $63 / 16$ and is the same as the one appearing in Refs. [68, 69]. Although the effective Hamiltonian was derived here assuming $n_{\triangleleft}=2$, the effective Hamiltonian we obtain for $n_{\Perp}=1,3$ is also given by Eq. (9).

In terms of dimers on the diamond lattice, the effective Hamiltonian Eq. (9) corresponds to a kinetic energy of the dimers. It is well known that dimer models can be made exactly solvable by adding a potential energy $V_{R K}$ for the dimers and tuning to a special point $V_{R K}=J_{\text {ring }}$ called the Rokhsar-Kivelson (RK) point 65. The Hamil-


Figure 4: Shaded in red are the four nonequivalent hexagonal plaquettes of the pyrochlore lattice.


Figure 5: Plot showing the variation of $\gamma(\rho)$ (which is the proportionality constant in $\left.J_{\text {ring }}(\rho)=\gamma(\rho) \Omega^{6} / V^{5}\right)$ as a function of $\rho$. For $\rho=0.5,1.5,2.5$, and 3.5 , the energy gap between the low-energy and the high-energy sectors closes and $\gamma(\rho)$ diverges.
tonian with such a potential energy term takes the form

$$
\begin{align*}
& \hat{H}_{\text {dimer }}=-J_{\text {ring }}(\rho) \sum_{0}\left|g_{0}^{0}\right\rangle\left\langle\dot{g}_{0}^{\circ} \dot{0}\right|+\text { H.c. }  \tag{10}\\
& +V_{R K} \sum_{0}\left|g_{0}^{0}\right\rangle\left\langle\left\langle\dot{g}_{0}^{0}\right|+\mid \dot{g}_{0}^{0} 0_{0}\right\rangle\left\langle\dot{g}_{0}^{0}\right| .
\end{align*}
$$

The Rydberg system we are interested in [Eq. (9]] is obtained from Eq. 10 by setting $V_{R K}=0$.

## B. $U(1)$ quantum spin liquid-relation to Hermele-Fisher-Balents [48]

The Hamiltonian in Eq. 10 was also derived by Hermele, Fisher and Balents in Ref. [48] starting from the Heisenberg model on the pyrochlore lattice and taking the easy-axis limit where the Hamiltonian is

$$
\begin{equation*}
\hat{H}_{\text {easy-axis }}=\frac{1}{2} \sum_{\langle i, j\rangle}\left[J_{z} \hat{S}_{i}^{z} \hat{S}_{j}^{z}+J_{\perp}\left(\hat{S}_{i}^{x} \hat{S}_{j}^{x}+\hat{S}_{i}^{y} \hat{S}_{j}^{y}\right)\right] \tag{11}
\end{equation*}
$$

where $J_{z} \gg J_{\perp}>0$. When $J_{\perp}=0$, the ground state is exponentially degenerate with $S_{\Perp}^{z}=0$ on each tetrahedron, which is equivalent to $n_{\triangle}=2$. The $J_{\perp}$ term was
treated as a perturbation over the $J_{z}$ term, and at third order, a ring exchange term identical to Eq. (9) was obtained. Written in terms of the spins, the ring-exchange term is

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}=-J_{\text {ring }} \sum_{0} \hat{S}_{1}^{+} \hat{S}_{2}^{-} \hat{S}_{3}^{+} \hat{S}_{4}^{-} \hat{S}_{5}^{+} \hat{S}_{6}^{-}+\text {H.c. } \tag{12}
\end{equation*}
$$

where the sum is over hexagonal plaquettes of the pyrochlore lattice. The RK potential term was added by hand in Ref. 48 giving Eq. 10 ).

Hermele et al. then go to the quantum rotor variables $n_{\mathbf{r r}^{\prime}} \in \mathbb{Z}$ and $\theta_{\mathbf{r r}^{\prime}} \in[-\pi, \pi)$, which live on the links $\mathbf{r r}^{\prime}$ of the diamond lattice (equivalently, sites of the pyrochlore lattice) and satisfy the canonical commutation relations $\left[\hat{n}_{\mathbf{r r}^{\prime}}, \hat{\theta}_{\mathbf{r r}^{\prime}}\right]=i$ :

$$
\begin{equation*}
\hat{S}^{z} \rightarrow \hat{n}-\frac{1}{2}, \quad \hat{S}^{ \pm} \rightarrow e^{ \pm i \hat{\theta}} \tag{13}
\end{equation*}
$$

The constraint $n=0$ or 1 is imposed by adding a term to the Hamiltonian that energetically penalizes states violating this constraint:

$$
\begin{align*}
\hat{H}_{\text {eff }}= & \frac{U}{2} \sum_{\left\langle\mathbf{r}, \mathbf{r}^{\prime}\right\rangle}\left(\hat{n}_{\mathbf{r r}}-\frac{1}{2}\right)^{2}  \tag{14}\\
& -2 J_{\text {ring }} \sum_{0} \cos \left(\hat{\theta}_{1}-\hat{\theta}_{2}+\hat{\theta}_{3}-\hat{\theta}_{4}+\hat{\theta}_{5}-\hat{\theta}_{6}\right),
\end{align*}
$$

where the first sum is over all the links of the diamond lattice and the second one is over the hexagonal plaquettes of the pyrochlore lattice. In the limit $U \rightarrow \infty$, Eq. (14) reduces to the effective Hamiltonian Eq. 12 .

The local constraint, $S_{\otimes_{\mathbf{r}}}^{z}=0$ for each tetrahedron, gives a gauge structure to the effective Hamiltonian where the gauge transformations are generated by $\hat{S}_{\Delta_{\mathbf{r}}}^{z}$. The presence of this local symmetry motivated Hermele et al. to write Eq. (14) as a lattice $U(1)$ gauge theory. The electric field and the vector potential were defined as

$$
\begin{equation*}
\hat{e}_{\mathbf{r r ^ { \prime }}}= \pm\left(\hat{n}_{\mathbf{r r ^ { \prime }}}-\frac{1}{2}\right), \quad \hat{a}_{\mathbf{r r}^{\prime}}= \pm \hat{\theta}_{\mathbf{r r ^ { \prime }}} \tag{15}
\end{equation*}
$$

The positive (negative) sign is chosen if $\mathbf{r}$ belongs to $A$ $(B)$ sublattice of the diamond lattice. The Hamiltonian written in terms of the electric field and the vector potential takes the form of a compact $U(1)$ lattice gauge theory [46, 70]:

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}=\frac{U}{2} \sum_{\left\langle\mathbf{r}, \mathbf{r}^{\prime}\right\rangle} \hat{e}_{\mathbf{r r}^{\prime}}^{2}-2 J_{\text {ring }} \sum_{\square} \cos \left((\operatorname{curl} \hat{a})_{\square}\right), \tag{16}
\end{equation*}
$$

where the second summation is over hexagonal plaquettes of the diamond lattice and

$$
\begin{equation*}
(\operatorname{curl} \hat{a})_{\square}=\underbrace{\bigotimes_{\square}}_{\mathbf{r}, \mathbf{r}^{\prime} \in \square} \hat{a}_{\mathbf{r r}^{\prime}} \tag{17}
\end{equation*}
$$

where $\Phi_{\mathbf{r}, \mathbf{r}^{\prime} \in \square}$ is a sum along the directed bonds of a hexagonal plaquette of the diamond lattice. The adjective "compact" refers to the vector potential $\hat{a}_{\mathbf{r r}^{\prime}}$ being an angular variable. There is an important difference between the above gauge theory and the compact $U(1)$ gauge theory studied by Polyakov [46, 47, 71]-the gauge theory obtained by Hermele et al. is an odd gauge theory, i.e., electric fields are half-integers, $e_{\mathbf{r r}^{\prime}} \in \mathbb{Z}+1 / 2$, while the gauge theory studied by Polyakov was an even gauge theory, i.e., the electric fields were integers, $e_{\mathbf{r r}^{\prime}} \in \mathbb{Z}$. Because of this difference, the phases of the two theories differ.

The phases of a gauge theory can be characterized by the interaction between two externally added opposite electric charges separated by a distance $R$. If the potential between charges goes to zero (or increases as at most $\log R$ in $2+1 \mathrm{D}$ ) as $R \rightarrow \infty$, then the gauge theory is in the deconfined phase. On the other hand, if the potential increases linearly with $R$ or faster, then these opposite charges cannot be separated, and the gauge theory is in the confined phase. In the limit $U \rightarrow \infty$, the even gauge theory was shown to be in the confined phase in Refs. [46, 70, while the odd gauge theory can be in either the confined phase or the deconfined phase 48]. This can be understood intuitively as follows.

In the even gauge theory, in the limit $U \rightarrow \infty$, the electric fields are forced to be $0, e_{\mathbf{r r}^{\prime}}=0$, to minimize the energy in the absence of any external charges. However, in the presence of two opposite external charges, the Gauss's law requires that the electric field can no longer be zero everywhere. The spreading of the electric field is, however, penalized by the term $\frac{U}{2} \sum_{\left\langle\mathbf{r}, \mathbf{r}^{\prime}\right\rangle} \hat{e}_{\mathbf{r r}}{ }^{2}$. This forces the electric field to be nonzero only in a narrow tube joining the two charges, leading to a linearly rising potential between the two charges. Thus, in the limit $U \rightarrow \infty$, the even gauge theory is in a confined phase, and there is no deconfined phase in this limit. This confinement of charges has been shown in Refs. 46, 47, 70, 72].

On the other hand, in an odd gauge theory, in the limit $U \rightarrow \infty$, the electric field can take two values, $e_{\mathbf{r r}^{\prime}}= \pm 1 / 2$. This results in frustration, i.e., allows for many configurations of the electric field, so that the ground state in this limit is non-trivial. When two external charges are introduced, the electric field is not necessarily confined in a string between the charges, but can spread in space similar to the familiar Coulomb-law field lines of a non-compact $U(1)$ gauge theory. This suggests that it is possible for the odd gauge theory to be in the deconfined phase even in the $U \rightarrow \infty$ limit. In fact, the odd gauge theory on the pyrochlore lattice $(\sqrt{14})$ is indeed in the deconfined phase in the $U \rightarrow \infty$ limit 50, 51, 63].

Hermele et al. have shown that the dimer model with the Hamiltonian Eq. (10) is described by the deconfined phase of the underlying compact $U(1)$ gauge theory close to the RK point (for $V_{R K}$ smaller than $J_{\text {ring }}$ but close to $\left.J_{\text {ring }}\right)$. This phase is the $U(1)$ quantum spin liquid. It has three types of emergent excitations - gapless photons, gapped magnetic monopoles and gapped fractional-


Figure 6: For $\rho \in(3 / 2,5 / 2)$, corresponding to $n_{\triangleleft}=2$, the system is in the $U(1)$ spin liquid phase at $V_{R K}=$ 0 51. On the other hand, for $\rho \in(1 / 2,3 / 2)$ and $\rho \in(5 / 2,7 / 2)$, corresponding to $n_{\Perp}=1$ and 3 , respectively, the system is in an ordered phase at $V_{R K}=063$. Note that for $\rho=1 / 2,3 / 2$, and $5 / 2$, the perturbation theory described in Sec. II A does not apply, and we cannot comment on the phase of the system.
ized electric charges, also called as spinons. The spinons are the tetrahedra which violate the constraint on $n_{\rrbracket}$, Eq. (8).

## C. Previous numerical work

In this section, we summarize some of the known work on the dimer model with the Hamiltonian Eq. 10 and on the nearest-neighbor transverse-field Ising model on the pyrochlore lattice.

Using quantum Monte Carlo simulations, Refs. 51 and [63] studied the range of $V_{R K}$ [see Eq. 10p] over which the $U(1)$ spin liquid exists. They found that the spin liquid is present in the range $-0.5 J_{\text {ring }}<V_{R K}<$ $J_{\text {ring }}$ for the dimer model with $n_{\Perp}=2$ and in the range $0.77 J_{\text {ring }}<V_{R K}<J_{\text {ring }}$ for the dimer model with $n_{\triangle}=1$. The dimer model with $n_{\triangle}=3$ is equivalent to the one with $n_{\triangle}=1$ by a particle-hole transformation. These numerical results are summarized in Fig. 6.

While a theory proposal to realize the RK potential exists [73], the RK potential is a six-body term for the pyrochlore lattice and is difficult to engineer experimentally. Thus, we focus on the case where $V_{R K}=0$. From Fig. 6, we see that to obtain a spin liquid phase for $V_{R K}=0$, one must have $n_{\triangle}=2$, which corresponds to $3 / 2<\rho<5 / 2$. In the cases $n_{\triangle}=1$ and 3 , the system is in an ordered state when $V_{R K}=0$. Hence, in conclusion, assuming the long-range interactions $\hat{H}_{L R}$ can be ignored, we expect that, in the limit $\Omega \ll V$, the Rydberg system will be in a $U(1)$ quantum spin liquid phase for $3 / 2<\rho<5 / 2$.

When $\rho=2$, or equivalently $h=0$, and the longrange interactions $\hat{H}_{L R}$ are ignored, the Hamiltonian of the system $\hat{H}_{0}+\hat{H}_{\Omega}$ in Eq. (6) is the transverse field Ising model on the pyrochlore lattice. For $\Omega \ll V$, we know from the perturbative analysis of Sec. II A and Ref. 63 that the system is in the $U(1)$ quantum spin liquid phase.

For large $\Omega / V$, where perturbation theory cannot be applied, Ref. 62 found using quantum Monte Carlo calculations that the $U(1)$ spin liquid exists in the region $\Omega<0.55(5) V$, while, for $\Omega>0.55(5) V$, the system is in a transverse-field-polarized (TFP) phase, which extends to $\Omega / V \rightarrow \infty$ where the ground state is polarized in the $x$-direction. This transition was also studied in Ref. [74] using perturbation theory, where a transition was found at $\Omega \approx 0.6 \mathrm{~V}$.

The effects of adding a third nearest-neighbor interaction, $V_{3 N N}$, to the dimer model were considered in Ref. [75]. It was found that the quantum spin liquid transitioned into an ordered state (antiferromagnet [76]) at $V_{3 N N} \approx J_{\text {ring }}$. Thus non-nearest-neighbor interactions can destabilize the quantum spin liquid. In fact, in a 2D model with neutral atoms located on the bonds of a kagome lattice (same as the sites of a ruby lattice), a spin liquid ground state was found if the interactions were short-ranged using DMRG on cylinders [26, 37. However, with the full long-range van der Waals interactions, the spin liquid ceased to exist [26, 37]. Thus it is important to consider the effects of long-range interactions. In the following section, we will study the phase diagram of Hamiltonian (6) in the presence of long-range interactions, using approximate methods.

## III. PHASE DIAGRAM—APPROXIMATE METHODS

The goal of this section is to study the ground state phase diagram of Hamiltonian (4) for $\delta=3.46 \mathrm{~V}$ (which corresponds to $\rho=2$ ) including long-range interactions $\hat{H}_{\text {LR }}$.

## A. Confinement-deconfinement transition-Monte Carlo assisted perturbation theory

Consider the full Hamiltonian $\hat{H}=\hat{H}_{0}+\hat{H}_{\Omega}+\hat{H}_{\text {LR }}$ from Eq. (6) in the case $\rho=2$ [see Eq. (7)]:

$$
\begin{align*}
& \hat{H}_{0}=\frac{V}{2} \sum_{\triangle_{\mathbf{r}}}\left(\sum_{i \in \otimes_{\mathbf{r}}} \hat{S}_{i}^{z}\right)^{2} \\
& \hat{H}_{\Omega}=\Omega \sum_{i} \hat{S}_{i}^{x}, \text { and } \hat{H}_{\mathrm{LR}}=\frac{V}{2} \sum_{i \neq j}^{\prime}\left(\frac{a}{\left|\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right|}\right)^{6} \hat{S}_{i}^{z} \hat{S}_{j}^{z} . \tag{18}
\end{align*}
$$

The long-range interaction $\hat{H}_{\text {LR }}$ splits the exponential degeneracy of the ice manifold, and selects one configuration diagonal in the $\hat{S}^{z}$ basis as the ground state of $\hat{H}_{0}+\hat{H}_{\text {LR }}$, which we call the "ordered state". On the other hand, $\hat{H}_{\Omega}$ prefers superpositions of ice rule obeying states, the $U(1)$ quantum spin liquid (QSL) being one such superposition. Further, we also note that quantum fluctuations around the "ordered state" due to $\hat{H}_{\Omega}$ may also lead to a change in its energy relative to the

QSL. It is this competition between kinetic energy and long-range interactions that we will study in this section.

We first show that the ground state in the classical limit $\Omega=0$ is the zero-momentum state satisfying the ice rule which we call the "ice ferromagnet". We assume that, as one increases $\Omega$, there is no phase transition to a different ordered state before the putative transition to a QSL. In order to determine whether a QSL phase exists and, if yes, at what $\Omega$ the transition to the QSL occurs, one needs to compare the energies of ansatz wavefunctions of the QSL and the ordered state. When $\Omega \neq 0$, such wavefunctions would necessarily involve configurations that violate the ice rule. We incorporate the effect of nonzero $\Omega$ on the wavefunction using perturbation theory. Our strategy is as follows. We treat $\hat{H}_{1} \equiv \hat{H}_{\Omega}+\hat{H}_{\mathrm{LR}}$, i.e., both the laser driving term and the long-range interactions, as a perturbation to $\hat{H}_{0}$ (unlike Sec. II A, where we dropped $\left.\hat{H}_{\text {LR }}\right)$. We perturbatively find an effective Hamiltonian $\hat{H}_{\text {eff }}$ acting on the low-energy ice manifold. We then compare the expectation value of $\hat{H}_{\text {eff }}$ in candidate wavefunctions that live entirely in this low-energy space. Since a QSL wavefunction is a linear superposition of exponentially (in system size) many ice rule obeying states, we calculate $\left\langle\hat{H}_{\text {eff }}\right\rangle$ numerically using classical Monte Carlo sampling.

## 1. Expression for $\hat{H}_{\text {eff }}$

We perform a Schrieffer-Wolff transformation

$$
\begin{equation*}
\hat{\tilde{H}}=\hat{U}_{S} \hat{H} \hat{U}_{S}^{\dagger}=\hat{U}_{S}\left(\hat{H}_{0}+\hat{H}_{\Omega}+\hat{H}_{\mathrm{LR}}\right) \hat{U}_{S}^{\dagger} \tag{19}
\end{equation*}
$$

for a unitary $\hat{U}_{S}=e^{\hat{S}}$, where $\hat{S}$ is an anti-hermitian operator chosen to make $\hat{\tilde{H}}$ block-diagonal in the (degenerate) eigenbasis of $\hat{H}_{0}$, i.e.,

$$
\begin{equation*}
\hat{\tilde{H}}=\hat{\mathcal{P}} \hat{\tilde{H}} \hat{\mathcal{P}}+(1-\hat{\mathcal{P}}) \hat{\tilde{H}}(1-\hat{\mathcal{P}}) \tag{20}
\end{equation*}
$$

where $\hat{\mathcal{P}}$ projects onto the ice manifold. In the remainder of this paper, we will restrict ourselves to the low-energy sector and therefore only consider the $\hat{H}_{\text {eff }} \equiv \hat{\mathcal{P}} \hat{\tilde{H}} \hat{\mathcal{P}}$ term above. We calculate $\hat{H}_{\text {eff }}$ perturbatively in $\hat{H}_{1}=\hat{H}_{\Omega}+$ $\hat{H}_{\text {LR }}$ (see Appendix B of Ref. [77] for general expressions of $\hat{H}_{\text {eff }}$ ). As we saw in Sec. II A, if we consider only $\hat{H}_{\Omega}$ as the perturbation, then the first non-trivial term appearing in $\hat{H}_{\text {eff }}$ is $\left.-J_{\text {ring }} \sum_{\square}\left|\hat{g}_{0}^{\circ}\right\rangle\right\rangle\left\langle\hat{\rho}_{\circ}^{\circ}\right|+$ H.c., where

$$
\begin{equation*}
J_{\text {ring }}=\frac{63}{16} \frac{\Omega^{6}}{V^{5}}+\Theta\left(\frac{\Omega^{8}}{V^{7}}\right) \tag{21}
\end{equation*}
$$

Since we are performing perturbation theory in two operators $\hat{H}_{\Omega}$ and $\hat{H}_{L R}$, each of them comes with its own small parameter. Since the perturbative expansion will involve polynomials in these two small parameters, there is some arbitrariness in deciding how to compare the two parameters relative to each other and thus in how to
truncate the expansion. In our calculation, we follow an operational scheme of keeping all the terms up to sixth order in $\hat{H}_{\Omega}+\hat{H}_{\text {LR }}$. Following this truncation scheme, we get (up to additive constants)

$$
\begin{align*}
\hat{H}_{\text {eff }} \approx & -J_{\text {ring }} \sum_{\bigcirc}\left|\dot{\delta}_{0} \dot{\delta}\right\rangle\left\langle\dot{g}_{0}^{2}\right|+\text { H.c. } \\
& +\left(1-\frac{\Omega^{2}}{V^{2}}-\frac{61}{18} \frac{\Omega^{4}}{V^{4}}\right) \hat{H}_{\mathrm{LR}}  \tag{22}\\
& -\frac{\Omega^{2}}{V}\left(\hat{W}_{\mathrm{LR}}^{(2)}+\hat{W}_{\mathrm{LR}}^{(3)}+\hat{W}_{\mathrm{LR}}^{(4)}\right) \\
& -\frac{\Omega^{4}}{V^{3}}\left(\frac{152}{27} \hat{W}_{\mathrm{LR}}^{(2)}-\hat{L}_{\mathrm{LR}}^{(2)}+\hat{M}_{\mathrm{LR}}^{(2)}\right),
\end{align*}
$$

where

$$
\begin{align*}
& \hat{W}_{\mathrm{LR}}^{(2)} \equiv \frac{1}{4} \sum_{j} \sum_{\substack{k_{1} \neq j \\
k_{2} \neq j}} v_{j, k_{1}} v_{j, k_{2}} \hat{S}_{k_{1}}^{z} \hat{S}_{k_{2}}^{z},  \tag{23}\\
& \hat{L}_{\mathrm{LR}}^{(2)} \equiv \frac{109}{432} \sum_{\substack{j_{1} \neq k_{1} \\
j_{2} \neq k_{2}}} \delta_{\left\langle j_{1}, j_{2}\right\rangle} v_{j_{1}, k_{1}} v_{j_{2}, k_{2}} \hat{S}_{k_{1}}^{z} \hat{S}_{k_{2}}^{z},  \tag{24}\\
& \hat{M}_{\mathrm{LR}}^{(2)} \equiv \frac{20}{27} \sum_{\substack{j_{1} \neq k_{1} \\
j_{2} \neq k_{2}}} \delta_{\left\langle j_{1}, j_{2}\right\rangle} v_{j_{1}, k_{1}} v_{j_{2}, k_{2}} \hat{S}_{j_{1}}^{z} \hat{S}_{k_{1}}^{z} \hat{S}_{j_{2}}^{z} \hat{S}_{k_{2}}^{z},  \tag{25}\\
& \hat{W}_{\mathrm{LR}}^{(3)} \equiv \frac{1}{2} \sum_{j} \sum_{\substack{k_{1} \neq j \\
k_{2} \neq j \\
k_{3} \neq j}} v_{j, k_{1}} v_{j, k_{2}} v_{j, k_{3}} \hat{S}_{k_{1}}^{z} \hat{S}_{k_{2}}^{z} \hat{S}_{k_{3}}^{z} \hat{S}_{j}^{z},  \tag{26}\\
& \left.\hat{W}_{\mathrm{LR}}^{(4)} \equiv \frac{1}{4} \sum_{\substack{j \\
j}}^{\substack{k_{1} \neq j \\
k_{2} \neq j \\
k_{3} \neq j \\
k_{4} \neq j}} \right\rvert\, v_{j, k_{1}} v_{j, k_{2}} v_{j, k_{3}} v_{j, k_{4}} \hat{S}_{k_{1}}^{z} \hat{S}_{k_{2}}^{z} \hat{S}_{k_{3}}^{z} \hat{S}_{k_{4}}^{z}, \tag{27}
\end{align*}
$$

and $v_{i, j} \equiv \begin{cases}\frac{a^{6}}{\left|\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right|^{6}} & \text { if } \boldsymbol{x}_{i}, \boldsymbol{x}_{j} \text { are not nearest neighbors, } \\ 0 & \text { otherwise. }\end{cases}$

In the above equations, $\delta_{\langle i, j\rangle}$ enforces $i$ and $j$ to be nearest neighbors.

The expectation value of the Hamiltonian (6) in a given state $|\Psi\rangle$ is

$$
\begin{equation*}
\langle\Psi| \hat{H}|\Psi\rangle=\left(\langle\Psi| \hat{U}_{S}^{\dagger}\right)\left(\hat{U}_{S} \hat{H} \hat{U}_{S}^{\dagger}\right)\left(\hat{U}_{S}|\Psi\rangle\right) \tag{29}
\end{equation*}
$$

Suppose $\hat{U}_{S}|\Psi\rangle$ (i.e., $|\Psi\rangle$ transformed by the SchriefferWolff transformation) lies entirely in the ice manifold, then using Eq. 19), we get

$$
\begin{equation*}
\langle\Psi| \hat{H}|\Psi\rangle=\left(\langle\Psi| \hat{U}_{S}^{\dagger}\right) \hat{H}_{\mathrm{eff}}\left(\hat{U}_{S}|\Psi\rangle\right) \tag{30}
\end{equation*}
$$

For the ground state, $\left|\Psi_{g}\right\rangle$ of the full Hamiltonian $\hat{H}$, $\hat{U}_{S}\left|\Psi_{g}\right\rangle$ lies entirely in the ice manifold. Thus, we pick an ansatz wavefunction for $\hat{U}_{S}|\Psi\rangle$ that also lies entirely in the ice manifold and compute the expectation value of $\hat{H}_{\text {eff }}$ in our ansatz state to get the energy. Before describing our ansatz states in Sec. III A 3, we first consider the limit $\Omega=0$ in the next section.

## 2. Classical ground state of the long-range Hamiltonian

Here, we will find the ground state selected by longrange interactions in the limit $\Omega=0$ where there are no quantum fluctuations. The Hamiltonian is $\hat{H}_{\mathrm{cl}}=\hat{H}_{0}+$ $\hat{H}_{L R}$. We find the ground state by going to the Fourier space. Since the pyrochlore lattice is an FCC lattice with a four-site basis, we use the notation $\hat{S}_{\mathbf{r}, \mu}^{z}$ for spins where $\mathbf{r}$ is an FCC lattice vector and $\mu \in\{0,1,2,3\}$ labels the sites within the basis. The spin $\hat{S}_{\mathbf{r}, \mu}^{z}$ is physically located at $\mathbf{r}+\mathbf{e}_{\mu} / 2$ where $\mathbf{e}_{\mu}$ are the vectors joining a diamond A site to a neighboring diamond B site. (See Fig. 1(b) for the precise definition.) As we are considering the classical limit in this section, we drop hats on quantities which would otherwise be operators. The Fourier transform of $S_{\mathbf{r}, \mu}^{z}$ is

$$
\begin{equation*}
S_{\mathbf{r}, \mu}^{z}=\frac{1}{\sqrt{N_{\text {u.c. }}}} \sum_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{r}} S_{\mathbf{k}, \mu}^{z} \tag{31}
\end{equation*}
$$

where $N_{\text {u.c. }}$ is the number of FCC unit cells. Substituting this in $H_{\mathrm{cl}}$, we get

$$
\begin{equation*}
H_{\mathrm{cl}}=\sum_{\mu, \nu, \mathbf{k}} V_{\mu \nu, \mathbf{k}} S_{\mathbf{k}, \mu}^{z} S_{-\mathbf{k}, \nu}^{z} \tag{32}
\end{equation*}
$$

where $\mathbf{k}$ is a vector in the Brillouin zone of the FCC lattice and $V_{\mu \nu, \mathbf{k}}$ is the Fourier transform of the van der Waals potential:

$$
\begin{equation*}
V_{\mu \nu, \mathbf{k}}=\frac{V}{2} \sum_{\mathbf{r}} e^{i \mathbf{k} \cdot \mathbf{r}}\left(\frac{a}{\left|\mathbf{r}+\left(\mathbf{e}_{\mu}-\mathbf{e}_{\nu}\right) / 2\right|}\right)^{6} \tag{33}
\end{equation*}
$$

Diagonalizing the matrix $V_{\mu \nu, \mathbf{k}}$ for each $\mathbf{k}$ gives

$$
\begin{equation*}
H_{\mathrm{cl}}=\sum_{\mu, \mathbf{k}} \varepsilon_{\mathbf{k}, \mu}\left|S_{\mathbf{k}, \mu}^{\prime z}\right|^{2} \tag{34}
\end{equation*}
$$

where $S_{\mathbf{k}, \mu}^{\prime z}$ is related to $S_{\mathbf{k}, \nu}^{z}$ through a multiplication by a unitary matrix $U_{\mu \nu, \mathbf{k}}$ which diagonalizes $V_{\mu \nu, \mathbf{k}}: S_{\mathbf{k}, \mu}^{\prime z}=$ $\sum_{\nu} U_{\mu \nu, \mathbf{k}} S_{\mathbf{k}, \nu}^{z}$. Recall that $S_{\mathbf{r}, \mu}^{z}$ is either $+1 / 2$ or $-1 / 2$. This imposes the following constraint:

$$
\begin{equation*}
\sum_{\mathbf{k}, \mu}\left|S_{\mathbf{k}, \mu}^{\prime z}\right|^{2}=\sum_{\mathbf{k}, \mu}\left|S_{\mathbf{k}, \mu}^{z}\right|^{2}=\sum_{\mathbf{r}, \mu}\left(S_{\mathbf{r}, \mu}^{z}\right)^{2}=N_{\text {u.c. }} \tag{35}
\end{equation*}
$$

From Eq. (34), the energy can be interpreted as a weighted sum of $\varepsilon_{\mathbf{k}, \mu}$ with the corresponding weights being $\left|S_{\mathbf{k}, \mu}^{\prime z}\right|^{2}$. Because of the constraint in Eq. 35), the energy is minimized by having the full weight on the smallest $\varepsilon_{\mathbf{k}, \mu}$ and no weight on the rest of the $\varepsilon_{\mathbf{k}, \mu}$. This holds provided that such a configuration of $S_{\mathbf{k}, \mu}^{\prime z}$ in the momentum space corresponds to some configuration in the real space where $S_{\mathbf{r}, \mu}^{z}$ are $\pm 1 / 2$.

Calculating the Fourier transform of the long-range potential, Eq. (33), and its eigenvalues $\varepsilon_{\mathbf{k}, \mu}$, we find that the


Figure 7: An ice ferromagnet state. It is an ice rule obeying state (i.e., $n_{\triangle}=2$ on every tetrahedron) with $\mathbf{k}=\mathbf{0}$. All the up-pointing tetrahedra are copies of each other. The same is true for the down-pointing tetrahedra. There are six $\left({ }^{4} C_{2}\right)$ such states, and together they make up the ground subspace of $\hat{H}_{\text {cl }}$.
minimum of $\varepsilon_{\mathbf{k}, \mu}$ occurs for $\mathbf{k}=\mathbf{0}$ and is triply degenerate. In particular,

$$
V_{\mu \nu, \mathbf{k}=\mathbf{o}}=\left(\begin{array}{cccc}
v_{1} & v_{2} & v_{2} & v_{2}  \tag{36}\\
v_{2} & v_{1} & v_{2} & v_{2} \\
v_{2} & v_{2} & v_{1} & v_{2} \\
v_{2} & v_{2} & v_{2} & v_{1}
\end{array}\right)
$$

where $v_{1}=0.113 \mathrm{~V}$ and $v_{2}=1.12 \mathrm{~V}$. Its eigenvalues are $\varepsilon_{\mathbf{0}, 0}=3.46 \mathrm{~V}$ and $\varepsilon_{\mathbf{0}, 1}=\varepsilon_{\mathbf{0}, 2}=\varepsilon_{\mathbf{0}, 3}=-1.004 \mathrm{~V}$. The unitary that diagonalizes the above matrix also relates $S_{\mathbf{0}, \mu}^{\prime z}$ to $S_{\mathbf{0}, \nu}^{z}$ as

$$
\left(\begin{array}{c}
S_{\mathbf{0}, 0}^{\prime z}  \tag{37}\\
S_{\mathbf{0}, 1}^{\prime z} \\
S_{\mathbf{0}, 2}^{\prime} \\
S_{\mathbf{0}, 3}^{\prime}
\end{array}\right)=\frac{1}{2}\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{array}\right)\left(\begin{array}{c}
S_{0,0}^{z} \\
S_{0,1}^{z} \\
S_{\mathbf{0}, 2}^{z} \\
S_{\mathbf{0}, 3}^{z}
\end{array}\right)
$$

Since $\varepsilon_{\mathbf{0}, \mathbf{1}}, \varepsilon_{\mathbf{0}, 2}$ and $\varepsilon_{\mathbf{0}, 3}$ are the minimum eigenvalues, the energy is minimized by having all the weight distributed between $S_{\mathbf{0}, 1}^{\prime z}, S_{\mathbf{0}, 2}^{\prime z}$ and $S_{\mathbf{0}, 3}^{\prime z}$ and no weight on the remaining $S_{\mathbf{k}, \mu}^{\prime z}$, that is, $S_{\mathbf{k} \neq \mathbf{0}, \mu}^{\prime z}=0$ and $S_{\mathbf{0}, 0}^{\prime z}=0$. There indeed exist states satisfying these two conditions. The first condition, $S_{\mathbf{k} \neq \mathbf{0}, \mu}^{\prime z}=0$, implies that the ground state is a $\mathbf{k}=\mathbf{0}$ state, while the second condition, $S_{\mathbf{0}, 0}^{\prime z}=0$, implies that the ground state satisfies the ice rule (so that the total spin, which is $S_{0,0}^{\prime z}$ is 0 ), see Eq. (37). There are six such states, and we refer to them as the "ice ferromagnet" or "ice FM" states. One of these is shown in Fig. 7.

## 3. Ansatz wavefunctions for the ordered state and for the quantum spin liquid

We now assume that, as one increases $\Omega$ starting from $\Omega=0$, the ground state remains adiabatically connected to the ice ferromagnet derived in the previous section till
the point where it undergoes the putative phase transition to the QSL. Therefore, our ansatz for the ordered state is

$$
\begin{equation*}
\left|\Psi_{\text {ord }}\right\rangle=\hat{U}_{S}^{\dagger}\left|\Psi_{\mathrm{IFM}}\right\rangle \tag{38}
\end{equation*}
$$

where $\left|\Psi_{\text {IFM }}\right\rangle$, a product state in the $\hat{S}^{z}$ basis, is the $\mathbf{k}=\mathbf{0}$ ice ferromagnet defined Sec. III A 2 This configuration is given by $S_{\mathbf{r}, \mu}^{z}=\frac{1}{2} \varepsilon_{\mu}$ (independent of $\mathbf{r}$ ), where $\left(\varepsilon_{0}, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}\right) \equiv(1,1,-1,-1)$. We note that there are six such choices for $\varepsilon_{\mu}$ that satisfy the ice rule. We pick one such choice, but our calculations are not sensitive to which one we pick. $\left|\Psi_{\text {IFM }}\right\rangle$ lives entirely in the ice manifold. Left-multiplication by $\hat{U}_{S}^{\dagger}$ takes it back to the original Hilbert space with ice rule violations.

Our ansatz wave function for the spin liquid state is

$$
\begin{equation*}
\left|\Psi_{\mathrm{QSL}}\right\rangle=\hat{U}_{S}^{\dagger}\left|\Psi_{\mathrm{RK}}\right\rangle \tag{39}
\end{equation*}
$$

where $\left|\Psi_{\mathrm{RK}}\right\rangle$ is a uniform superposition of all dimer coverings [65] of the diamond lattice (with $n_{\unlhd}=2$ ). $\left|\Psi_{\mathrm{RK}}\right\rangle$ lives in the ice manifold. Like before, we left-multiply it by $\hat{U}_{S}^{\dagger}$ to take it back to the original Hilbert space. The justification for our choice is the following. $\left|\Psi_{\mathrm{RK}}\right\rangle$ is the ground state of the dimer model at the RK point [see Eq. (10)]. When the RK potential is zero, $\left|\Psi_{R K}\right\rangle$ has an energy expectation value of $-4 N_{\text {u.c. }} J_{\text {ring }} \bar{n}_{\text {flip }}$, where $\bar{n}_{\text {flip }}$ is the average fraction of flippable hexagons in the RK wavefunction. We find numerically that $\bar{n}_{\text {flip }}=0.1757$ (also calculated in Ref. 48]). Therefore, the energy of $\left|\Psi_{\mathrm{RK}}\right\rangle$ is $-0.7028 J_{\text {ring }} N_{\text {u.c. }}$ which is not too far from the ground state energy of the dimer model (12) found in Ref. 51 to be $-0.756 J_{\text {ring }} N_{\text {u.c. }}$. Even though $\left|\Psi_{R K}\right\rangle$ has slightly higher energy, it has the advantage of being simpler to sample by classical Monte Carlo. This explains our choice.

For comparison, we will also calculate the energy of a different ordered state $\left|\Psi_{\text {ord }}^{\prime}\right\rangle=\hat{U}_{S}^{\dagger}\left|\Psi_{\text {IAFM }}\right\rangle$ that we call an ice antiferromagnet. Here $\left|\Psi_{\text {IAFM }}\right\rangle$ is an ice rule obeying state with ordering wave vector $\mathbf{k}=\pi\left(\mathbf{b}_{1}+\mathbf{b}_{2}\right)$, where $\mathbf{b}_{1}, \mathbf{b}_{2}$ and $\mathbf{b}_{3}$ are primitive reciprocal lattice vectors of the FCC lattice satisfying $\mathbf{a}_{i} \cdot \mathbf{b}_{j}=\delta_{i j}$. This state is known elsewhere in literature as the $2 \pi(001)$ state (this nomenclature uses an enlarged cubic unit cell of the FCC lattice) [76, 78, 79].

## 4. Numerical results-energy expectation values and phase diagram

We now describe our computation of the expectation value of $\hat{H}_{\text {eff }}$ [see Eq. 22]] in $\left|\Psi_{\text {RK }}\right\rangle,\left|\Psi_{\text {IFM }}\right\rangle$ and in $\left|\Psi_{\text {IAFM }}\right\rangle$. While the expectation value in $\left|\Psi_{\text {IFM }}\right\rangle$ and $\left|\Psi_{\text {IAFM }}\right\rangle$ can be computed straightforwardly, the expectation value in $\left|\Psi_{\mathrm{RK}}\right\rangle$ requires classical Monte Carlo sampling. We use a system with $8 \times 8 \times 8$ unit cells (i.e., containing 2048 pyrochlore sites) with periodic boundary conditions in the $\mathbf{a}_{1}, \mathbf{a}_{2}$, and $\mathbf{a}_{3}$ directions. We restrict our sampling to sectors in which the total electric flux


Figure 8: $\left\langle\hat{H}_{\text {eff }}\right\rangle$ in $\left|\Psi_{\text {RK }}\right\rangle,\left|\Psi_{\text {IFM }}\right\rangle$, and $\left|\Psi_{\text {IAFM }}\right\rangle$ calculated by inserting the values in Table 1 in Eq. (22).
piercing through any 2D torus cross-section (as defined in Sec. IV B of Ref. [48) is 0 . Our sampling is done using loop moves as described in Refs. [48, 78, 79] - in each Monte Carlo run, we perform $512 \times 500,000$ loop moves. We calculate $\bar{n}_{\text {flip }}, H_{\mathrm{LR}}, W_{\mathrm{LR}}^{(2)}$ and $L_{\mathrm{LR}}^{(2)}$ after every 512 loop moves, i.e., we take 500,000 data points. We calculate $M_{\mathrm{LR}}^{(2)}, W_{\mathrm{LR}}^{(3)}$, and $W_{\mathrm{LR}}^{(4)}$ after every $512 \times 10,000$ loop moves, i.e. we take 50 data points. We repeat this procedure for 9 independent runs in order to calculate the uncertainties. Our results are summarized in Table I. With these values at hand, we calculate the expectation value of $\hat{H}_{\text {eff }}$ using Eq. $22 \mid$ in $\left|\Psi_{\text {RK }}\right\rangle,\left|\Psi_{\text {IFM }}\right\rangle$, and $\left|\Psi_{\text {IAFM }}\right\rangle$, and the result is plotted in Fig. 8. As we turn on $\Omega$, the transition point $\Omega_{C}$ can be determined within our approximation as the $\Omega$ for which the energy of the ice ferromagnet becomes higher than that of the RK wavefunction, as calculated using Eq. (22). We find

$$
\begin{equation*}
\Omega_{C}=0.43927(1) V \tag{40}
\end{equation*}
$$

There is an important question on whether our use of perturbation theory is justified. First, we argue that treating $\hat{H}_{\text {LR }}$ perturbatively is justified. $\left\{\hat{H}_{\mathrm{LR}}\right\}$, $\left\{\hat{W}_{\mathrm{LR}}^{(2)}, \hat{L}_{\mathrm{LR}}^{(2)}, \hat{M}_{\mathrm{LR}}^{(2)}\right\},\left\{\hat{W}_{\mathrm{LR}}^{(3)}\right\}$, and $\left\{\hat{W}_{\mathrm{LR}}^{(4)}\right\}$ are sets of operators that are first, second, third, and fourth order respectively in $\hat{H}_{\text {LR }}$. As we can see from Table I the expectation values of these operators in $|\Psi\rangle_{\mathrm{RK}}$ drops by an order of magnitude each time one goes one order higher in $\hat{H}_{\mathrm{LR}}$. Next, is perturbation theory in $\hat{H}_{\Omega}$ justified, given that our calculated $\Omega_{C}$ is outside the $\Omega \ll V$ regime? We observe that the leading contribution to $J_{\text {ring }}$ that we dropped, $\frac{33833}{2592} \frac{\left(\Omega_{C}\right)^{8}}{V^{7}}=0.018 V \quad[74]$, is smaller than the one we kept, $\frac{63}{16} \frac{\left(\Omega_{C}\right)^{6}}{V^{5}}=0.028 \mathrm{~V}$. If we had kept higher order contributions to $J_{\text {ring }}$, it would only decrease the energy of the QSL relative to the ice ferromagnet and ice antiferromagnet. Further, the energy of the QSL that we present is a conservative estimate since we used the RK wavefunction which has higher energy than the true ground state of Hamiltonian (9). This gives us hope that

| Operator | $\left\|\Psi_{\mathrm{RK}}\right\rangle$ | $\left\|\Psi_{\mathrm{IFM}}\right\rangle$ | $\left\|\Psi_{\mathrm{IAFM}}\right\rangle$ |
| :---: | :---: | :---: | :---: |
| $\hat{R}$ | $0.70288(4) N_{\text {u.c. }}$ | 0 | 0 |
| $\hat{H}_{\mathrm{LR}}$ | $2.6037(1) \times 10^{-2} N_{\text {u.c. }}$ | $-0.4002 \times 10^{-2} N_{\text {u.c. }}$ | $3.8722 \times 10^{-2} N_{\text {u.c. }}$ |
| $\hat{W}_{\mathrm{LR}}^{(2)}$ | $1.11778(1) \times 10^{-3} N_{\text {u.c. }}$ | $0.01642 \times 10^{-3} N_{\text {u.c. }}$ | $1.4994 \times 10^{-3} N_{\text {u.c. }}$ |
| $\hat{L}_{\mathrm{LR}}^{(2)}$ | $-2.7467(3) \times 10^{-4} N_{\text {u.c. }}$ | $-0.0829 \times 10^{-4} N_{\text {u.c. }}$ | $-7.5662 \times 10^{-4} N_{\text {u.c. }}$ |
| $\hat{M}_{\mathrm{LR}}^{(2)}$ | $2.96(3) \times 10^{-3} N_{\text {u.c. }}$ | $0.073 \times 10^{-3} N_{\text {u.c. }}$ | $6.66 \times 10^{-3} N_{\text {u.c. }}$ |
| $\hat{W}_{\mathrm{LR}}^{(3)}$ | $5.25(4) \times 10^{-5} N_{\text {u.c. }}$ | $-0.00665 \times 10^{-5} N_{\text {u.c. }}$ | $5.81 \times 10^{-5} N_{\text {u.c. }}$ |
| $\hat{W}_{\mathrm{LR}}^{(4)}$ | $-3.57(2) \times 10^{-6} N_{\text {u.c. }}$ | $-0.0309 \times 10^{-6} N_{\text {u.c. }}$ | $-5.35 \times 10^{-6} N_{\text {u.c. }}$ |

Table I: The expectation values of the operators in the left column in ansatz wavefunctions $\left|\Psi_{\text {RK }}\right\rangle,\left|\Psi_{\text {IFM }}\right\rangle$ and $\left|\Psi_{\text {IAFM }}\right\rangle$ respectively. The operator $\hat{R}$ is defined as $\hat{R}=\sum_{\square}\left|{ }_{0}^{0}\right\rangle\left\langle{ }_{0}^{0} 0\right|+$ H.c. In the RK wavefunction, $\left\langle\Psi_{\mathrm{RK}}\right| \hat{R}\left|\Psi_{\mathrm{RK}}\right\rangle=$ $4 \bar{n}_{\text {flip }} N_{\text {u.c. }}$. To calculate expectation values in $\left|\Psi_{\text {RK }}\right\rangle$, we have used classical Monte Carlo sampling.
our result obtained using perturbation theory is qualitatively correct.

Within our approximation, for $\Omega<\Omega_{C}$, the ground state is an ice ferromagnet, an ordered state satisfying the ice rule. For $\Omega>\Omega_{C}$ but also close to $\Omega_{C}$, the ground state is in the QSL phase, i.e., the deconfined phase of a $U(1)$ gauge theory. From the point of view of the QSL, the ordered ice ferromagnet state is obtained when monopole excitations of the spin liquid proliferate, and the monopole-antimonopole string operator, to be defined in Sec. IV B, Eq. (53), acquires an expectation value. As a consequence of this, the fractional "electric charges", or spinons, get confined 46, 47. The monopole creation operator (see Sec. IV B and Ref. 48]) is diagonal in the $\hat{S}^{z}$ basis, and acts in the sector that obeys the ice rule. It is thus plausible that the confined phase is indeed the ice ferromagnet. While our calculation provides microscopic intuition for this transition, we emphasize that, to prove the existence of, locate and characterize this transition accurately, one needs to do a more careful quantum Monte Carlo calculation.

## B. Large $\Omega$-Higgs transition

From the Hamiltonian in Eq. (6), it is clear that, in the limit $\Omega \gg V$, the ground state is a transverse-fieldpolarized (TFP) state, i.e., a product state of $(|g\rangle-|r\rangle)_{i}$ at each site $i$. Thus, as $\Omega$ is increased away from $\Omega_{C}$, the system should eventually go through a phase transition from the putative QSL phase into the TFP phase. From the point of view of the QSL, this is a Higgs transition because the operator $\hat{S}^{x}$ that acquires expectation value in the TFP phase creates a pair of "electric"-charge excitations in the spin liquid. The perturbation theory in $\Omega / V$ that we performed in Sec. III A relies on the ability to go to a basis where the Hilbert space decouples into ice rule obeying and ice rule disobeying sectors separated by an energy gap of $V$. But the ground state in the $\Omega \gg V$ limit (TFP) straddles both of these sectors. So we do not expect perturbation theory in $\Omega / V$ to capture the phase


Figure 9: Approximate ground state phase diagram of the Hamiltonian in Eq. (6). The ground state for $\Omega=0$ was calculated exactly to be an ice ferromagnet (ice FM) in Sec. III A 2 We assume that, as $\Omega$ is increased, no phase transition occurs to a different ordered state. The transition point from the ice ferromagnet (confined phase) to the QSL (deconfined phase) at $\Omega_{C} \approx 0.44 \mathrm{~V}$ is obtained by comparing energies of ansatz wavefunctions in the effective Hamiltonian obtained using perturbation theory in $\hat{H}_{\Omega}$ and $\hat{H}_{L R}$. For the Higgs transition to the TFP phase, we make an approximation by dropping $\hat{H}_{L R}$, in which case $\Omega_{H}$ was calculated in Ref. 62] to be $0.55(5)$.
transition into the TFP phase that contains the $\Omega \rightarrow \infty$ ground state. Hence, we will present an indirect reasoning below. In the $\Omega \ll V$ limit, $\hat{H}_{\text {LR }}$ was important, since it was the dominant term splitting the degeneracy in the ice manifold. On the other hand, in the vicinity of the putative Higgs transition, $\hat{H}_{\mathrm{LR}}$ may not be as important since the largest term in $\hat{H}_{\text {LR }}$ has magnitude $V / 27$, and as justified above using Table I, the effect of $\hat{H}_{\mathrm{LR}}$ is indeed perturbative. Therefore, we drop $\hat{H}_{\text {LR }}$ as a zerothorder approximation for calculating the Higgs transition point. The resulting Hamiltonian is the transverse field Ising model on the pyrochlore lattice. Refs. 62] and [74] studied this model and found the transition point $\Omega_{H}$ to be at $\Omega_{H}=0.55(5) \mathrm{V}$ and 0.6 V respectively. This leads us to expect that, in the window $0.44<\Omega<0.55$, the ground state may be a QSL, leading us to sketch the phase diagram shown in Fig. 9. Within our approximation, $\Omega_{C}<\Omega_{H}$ and there is a window where the QSL
is the ground state. However, the introduction of $\hat{H}_{\mathrm{LR}}$ may result in a lowering of the energy of the TFP state relative to the QSL. Calculating this effect and verifying that this does not bring down $\Omega_{H}$ far enough to destroy the QSL phase requires a more careful calculation which is beyond the scope of this work.

In the remainder of this section, we provide some intuition for the Higgs transition by performing a gauge mean field theory (gMFT) calculation introduced in Ref. 80].

## 1. Gauge mean field theory-Higgs transition

The main idea of this approach is to first recast the microscopic Hamiltonian as an exact gauge theory by introducing ancillary degrees of freedom followed by a mean-field decoupling of the interactions. This theory involves bosonic charges hopping in the presence of a fluctuating gauge field whose mean-field value is chosen self-consistently. If this mean-field gauge-field configuration is such that the hopping amplitudes of the bosonic charges is 0 , then the theory is in a confined phase. If not, the theory is in the deconfined phase as long as the bosons do not condense. If the bosonic charges condense, then the theory is in a Higgs phase, which is adiabatically connected to the TFP state.

Concretely, the construction is as follows. For $\mathbf{r} \in A$, where $A$ is a sublattice of the diamond lattice,

$$
\begin{equation*}
\hat{S}_{\mathbf{r} \rightarrow \mathbf{r}+\mathbf{e}_{\mu}}^{+}=\hat{\Phi}_{\mathbf{r}}^{\dagger} \hat{\mathbf{r}}_{\mathbf{r} \rightarrow \mathbf{r}+\mathbf{e}_{\mu}}^{+} \hat{\Phi}_{\mathbf{r}+\mathbf{e}_{\mu}} \tag{41}
\end{equation*}
$$

where $\hat{S}_{\mathbf{r} \rightarrow \mathbf{r}+\mathbf{e}_{\mu}}^{+} \equiv \hat{S}_{\mathbf{r}+\mathbf{e}_{\mu} / 2}^{+}=\hat{S}_{\mathbf{r}, \mu}^{+}$(and similarly $\left.\hat{\mathbf{s}}_{\mathbf{r} \rightarrow \mathbf{r}+\mathbf{e}_{\mu}}^{+} \equiv \hat{\mathrm{s}}_{\mathbf{r}+\mathbf{e}_{\mu} / 2}^{+}=\hat{\mathbf{s}}_{\mathbf{r}, \mu}^{+}\right)$lives on a bond of the diamond lattice connecting sites $\mathbf{r}$ and $\mathbf{r}+\mathbf{e}_{\mu}$ (recall that centers of the bonds of the diamond lattice are sites of the pyrochlore lattice). $\hat{\mathbf{s}}^{z}$ is also a spin- $1 / 2$ operator and has eigenvalues $\pm 1 / 2$. Here, $\hat{\Phi}_{\mathbf{r}}^{\dagger}$ serves as a raising operator for $\hat{Q}_{\triangle_{\mathbf{r}}} \equiv \eta_{\mathbf{r}}\left(\hat{n}_{\triangle_{\mathbf{r}}}-2\right)$, where $\eta_{\mathbf{r}}=1$ for $\mathbf{r} \in A$ and $\eta_{\mathbf{r}}=-1$ for $\mathbf{r} \in B$. For convenience, we drop the symbol $\triangleq$ from now on. $\hat{Q}_{\mathbf{r}}$ and $\hat{\Phi}_{\mathbf{r}}^{\dagger}$ satisfy the commutation relation: $\left[\hat{Q}_{\mathbf{r}}, \hat{\Phi}_{\mathbf{r}}^{\dagger}\right]=\hat{\Phi}_{\mathbf{r}}^{\dagger}$. Note that $\hat{\Phi}_{\mathbf{r}}$ is not a canonical boson but a rotor satisfying

$$
\begin{equation*}
\hat{\Phi}_{\mathbf{r}}^{\dagger} \hat{\Phi}_{\mathbf{r}}=1 \tag{42}
\end{equation*}
$$

To recover the original spin Hilbert space, one imposes the constraint that the total gauge charge at $\mathbf{r}$ is

$$
\begin{equation*}
\hat{Q}_{\mathbf{r}}=\eta_{\mathbf{r}} \sum_{\mu} \hat{\mathbf{s}}_{\mathbf{r}+\eta \mathbf{e}_{\mu} / 2}^{z} \tag{43}
\end{equation*}
$$

Rewriting the Hamiltonian (6) in terms of the fictitious variables, $\hat{Q}_{\mathbf{r}}, \hat{\Phi}_{\mathbf{r}}$ and $\hat{\mathbf{s}}_{\mathbf{r}, \mu}$ we get

$$
\begin{align*}
\hat{H}= & \frac{V}{2} \sum_{\mathbf{r} \in A, B} \hat{Q}_{\mathbf{r}}^{2}-\frac{\Omega}{2} \sum_{(\mathbf{r} \in A), \mu}\left(\hat{\Phi}_{\mathbf{r}}^{\dagger} \hat{\mathbf{s}}_{\mathbf{r} \rightarrow \mathbf{r}+\mathbf{e}_{\mu}}^{+} \hat{\Phi}_{\mathbf{r}+\mathbf{e}_{\mu}}+\text { H.c. }\right) \\
& +\frac{1}{2} \sum_{\mathbf{r}, \mathbf{r}^{\prime} \in A} \sum_{\mu, \nu} V_{\mu \nu}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \hat{\mathbf{r}}_{\mathbf{r} \mu}^{z} \hat{\mathbf{S}}_{\mathbf{r}^{\prime}, \nu}^{z} \tag{44}
\end{align*}
$$

where $V_{\mu \nu}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)=V\left(\frac{a}{\mathbf{r}-\mathbf{r}^{\prime}+\mathbf{e}_{\mu} / 2-\mathbf{e}_{\nu} / 2}\right)^{6}$ whenever $(\mathbf{r}, \mu)$ and $\left(\mathbf{r}^{\prime}, \nu\right)$ are distinct and are not nearest-neighbors. $V_{\mu \nu}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ is 0 otherwise.

Following Ref. [80, we perform the zeroth-order meanfield decoupling: $\hat{\Phi}^{\dagger} \hat{\Phi} \hat{\mathbf{s}} \rightarrow \hat{\Phi}^{\dagger} \hat{\Phi}\langle\hat{\mathbf{s}}\rangle+\left\langle\hat{\Phi}^{\dagger} \hat{\Phi}\right\rangle \hat{\mathbf{s}}-\left\langle\hat{\Phi}^{\dagger} \hat{\Phi}\right\rangle\langle\hat{\mathbf{s}}\rangle$ and $\hat{\mathbf{s}} \hat{\mathbf{s}} \rightarrow \hat{\mathbf{s}}\langle\hat{\mathbf{s}}\rangle+\langle\hat{\mathbf{s}}\rangle \hat{\mathbf{s}}-\langle\hat{\mathbf{s}}\rangle\langle\hat{\mathbf{s}}\rangle$ (where $\hat{\mathbf{s}}$ could either be $\hat{\mathbf{s}}^{+}, \hat{\mathbf{s}}^{-}$, or $\hat{\mathbf{s}}^{z}$ ). Upon doing so, the Hamiltonian decouples into a Hamiltonian of bosons hopping on the diamond lattice and a Hamiltonian of spins in an external field, which itself is set self-consistently by the Green's function of the bosons. Before solving the resulting theory, one needs to enforce the constraints 42) and (43) using Lagrange multipliers $\lambda_{\mathbf{r}}$ and $v_{\mathbf{r}}$, respectively. Within the mean-field theory, it is assumed that these Lagrange multipliers take a spatially homogeneous value at the saddle point. We then find the minimum value of $\Omega_{H}^{\mathrm{MF}}$ such that, for any $\Omega>\Omega_{H}^{\mathrm{MF}}$, it is possible to self-consistently choose $\lambda$ only by macroscopically occupying a boson mode. This $\Omega_{H}^{\mathrm{MF}}$ marks the location of the Bose-Einstein-condensation transition (or Higgs transition within the mean-field theory). We find $\Omega_{H}^{\mathrm{MF}} \approx 0.7 \mathrm{~V}$. In Appendix A , we present more details of this calculation. An artifact of this technique is that, although we include long-range interactions in our calculation, they do not play any role at the saddle point near the Higgs transition. Therefore, the final steps and result of our calculation are identical to the ones carried out in 68.

In Appendix A, we also point out a major limitation of this technique in the small- $\Omega$ limit that may not have been appreciated in previous literature on gauge mean field theory.

## C. Comments on dynamical state preparation

So far, we have focused on the nature of the ground state of Hamiltonian (6) as a function of $\Omega / V$. However, what is often experimentally relevant is the nature of the state prepared by a ramping of parameters in a finite amount of time. This issue was studied in Ref. 81] for a $\mathbb{Z}_{2}$ gauge theory in the context of the experiment in Ref. [26]. Since the main ideas of Ref. [81] are general enough, here we will present an adaptation of the conclusions of Ref. 81] to our setting.

The excitations of a $U(1)$ QSL are gapless "photons", magnetic monopoles, and "electric charges" (spinons). The transition of a QSL to an ice ferromagnet is driven by the condensation of monopoles, while the transition to the TFP phase is driven by the condensation of spinons. The gapless "photons" are not directly involved in these transitions. Also, a state with "photon" modes excited on top of a QSL state is still in the deconfined phase of the $U(1)$ gauge theory. This allows us to ignore "photons" in this section. Since the confined phase, ice ferromagnet has an extensive number of monopoles, we use the difference per unit cell between the energies of


Figure 10: A qualitative sketch of the energy scales (per unit cell) in our problem. For $\Omega>\Omega_{C}$, the ground state is a $U(1)$ QSL. Ice ferromagnet is the ordered state obtained when monopoles proliferate, i.e., the ice ferromagnet has an extensive number of monopoles. We therefore use the energy difference per unit cell between the QSL and the ice ferromagnet at $\Omega=0$, obtained in Table I, as a proxy for the monopole energy scale. This scale $\sim 0.03 \mathrm{~V}$ is much smaller than the spinon energy scale ("electric charge"), which is $\sim \mathrm{V}$.
the QSL and ice ferromagnet states as a proxy for the monopole energy scale. At $\Omega=0$, this difference is $\left(\left\langle\hat{H}_{\mathrm{LR}}\right\rangle_{\mathrm{QSL}}-\left\langle\hat{H}_{\mathrm{LR}}\right\rangle_{\mathrm{IFM}}\right) / N_{\text {u.c. }} \approx 0.03 V$ (see Table IT , which is much smaller than the spinon energy scale (see Fig. 10 for a sketch). Suppose one starts with an initial state (for a small $\epsilon \sim \Omega / V$ )

$$
\begin{equation*}
\left|\Psi_{(t=0)}\right\rangle=\otimes_{i}\left(|g\rangle_{i}+\epsilon|r\rangle_{i}\right) \tag{45}
\end{equation*}
$$

which is the ground state in the limit of large negative $\delta / V$ and small $\Omega / V$. As shown in Sec. II. the classical ground state lies in the ice manifold when $\delta \in$ $(2.46 \mathrm{~V}, 4.46 \mathrm{~V})$. Now suppose that $\delta$ is ramped up from its initial large negative value to a value in this range such that the ramp is adiabatic with respect to the spinon gap $V$, but is sudden with respect to the monopole scale $\sim 0.03 \mathrm{~V}$, while keeping $\Omega / V \ll 1$. Using arguments in Ref. 81, this protocol will not prepare the ground state, which, from Fig. 9 , is an ice ferromagnet. Instead, it will (approximately) project out violations of the ice rule (due to adiabaticity with respect to the spinon scale) from the initial state $\left|\Psi_{(t=0)}\right\rangle$. The resulting final state is

$$
\begin{equation*}
\left|\Psi_{\text {final }}\right\rangle \approx \hat{\mathcal{P}}\left\{\otimes_{i}\left(|g\rangle_{i}+\epsilon|r\rangle_{i}\right)\right\}=\left|\Psi_{\mathrm{RK}}\right\rangle \tag{46}
\end{equation*}
$$

where $\hat{\mathcal{P}}$ is the projector onto the ice manifold. The projected wavefunction is an equal-weight superposition of all coverings, which is simply the RK wavefunction and which lies in the QSL phase [48. There is one catch to the above argument - the spinon gap closes during the above ramp. So it is impossible to be sudden with respect to the monopole scale and yet be strictly adiabatic with respect
to the spinon gap throughout the ramp. For a short duration (while the ramp is going through the spinon gap closing), adiabaticity with respect to the spinon gap will be violated. By the Kibble-Zurek mechanism, the resulting state is composed of finite-size puddles of QSL-like regions with a nonzero density of spinons interspersed 81 84. Thus, in summary, there are two different ways in which one can prepare a $U(1)$ QSL-like state in experiment and study a confinement-deconfinement transition 1

1. $\Omega / V \ll 1$ : Perform a ramp of $\delta$ starting from a large negative value and ending in the range $(2.46 \mathrm{~V}, 4.46 \mathrm{~V})$ for a fixed $\Omega / V \ll 1$ such that the ramp is adiabatic with respect to $V$ (spinon gap) but sudden with respect to the monopole scale $(\sim 0.03 V)$. Even though the ground state is not a QSL for these parameters, this procedure would create puddles of QSL-like regions by the argument in Ref. 81]. To see a deconfinementconfinement transition, the ramp of $\delta$ should be slowed down and, once it is adiabatic with respect to the monopole gap, an ordered, i.e. confined state will be prepared.
2. Adiabatic: Perform a ramp of $\delta$ starting from a large negative value and ending in the range $(2.46 \mathrm{~V}, 4.46 \mathrm{~V})$ and a ramp in $\Omega$ starting from $\Omega / V \ll 1$ and ending in a final value $\Omega_{f}$, such that both ramps are adiabatic with respect to the monopole scale always. The two ramps can be performed simultaneously, or such that the ramp in $\delta$ precedes the ramp in $\Omega$. This would approximately create the ground state of Hamiltonian (6). As the final value $\Omega_{f}$ goes through $\Omega_{C}\left(\Omega_{H}\right)$, the nature of the final state prepared this way goes through a confinement-deconfinement (Higgs) transition.

Once a state is prepared by either of the above schemes, one needs to devise measurements that can tell whether the state is in the confined phase or in the deconfined phase. We address this in the following section.

## IV. DIAGNOSIS OF THE QUANTUM SPIN LIQUID

Access to wavefunction snapshots in the $\hat{S}^{z}$ basis, combined with access to unitary evolution, allows one to use the Rydberg-atom platform to measure non-local observables, a feature generally unavailable in traditional condensed matter systems. In this section, we describe some
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Figure 11: Notation for the plaquette correlators. $P$ and $P^{\prime}$ are two hexagonal plaquettes of the pyrochlore lattice. $\mathbf{r}, \mathbf{r}^{\prime}, \mathbf{r}+\mathbf{u}_{\mu}$, and $\mathbf{r}^{\prime}+\mathbf{u}_{\nu}$ are the sites of the dual diamond lattice. $\mathbf{u}_{\mu}$ and $\mathbf{u}_{\nu}$ are vectors perpendicular to $P$ and $P^{\prime}$.
measurable correlators which can be used to observe the signatures of a quantum spin liquid state. In this section, we assume that the detuning is chosen such that $\rho=2$.

## A. Plaquette-plaquette correlators

The plaquette operators are off-diagonal in the $\hat{S}^{z}$ basis and map one dimer covering to another. They are important in distinguishing a coherent quantum superposition from a classical admixture of states. We define two plaquette operators $\hat{X}_{P}$ and $\hat{Y}_{P}$ for a hexagonal plaquette $P$ of the pyrochlore lattice as

$$
\begin{align*}
\hat{X}_{P} & =\left(\hat{S}_{1}^{+} \hat{S}_{2}^{-} \hat{S}_{3}^{+} \hat{S}_{4}^{-} \hat{S}_{5}^{+} \hat{S}_{6}^{-}+\text {H.c. }\right)  \tag{47}\\
\hat{Y}_{P} & =-i \hat{S}_{1}^{+} \hat{S}_{2}^{-} \hat{S}_{3}^{+} \hat{S}_{4}^{-} \hat{S}_{5}^{+} \hat{S}_{6}^{-}+\text {H.c. }
\end{align*}
$$

where $1,2, \ldots, 6$ denote the sites around a plaquette $P$. Either of the two correlators, $\left\langle\hat{X}_{P} \hat{X}_{P^{\prime}}\right\rangle$ and $\left\langle\hat{Y}_{P} \hat{Y}_{P^{\prime}}\right\rangle$, of the plaquette operators on two plaquettes $P$ and $P^{\prime}$ can distinguish a QSL phase from other phases including a classical spin ice (see Table II). We compare the two correlators and provide protocols to measure them. We assume throughout that the two plaquettes $P$ and $P^{\prime}$ do not have any sites in common.

Using the mapping between the spins and the effective $U(1)$ gauge theory from Eq. 13), we see that the operators $\hat{X}_{P}$ and $\hat{Y}_{P}$ are equal to (twice) the cosine and the sine of the magnetic field, respectively:

$$
\begin{align*}
\hat{X}_{P} & =2 \cos \left(\hat{\theta}_{1}-\hat{\theta}_{2}+\hat{\theta}_{3}-\hat{\theta}_{4}+\hat{\theta}_{5}-\hat{\theta}_{6}\right)=2 \cos \left(\hat{b}_{\mathbf{r}, \mu}\right), \\
\hat{Y}_{P} & =2 \sin \left(\hat{\theta}_{1}-\hat{\theta}_{2}+\hat{\theta}_{3}-\hat{\theta}_{4}+\hat{\theta}_{5}-\hat{\theta}_{6}\right)=2 \sin \left(\hat{b}_{\mathbf{r}, \mu}\right), \tag{48}
\end{align*}
$$

where $\mathbf{r}$ belongs to the dual diamond lattice [see Fig. 1(c)], and $\mu \in\{0,1,2,3\}$ labels the direction of magnetic field. $\hat{b}_{\mathbf{r}, \mu}$ is along $\mathbf{u}_{\mu}$, which are vectors joining an A site of the dual diamond lattice to its neighboring B sites. These vectors are perpendicular to the plaquettes of the pyrochlore lattice, see Fig. 11. The effective theory in the deconfined phase (QSL) is Maxwell electromagnetism.

In the $3+1 \mathrm{D}$ continuum Maxwell electromagnetism, the correlators of the Cartesian components of the magnetic field $\hat{b}_{\mathbf{r}, i}$ for $i \in\{x, y, z\}$ can be expressed as Gaussian integrals which evaluate to 48]

$$
\begin{equation*}
\left\langle\hat{b}_{0, i} \hat{b}_{\mathbf{R}, j}\right\rangle_{0} \propto \frac{1}{\mathrm{R}^{4}}\left(2 \frac{\mathrm{R}_{i} \mathrm{R}_{j}}{\mathrm{R}^{2}}-\delta_{i j}\right) \equiv \mathcal{C}_{i j}^{B}(\mathbf{R}) \tag{49}
\end{equation*}
$$

where $\langle\cdot\rangle_{0}$ is the expectation value with respect to the Maxwell action.

The correlators of the magnetic field operators $\hat{b}_{\mathbf{r}, \mu}$ for $\mu \in\{0,1,2,3\}$ on the pyrochlore plaquettes in the deconfined phase are obtained from Eq. (49) by taking components of the Cartesian magnetic field along the vectors $\mathbf{u}_{\mu}$. The result is

$$
\begin{align*}
\left\langle\hat{X}_{P} \hat{X}_{P^{\prime}}\right\rangle-4 & \propto \frac{1}{\mathrm{R}^{8}}\left[\sum_{k, l}\left(\mathbf{u}_{\mu}\right)_{k}\left(\mathbf{u}_{\nu}\right)_{l}\left(2 \frac{\mathrm{R}_{l} \mathrm{R}_{k}}{\mathrm{R}^{2}}-\delta_{k, l}\right)\right]^{2} \\
\left\langle\hat{Y}_{P} \hat{Y}_{P^{\prime}}\right\rangle & \propto \frac{1}{\mathrm{R}^{4}}\left[\sum_{k, l}\left(\mathbf{u}_{\mu}\right)_{k}\left(\mathbf{u}_{\nu}\right)_{l}\left(2 \frac{\mathrm{R}_{l} \mathrm{R}_{k}}{\mathrm{R}^{2}}-\delta_{k, l}\right)\right] \tag{50}
\end{align*}
$$

where the summation is over $k, l \in\{x, y, z\}, \mathbf{R}=\mathbf{r}-\mathbf{r}^{\prime}$, and R is assumed to be large compared to the monopole correlation length. The factors inside the square brackets are geometric factors, which depend on the direction of the vectors $\mathbf{u}_{\mu}, \mathbf{u}_{\nu}$, and $\mathbf{R}$, but are independent of the distance R between the two plaquettes. Ref. [48] also separately studied the correlators precisely at the RK point (which sits at the phase boundary between deconfined and confined phases) where the effective field theory differs from the regular Maxwell theory. In the RK wavefunction, while the behavior of the plaquette correlators differs from Eq. (50), it is still a power law with a slower decay [48]. We note that, if the experimentally prepared state is close to an RK wavefunction (see discussion in Sec. III C), then this distinction will be important.

Outside of the deconfined phase (QSL) of the compact $U(1)$ gauge theory, Maxwell electromagnetism is no longer the effective theory, and the behavior of the correlators is different. The ice ferromagnet state is an ordered state with the spins pointing in the $z$-direction, thus the two plaquette correlators are expected to decay exponentially with R. The TFP phase has $\left\langle\hat{S}^{+}\right\rangle \neq 0$, and hence the plaquette X correlator approaches a nonzero constant at large $R$, while the plaquette $Y$ correlator is 0 (or decays exponentially or faster in R). Lastly, in a classical spin liquid, which consists of an incoherent mixture of exponentially many dimer coverings, the plaquette correlators decay at least exponentially (see Table II).

Since the plaquette correlators involve off-diagonal operators, they cannot be read out directly from the snapshots of a Rydberg-atom array. However, we show that they can be measured by evolving the system under a modified Hamiltonian for a specific time duration followed by measurement of a diagonal operator [26, 37]. We describe the protocols to measure both plaquette X and plaquette Y correlators in the sections below.

| Correlator | Confined (Ice FM) | Deconfined (QSL) | Higgs (TFP) | Classical Spin Ice |
| :---: | :---: | :---: | :---: | :---: |
| $\left\langle\hat{X}_{P} \hat{X}_{P^{\prime}}\right\rangle-4$ | Exp. or faster decay | $1 / R^{8}$ | Nonzero const. | Exp. or faster decay |
| $\left\langle\hat{Y}_{P} \hat{Y}_{P^{\prime}}\right\rangle$ | Exp. or faster decay | $1 / R^{4}$ | Exp. or faster decay | Exp. or faster decay |
| $\left\langle\hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}^{( }\left(\mathbf{r}_{1} \rightarrow \mathbf{r}_{2}\right)\right\rangle$ | Nonzero const. | Exp. decay | Exp. decay | Exp. or faster decay |
| $\chi_{\mathcal{C}}^{E}$ | Nonzero const ${ }^{\text {a }}$ | Exp. or faster decay | Nonzero const. | Exp. or faster decay |
| $\chi_{\mathcal{C}}^{M}$ | Nonzero const. | Exp. or faster decay | Nonzero const. | Exp. or faster decay |
| $\left\langle\hat{S}_{\mathbf{r} i}^{z} \hat{S}_{\mathbf{r}^{\prime} j}^{z}\right\rangle$ | Nonzero const. | $1 / R^{4}$ | Exp. decay | $1 / R^{4}$ |

${ }^{\text {a }}$ Distinguishing this non-zero constant from zero for $\chi_{\mathcal{C}}^{E}$ in the confined phase (Ice FM) and for $\chi_{\mathcal{C}}^{M}$ in the Higgs phase (TFP) may be practically challenging.

Table II: Behavior of various correlators. $\hat{X}_{P}$ and $\hat{Y}_{P}$ are plaquette operators defined in Eq. 47). $\hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}\left(\mathbf{r}_{1} \rightarrow \mathbf{r}_{2}\right)$ is a monopole string operator defined in Eq. (53). $\chi_{\mathcal{C}}^{E}$ and $\chi_{\mathcal{C}}^{M}$ are BFFM order parameters defined in Eq. 60) and Eq. (64), respectively. In this table, we have omitted the form factors multiplying $1 / R^{4}$ and $1 / R^{8}$ that are provided in Eqs. 50) and 65).

## 1. Plaquette $X$ correlator

For a state $\left|\Psi_{0}\right\rangle$ completely within the ice manifold, the expectation value of $\hat{X}_{P} \hat{X}_{P^{\prime}}$ is the same as that of a product of $\hat{S}^{x}$ operators on the 12 sites of $P$ and $P^{\prime}$, that is,

$$
\begin{equation*}
\left\langle\Psi_{0}\right| \hat{X}_{P} \hat{X}_{P^{\prime}}\left|\Psi_{0}\right\rangle=\left\langle\Psi_{0}\right| \prod_{i=1}^{12} 2 \hat{S}_{i}^{x}\left|\Psi_{0}\right\rangle \tag{51}
\end{equation*}
$$

where the sites $i=1,2, \ldots, 6$ are on the plaquette $P$ and sites $i=7,8, \ldots, 12$ are on the plaquette $P^{\prime}$. This can be seen by writing $2 \hat{S}_{i}^{x}=\hat{S}_{i}^{+}+\hat{S}_{i}^{-}$and noticing that the only terms that preserve the ice rule are ring exchanges over $P$ and $P^{\prime}$. When the remaining terms act on a state in the ice manifold, they either take the state outside of the ice manifold or annihilate it. Thus the expectation value of these remaining operators in $\left|\Psi_{0}\right\rangle$ is zero. For example, $\hat{S}_{1}^{+} \hat{S}_{2}^{+} \hat{S}_{3}^{+} \hat{S}_{4}^{-} \hat{S}_{5}^{-} \hat{S}_{6}^{-} \hat{S}_{7}^{+} \hat{S}_{8}^{-} \hat{S}_{9}^{+} \hat{S}_{10}^{-} \hat{S}_{11}^{+} \hat{S}_{12}^{-}$acting on a state in the ice manifold would either annihilate this state or give a state that violates the ice rule on four of the tetrahedra surrounding $P$. The protocol to measure the plaquette X correlator is as follows.

We abruptly change the phase and the amplitude of the Rabi frequency, so that the new Hamiltonian is $\hat{H}_{\mathrm{Y}} \approx$ $\Omega_{Y} \sum_{i} \hat{S}_{i}^{y}$ with $\Omega_{Y} \gg V$. (Achieving $\Omega_{Y} \gg V$ may require working with atom spacings that are sufficiently large and/or with Rydberg principal quantum numbers that are sufficiently low, but not low enough to make Rydberg lifetime a problem.) It is assumed that this change of the Hamiltonian is done sufficiently rapidly so that the sudden approximation is valid and the state of the system does not change. We evolve the system under $\hat{H}_{Y}$ for a time $t_{Y}=\pi /\left(2 \Omega_{Y}\right)$, which amounts to a $\pi / 2$ pulse about the $y$-axis, and then measure all atoms in the $\{|g\rangle,|r\rangle\}$ basis. Thanks to Eq. (51), this allows us to compute the plaquette X correlator.

Eq. (51) assumes that the state $\left|\Psi_{0}\right\rangle$ is in the ice manifold. However, the ground state $\left|\Psi_{g}\right\rangle$ of the system is not completely in the ice manifold. The error introduced because of assuming $\left|\Psi_{g}\right\rangle$ to be in the ice manifold is
of sixth order in $\Omega / V$, as we show in Appendix B. The intuitive reason for this is that six factors of $\hat{H}_{\Omega}$ are required to give a state that can have nonzero overlap with $\prod_{i=1}^{12} 2 \hat{S}_{i}^{x}\left|\Psi_{0}\right\rangle$.

We note that, for $\Omega / V \gg 1$ (i.e. in the TFP phase), the experimentally measured quantity $\left\langle\Psi_{g}\right| \prod_{i=1}^{12} 2 \hat{S}_{i}^{x}\left|\Psi_{g}\right\rangle$ is not the same as the plaquette X correlator $\left\langle\Psi_{0}\right| \hat{X}_{P} \hat{X}_{P^{\prime}}\left|\Psi_{0}\right\rangle$, but their behaviors are nevertheless the same, i.e., both approach a nonzero constant as the distance between the plaquettes increases.

The plaquette X correlator behaves as $\left\langle\hat{X}_{P} \hat{X}_{P^{\prime}}\right\rangle-4 \propto$ $1 / R^{8}$ (the angular dependence is not shown here) in the QSL phase. Although it is a power law, the decay is very rapid, and it might be practically difficult to distinguish it from an exponential decay. This issue is less prominent in the plaquette Y correlator, and we now provide a protocol to measure it.

## 2. Plaquette $Y$ correlator

This protocol relies on the fact that, for a state $\left|\Psi_{0}\right\rangle$ within the ice manifold, we have an identity similar to Eq. (51):

$$
\begin{equation*}
\left\langle\Psi_{0}\right| \hat{Y}_{P} \hat{Y}_{P^{\prime}}\left|\Psi_{0}\right\rangle=\left\langle\Psi_{0}\right| \prod_{i=1}^{6}\left(2 \hat{S}_{2 i-1}^{x}\right)\left(2 \hat{S}_{2 i}^{y}\right)\left|\Psi_{0}\right\rangle \tag{52}
\end{equation*}
$$

Recall that sites $1,2, \ldots, 6$ are on $P$, while sites $7,8, \ldots, 12$ are on $P^{\prime}$. This protocol is the same as the protocol for measuring the plaquette X correlator, except that now the $\pi / 2$ pulses on sites $2 i$ for $i=1,2, \ldots, 6$ are about the $x$-axis on the Bloch sphere while the $\pi / 2$ pulses on sites $2 i-1$ for $i=1,2, \ldots, 6$ are around the $y$-axis. After applying these $\pi / 2$ pulses, $\prod_{i=1}^{12} 2 \hat{S}_{i}^{z}$ is measured by taking a snapshot of the array. Note that, for any set of non-overlapping plaquettes, we can simultaneously measure $Y$ correlators between all pairs of plaquettes in this set.

This protocol requires control over individual sites and has an error of order $(\Omega / V)^{6}$ (the estimation of the er-
ror is similar to the one for the plaquette X correlator done in Appendix $\bar{B}$ ). The advantage of the plaquette $Y$ correlator over the plaquette X correlator is that the former decays as $1 / R^{4}$, which is slower than the decay of the plaquette X correlator and can be easier to observe experimentally.

## B. Monopole-monopole correlator

In the deconfined phase, monopoles are gapped. Therefore, the expectation value of an (equal-time) operator that creates a string with a monopole and antimonopole at its endpoints should decay exponentially with the length of the string. On the other hand, in the confined phase, monopoles are condensed, and hence the expectation value should approach a nonzero constant as the length of the string increases. In the continuum, the following operator inserts a string that creates a monopole at $\mathbf{r}_{1}$ and an antimonopole at $\mathbf{r}_{2}$ [48]:

$$
\begin{equation*}
\hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}\left(\mathbf{r}_{1} \rightarrow \mathbf{r}_{2}\right) \sim e^{i \int \mathrm{~d}^{3} \mathbf{r}^{\prime} \mathcal{A}\left(\mathbf{r}^{\prime}\right) \cdot \hat{e}\left(\mathbf{r}^{\prime}\right)} \tag{53}
\end{equation*}
$$

Here $\mathcal{A}\left(\mathbf{r}^{\prime}\right)$ is a classical (non single-valued) vector potential such that the flux $\phi_{\Sigma}$ of $\mathcal{B}=\nabla \times \mathcal{A}$ through a closed surface $\Sigma$ is

$$
\begin{equation*}
\phi_{\Sigma} \equiv \oint_{\Sigma} \mathcal{B} \cdot d \mathbf{S}=2 \pi q Q_{\Sigma} \tag{54}
\end{equation*}
$$

where $Q_{\Sigma}=1$ when $\Sigma$ encloses $\mathbf{r}_{1}$ and not $\mathbf{r}_{2}, Q_{\Sigma}=-1$ when $\Sigma$ encloses $\mathbf{r}_{2}$ and not $\mathbf{r}_{1}$, and $Q_{\Sigma}=0$ otherwise. $q$ is an integer and denotes the "charge" of the monopole string. For simplicity, we will set $q=1$ in this section. We clarify that $\mathcal{B}$ and $\phi_{\Sigma}$ are classical numbers and are different from $\hat{\mathbf{b}}$ and $\hat{\Phi}_{\Sigma}$ which are operators. $\hat{\mathbf{b}} \equiv \boldsymbol{\nabla} \times \hat{\mathbf{a}}$, for gauge-field (operator) $\hat{\mathbf{a}}$, and $\hat{\Phi}_{\Sigma}$ is defined as

$$
\begin{equation*}
\hat{\Phi}_{\Sigma} \equiv \oint_{\Sigma} \hat{\mathbf{b}} \cdot d \mathbf{S}=2 \pi \hat{m} \tag{55}
\end{equation*}
$$

where $\hat{m}$ takes integer eigenvalues. The form of the monopole string operator is chosen so that it increases the flux through $\Sigma$ by $2 \pi Q_{\Sigma}$, i.e.,

$$
\begin{equation*}
\left[\hat{\Phi}_{\Sigma}, \hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}\left(\mathbf{r}_{1} \rightarrow \mathbf{r}_{2}\right)\right]=2 \pi Q_{\Sigma} \hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}\left(\mathbf{r}_{1} \rightarrow \mathbf{r}_{2}\right) \tag{56}
\end{equation*}
$$

We now adapt this operator to the Rydberg setting. Consider the diamond lattice formed by the centers of tetrahedra of the pyrochlore lattice, Fig. 1(b). Unlike the continuum, it is now important to specify that the endpoints of the monopole string $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ belong to the dual diamond lattice [see Fig. 1(c)], whose sites are centers of "polyhedra" made of four puckered-hexagonal "plaquettes" of the diamond lattic $\epsilon^{2}$. see Fig. 12 (a). Let
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Figure 12: (a) The "polyhedron" formed by four puckered hexagons of the diamond lattice is shown in orange. The centers of these "polyhedra" form the dual diamond lattice. (b) The center of the "polyhedron" in (a) is also the center of a truncated tetrahedron (shown in red) of the pyrochlore lattice.
$\boldsymbol{x} \equiv \mathbf{r}+\mathbf{e}_{\mu} / 2$ be a site on the pyrochlore lattice, where $\mathbf{r}$ is an A -site of the diamond lattice. $\mathcal{A}_{\boldsymbol{x}} \equiv \mathcal{A}_{\mathbf{r}, \mathbf{r}+\mathbf{e}_{\mu}}$ is the discrete version of $\mathcal{A}$ integrated (Fig. 1 (b) shows the vectors $\mathbf{e}_{\mu}$ ). along the line pointing from the center of an A tetrahedron (centred at $\mathbf{r}$ ) to the B tetrahedron (centred at $\mathbf{r}+\mathbf{e}_{\mu}$ ) such that the two tetrahedra touch at $\boldsymbol{x}$.
$\mathcal{A}_{\boldsymbol{x}}$ is required to satisfy the discrete version of Eq. (54), and hence depends on $\mathbf{r}_{1}, \mathbf{r}_{2}$, the "magnetic field" configuration $\mathcal{B}$ and the gauge choice for $\mathcal{A}_{\boldsymbol{x}}$. For the pyrochlore lattice, we have

$$
\begin{equation*}
\hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}\left(\mathbf{r}_{1} \rightarrow \mathbf{r}_{2}\right)=e^{i \sum_{\boldsymbol{x} \in \text { pyrochlore }} \mathcal{A}_{\boldsymbol{x}}\left(\hat{n}_{\boldsymbol{x}}-1 / 2\right)} \tag{57}
\end{equation*}
$$

This operator is purely diagonal in the $\hat{n}_{\boldsymbol{x}}$ basis (i.e., in the $\hat{S}^{z}$-basis). So, experimentally, one can calculate this phase for each snapshot and average over shots.

Theoretically, one expects

$$
\left|\left\langle\hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}\left(\mathbf{r}_{1} \rightarrow \mathbf{r}_{2}\right)\right\rangle\right| \sim \begin{cases}e^{-\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right| / \lambda}, & \text { deconfined phase }  \tag{58}\\ \text { constant }, & \text { confined phase }\end{cases}
$$

where $\lambda$ is a correlation length that depends on the monopole gap and the "photon" velocity. In Fig. 13 , we provide an example of one configuration of the classical numbers $\mathcal{A}_{\boldsymbol{x}}$ that defines a monopole string operator. Below, we comment on the freedom in choosing $\mathcal{A}_{\boldsymbol{x}}$.

## 1. Choice of $\mathcal{A}$

The classical numbers $\mathcal{A}_{\boldsymbol{x}}$ should of course obey the constraint that the flux of $\boldsymbol{\nabla} \times \mathcal{A}$ through a closed surface $\Sigma$ is $2 \pi Q_{\Sigma}$, as mentioned above. However, one still has a freedom in the choice of $\mathcal{A}$ in the following two respects:

1. Freedom in the arrangement of the field lines of $\nabla \times \mathcal{A}$. For example, they can be confined to a thin tube connecting $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$, or be spread out according to Coulomb's law, or be something in between. Different such arrangements, due to their different energy costs, would differ in sub-leading corrections to the exponentially decaying behavior,


Figure 13: An example of the monopole string operator $\hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}\left(\mathbf{r}_{1} \rightarrow \mathbf{r}_{2}\right)$ for which we provide $\mathcal{A}_{\boldsymbol{x}}$ explicitly. In our example, the string carries $2 \pi$ flux through a tube with a width of 7 puckered hexagons of the diamond lattice. (a) A schematic of the tube running along the $z$-direction. The diamond lattice (whose vertices are centers of tetrahedra of the pyrochlore lattice) can be seen as ABC stacking of layers of "honeycomb" lattices made of chair-like puckered hexagons. The tube consists of three types of layers shown in yellow, orange, and cyan. Each layer is made of 7 puckered hexagons. To convey a sketch, we depict such a layer by a big hexagon with some thickness. (b) A side view of the stack showing three of its layers, which then need to be repeated in the $z$ direction to get the entire string. For bonds $\boldsymbol{x}$ with arrows, the value of $\mathcal{A}_{\boldsymbol{x}}$ is written next to the bond. For bonds $\boldsymbol{x}$ without arrows, $\mathcal{A}_{\boldsymbol{x}}=0$. (c) Top view of three of the layers of the stack. It can be seen from all three sub-figures (a)-(c) that the flux through any closed surface $\Sigma$ that completely encloses an integer number of layers, such that the bottom layer is included but not the top, is $2 \pi$. However, if $\Sigma$ partially encloses a layer, then $\Phi_{\Sigma}$ is 0 . This difficulty in defining arbitrary integer multiples of $2 \pi$ flux through a volume enclosed by a finite number of plaquettes has been observed before [48. Therefore in our construction, $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ have to be seen as being smeared across 7 points of the dual diamond lattice below the bottom layer and above the top layer respectively, in order to be consistent with Eq. (54).
but the leading behavior would be unchanged. In Fig. 13, we provide a choice of $\mathcal{A}$, such that the monopole string is localized to a thin tube.
2. For a fixed choice of field lines, we still have a
gauge choice for $\mathcal{A}$. Consider a gauge transformation $\mathcal{A}_{\mathbf{r}, \mathbf{r}+\mathbf{e}_{\mu}} \rightarrow \mathcal{A}_{\mathbf{r}, \mathbf{r}+\mathbf{e}_{\mu}}+\lambda_{\mathbf{r}+\mathbf{e}_{\mu}}-\lambda_{\mathbf{r}}$, where $\lambda_{\mathbf{r}}$ is
an $\mathbf{r}$-dependent real number. It results in

$$
\begin{equation*}
\hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}\left(\mathbf{r}_{1} \rightarrow \mathbf{r}_{2}\right) \rightarrow \hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}\left(\mathbf{r}_{1} \rightarrow \mathbf{r}_{2}\right) e^{-i \sum_{\mathbf{r}} \lambda_{\mathbf{r}} \eta_{\mathbf{r}}\left(\hat{n}_{{ }_{\mathbf{r}}}-2\right)} \tag{59}
\end{equation*}
$$

where $\eta_{\mathbf{r}}=1$ for $\mathbf{r} \in A$ and $\eta_{\mathbf{r}}=-1$ for $\mathbf{r} \in B$. In the $\Omega / V \ll 1$ limit, we have $\hat{n}_{\triangle_{\mathbf{r}}}=2$, so the expectation value is invariant under the gauge transformation. Away from this limit, a gauge transformation on $\mathcal{A}_{\mathbf{r}, \mathbf{r}+\mathbf{e}_{\mu}}$ generically results in a physical transformation on the monopole string operator. However, as long as the external field $h=0$ [ $h$ is defined in Eq. (5)], by particle-hole symmetry, we have $\left\langle\hat{n}_{\triangle_{\mathrm{r}}}\right\rangle=2$, and $\left\langle\left(\hat{n}_{\triangle_{\mathrm{r}}}-2\right)^{2}\right\rangle$ is bounded. Hence we do not expect the gauge transformation on $\mathcal{A}_{\mathbf{r}, \mathbf{r}+\mathbf{e}_{\mu}}$ to qualitatively change the behavior of Eq. 58.

## C. BFFM order parameter

It is known that the confined and deconfined phases of a gauge theory without matter fields can be distinguished by the scaling of the Wilson loops $W_{\mathcal{L}}=\left\langle e^{i \oint_{\mathcal{L}} A_{\mu} d x^{\mu}}\right\rangle$, where $A_{\mu}$ is the gauge field and $\mathcal{L}$ is a closed loop. In the deconfined phase, the Wilson loop follows the perimeter law, $W_{\mathcal{L}} \propto e^{- \text {Perimeter of } \mathcal{L}}$, while in the confined phase, it follows the area law, $W_{\mathcal{L}} \propto e^{- \text {Area of } \mathcal{L}}$. However, in the presence of matter fields (which are generically always present), the Wilson loop follows the perimeter law in both phases [86, 87, and it cannot be used to distinguish them. The Bricmont-Frölich-Fredenhagen-Marcu (BFFM) order parameter is useful in such cases and has a different behavior in the two phases [26, 37, 88, 93]. The BFFM order parameter, denoted here by $\chi_{\mathcal{C}}^{E}$, is defined as

$$
\begin{equation*}
\chi_{\mathcal{C}}^{E}=\frac{\mid\left\langle e^{\left.i \sum_{\mathcal{C}} \hat{a}_{\mathbf{r r}^{\prime}}+\text { H.c. }\right\rangle \mid}\right.}{\sqrt{\mid\left\langle e^{i \sum_{\mathcal{L}} \hat{a}_{\mathrm{rr}^{\prime}}}+\text { H.c. }\right\rangle \mid}}, \tag{60}
\end{equation*}
$$

where $\mathcal{C}$ is an open curve and $\mathcal{L}$ is the closed loop formed by combining $\mathcal{C}$ with its mirror image about a plane that intersects $\mathcal{C}$ only at its end points. This order parameter detects long-range order in the "electric charge"-creation string. In the Higgs phase, "electric charges" are condensed, and hence $\chi_{\mathcal{C}}^{E}$ approaches a nonzero constant. In the deconfined phase, the numerator in Eq. (60) (calculated on an open curve) decays to zero faster than the denominator (calculated on a closed loop, giving the Wilson loop), as the length of $\mathcal{C}$ is increased. Therefore, in the deconfined phase, $\chi_{\mathcal{C}}^{E}$ goes to 0 as the length of $\mathcal{C}$ is increased. In the confined phase, it was argued in Ref. [89] that while both the numerator and the denominator go to zero as the length of $\mathcal{C}$ is increased, the limit of their ratio approaches a constant. However distinguishing this constant from zero in finite systems for finite length of $\mathcal{C}$ may be difficult. Below we explain how to measure $\chi_{\mathcal{C}}^{E}$.

Using the mapping from spin operators to gauge fields,

Eqs. (13) and 15 , we see that

$$
\begin{equation*}
e^{i \sum_{\mathcal{C}} \hat{a}_{\mathrm{rr}^{\prime}}} \simeq \hat{S}_{1}^{+} \hat{S}_{2}^{-} \hat{S}_{3}^{+} \ldots \tag{61}
\end{equation*}
$$

where the product of $\hat{S}^{+}$and $\hat{S}^{-}$operators is over the sites on the curve $\mathcal{C}$. The denominator in $\chi_{\mathcal{C}}^{E}$ has a similar expression in terms of spin operators.

From the point of view of measurement, it is more convenient to consider another quantity, which has the same behavior as $\chi_{\mathcal{C}}^{E}$ in the three phases, defined as:

$$
\begin{equation*}
\tilde{\chi}_{\mathcal{C}}^{E} \equiv \frac{\left|\left\langle\prod_{i \in \mathcal{C}} \hat{S}_{i}^{x}\right\rangle\right|}{\sqrt{\left|\left\langle\prod_{i \in \mathcal{L}} \hat{S}_{i}^{x}\right\rangle\right|}} \tag{62}
\end{equation*}
$$

In the transverse-field-polarized (Higgs) phase, $\tilde{\chi}_{\mathcal{C}}^{E}$ approaches a nonzero constant, just like $\chi_{\mathcal{C}}^{E}$. Now, we argue that even in the QSL and confined phases, $\tilde{\chi}_{\mathcal{C}}^{E}$ and $\chi_{\mathcal{C}}^{E}$ have the same behavior. For a state $|\Psi\rangle$ that dominantly lies in the ice manifold, with corrections from outside the ice manifold being of order $\Omega / V$ (such as the ground state $\left|\Psi_{g}\right\rangle$ ), we have

$$
\begin{align*}
& \langle\Psi| \hat{S}_{1}^{+} \hat{S}_{2}^{-} \hat{S}_{3}^{+} \cdots+\text { H.c. }|\Psi\rangle \\
& \quad=\langle\Psi|\left(2 \hat{S}_{1}^{x}\right)\left(2 \hat{S}_{2}^{x}\right)\left(2 \hat{S}_{3}^{x}\right) \cdots|\Psi\rangle+\Theta\left((\Omega / V)^{L}\right) \tag{63}
\end{align*}
$$

where $L$ is the number of sites on $\mathcal{C}$. The correction is of order $(\Omega / V)^{L}$ by an argument similar to the one used to show that the error is sixth order in the protocol to measure the plaquette $X$ correlator (see Appendix B). Thus, for small $\Omega / V, \chi_{\mathcal{C}}^{E}$ and $\tilde{\chi}_{\mathcal{C}}^{E}$ are equal up to order $(\Omega / V)^{L}$.

The numerator and the denominator of $\tilde{\chi}_{\mathcal{C}}^{E}$ can be measured by applying $\pi / 2$ pulses about the $y$-axis and measuring, from the snapshots, products of $\hat{S}^{z}$ along $\mathcal{C}$ and $\mathcal{L}$. This procedure is similar to the protocol to measure the plaquette X correlator, described in Sec. IV A1.

The operator $e^{i \sum_{\mathcal{C}} \hat{a}_{\mathbf{r r}^{\prime}}}$ creates two opposite "electric charges" at the endpoints of $\mathcal{C}$. So a magnetic analogue of $\chi_{\mathcal{C}}^{E}$ can also be defined, where the numerator is the expectation value of the operator that creates a monopole and an antimonopole at the endpoints of $\mathcal{C}$. Such an order parameter, $\chi_{\mathcal{C}}^{M}$, detects long-range order in the monopole string operator and is given by

$$
\begin{equation*}
\chi_{\mathcal{C}}^{M}=\frac{\left\langle\hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}\left(\mathbf{r}_{1} \stackrel{\mathcal{C}}{\rightarrow} \mathbf{r}_{2}\right)\right\rangle}{\sqrt{\left\langle\hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}\left(\mathbf{r}_{1} \xrightarrow{\mathcal{L}} \mathbf{r}_{1}\right)\right\rangle}}, \tag{64}
\end{equation*}
$$

where $\hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}\left(\mathbf{r}_{1} \xrightarrow{\mathcal{C}} \mathbf{r}_{2}\right)$ inserts a monopole-antimonopole string along $\mathcal{C}$ and was defined in Eq. (57). In this section, we use the notation where the path of the monopoleantimonopole string is explicitly written in the argument of $\hat{\mathcal{M}}^{\dagger} \hat{\mathcal{M}}$. Since this operator is diagonal in the $\hat{S}^{z}$ basis, it can be measured straightforwardly from the snapshots of the Rydberg-atom array.

In the confined phase, monopoles are condensed, so $\chi_{\mathcal{C}}^{M}$ should be a nonzero constant. In the deconfined phase, by the argument of Ref. [89, the numerator of Eq. (64) decays to zero faster than the denominator as the length of $\mathcal{C}$ increases. Therefore, in the deconfined phase, $\chi_{\mathcal{C}}^{M}$ goes to zero as the length of $\mathcal{C}$ increases. In the Higgs phase, even though there is no long-range order in the monopole string and both the numerator and denominator go to zero, by the argument in Ref. 89, the ratio (i.e. $\chi_{\mathcal{C}}^{M}$ ) approaches a nonzero constant as the length of $\mathcal{C}$ increases. But distinguishing this non-zero constant from zero in finite-size numerics and experiment may be challenging (similar to the situation for $\chi_{\mathcal{C}}^{E}$ in the confined phase).

The behavior of the BFFM order parameters in various phases is summarized in Table II.

Before proceeding, we note that our protocols to measure the plaquette correlators and the BFFM order parameter $\chi_{\mathcal{C}}^{E}$ work in the limit $\Omega / V \ll 1$, which is outside the window in which the ground state of Hamiltonian (6) is a QSL. However, we explained in Sec. IIIC that it is possible to dynamically prepare finite puddles of QSL regions even in the $\Omega / V \ll 1$ limit when the ground state is not a QSL. Our protocols can then be applicable.

## D. Two-point $\hat{S}^{z}$ correlator

Consider two spins $\hat{S}_{\mathbf{r}, \mu}^{z}$ and $\hat{S}_{\mathbf{r}^{\prime}, \nu}^{z}$ located on the sites $\mathbf{r}+\mathbf{e}_{\mu} / 2$ and $\mathbf{r}^{\prime}+\mathbf{e}_{\nu} / 2$, where $\mathbf{r}$ and $\mathbf{r}^{\prime}$ are the centers of two up-pointing tetrahedra and $\mu, \nu \in\{0,1,2,3\}$ label the sites of the tetrahedra (see Fig. 14). From the mapping of spins to gauge theory, Eqs. 13) and (15), it can be seen that the two-point correlator of these two spins $\left\langle\hat{S}_{\mathbf{r}, \mu}^{z} \hat{S}_{\mathbf{r}^{\prime}, \nu}^{z}\right\rangle$ is the same as the two-point correlator of the electric field.

The effective theory in the deconfined phase is the Maxwell electromagnetism. In the $3+1 \mathrm{D}$ continuum Maxwell electromagnetism, the correlator of the Cartesian components of the electric field $\hat{e}_{\mathbf{r}, i}$ for $i \in\{x, y, z\}$ can be expressed as Gaussian integral which evaluate to 48

$$
\begin{equation*}
\left\langle\hat{e}_{\mathbf{0}, i} \hat{e}_{\mathbf{R}, j}\right\rangle_{0} \propto \frac{1}{R^{4}}\left(2 \frac{R_{i} R_{j}}{R^{2}}-\delta_{i j}\right) \tag{65}
\end{equation*}
$$

where $\langle\cdot\rangle_{0}$ denotes expectation value with respect to the Maxwell action.

The correlator of the electric field operators $\hat{e}_{\mathbf{r}, \mu}$ for $\mu \in\{0,1,2,3\}$ along the links of the diamond lattice are obtained from Eq. (65) by taking components of the Cartesian electric field along the vectors $\mathbf{e}_{\mu}$. The result is

$$
\begin{equation*}
\left\langle\hat{S}_{\mathbf{r}, \mu}^{z} \hat{S}_{\mathbf{r}^{\prime}, \nu}^{z}\right\rangle=\sum_{k, l \in\{x, y, z\}}\left(\mathbf{e}_{\mu}\right)_{k}\left(\mathbf{e}_{\nu}\right)_{l}\left\langle\hat{e}_{\mathbf{r}, k} \hat{e}_{\mathbf{r}^{\prime}, l}\right\rangle_{0} \tag{66}
\end{equation*}
$$

In the confined phase (ice ferromagnet), which is primarily diagonal in the $\hat{S}^{z}$ basis, this correlator should


Figure 14: Notation for the two-point $\hat{S}^{z}$ correlator. $\mathbf{r}$ and $\mathbf{r}^{\prime}$ are the positions of the centers of the tetrahedra. $\mathbf{e}_{\mu}$ are the vectors joining the center of an uppointing tetrahedron to the centers of its neighboring down-pointing tetrahedra.
approach a constant for large $R=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$. On the other hand, in the TFP phase, which is primarily a product state in the $\hat{S}^{x}$ basis, this correlator decays at least exponentially with $R$ (see Table II). Since $\hat{S}_{\mathbf{r}, \mu}^{z} \hat{S}_{\mathbf{r}^{\prime}, \nu}^{z}$ is a diagonal operator, its correlator can be measured experimentally by capturing snapshots of the Rydberg-atom array and averaging over them.

## V. DISCUSSION

In this work, we have presented a proposal to prepare and detect the deconfined phase of the $U(1)$ gauge theory in $3+1$ dimensions on a Rydberg atom simulator. We first showed that laser-driven neutral atoms trapped in a pyrochlore lattice using optical tweezer arrays naturally realise a $U(1)$ quantum spin liquid as the ground state when the laser detuning lies in a specified window and the interactions between Rydberg atoms are restricted to nearest-neighbor. We then studied the effect of van der Waals interactions beyond nearest-neighbor. In the classical limit obtained by dropping the Rabi frequency term, we showed that long-range interactions break the degeneracy to select an ice ferromagnet as the ground state. We then studied the competition between the long-ranged interactions that prefer an ordered state and quantum fluctuations that prefer a QSL state, by calculating the energies in ansatz wavefunctions using perturbation theory. We found that, for Rabi frequencies greater than $\Omega_{C} \approx 0.44 V$, the ground state is a QSL within our approximation. When $\Omega$ is increased further, we argued that the QSL goes into a transverse-field-polarized state via a Higgs transition. While we have focused on the ground state, we also commented on the effect of dynamical state preparation in deciding the nature of the prepared state. We then provided experimental protocols for measuring the plaquette correlators, Bricmont-Frölich-Fredenhagen-Marcu order parameters, the monopole-monopole correlator, and the "electric field" correlator that can distinguish a QSL phase from ordered phases.

Our ground state phase diagram is the result of an approximate calculation. While it is possible that the


Figure 15: A lattice made of corner-sharing tetrahedra different from the pyrochlore lattice. The lattice consists of $A B A B \ldots$ stacking of the blue $(A)$ and the orange $(B)$ layers. A configuration satisfying $n_{\triangle}=2$ is shown here.
true phase diagram differs from what we found, we note that there are other knobs one can tune to get a desired phase diagram. Dressed states created from multiple Rydberg and possibly ground levels can be used to customize the interactions away from the isotropic $1 / r^{6}$ form we considered in this paper 94 99]. Designing a dressing scheme compatible with the symmetries of the pyrochlore lattice and exploring the resulting phase diagrams is an interesting direction for future work. We also note that our proposal requires two Rydberg excitations per tetrahedron, meaning that it lies outside of the Rydberg-blockade regime and is therefore sensitive to imperfections and thermal fluctuations in nearest-neighbor spacing. It will therefore be useful to extend our proposal to the blockade regime of one excitation per tetrahedron. While previous numerical work on dimer models have required a nonzero RK potential (6-body term) to achieve this, it will be worthwhile to study if one can engineer long-range Rydberg interactions that stabilize a spin-liquid in the blockade regime.

One can also look for other lattices that could realize a $U(1)$ QSL ground state. One such possibility is a lattice of corner-sharing tetrahedra where all up-pointing tetrahedra (and separately all down-pointing tetrahedra) form a hexagonal close-packed lattice shown in Fig. 15 , If only nearest-neighbor interactions are considered between atoms positioned on the sites of this lattice, then, by perturbation theory in $\Omega / V$ for a particular range of detunings, one gets ring exchange terms similar to the ones obtained in Sec. II A, and the system maps onto a dimer model. It is not known if this dimer model is in the QSL phase when the RK potential is zero and long range van der Waals interactions are included. Another open problem is to construct lattices where a dimer model can
be realized within the blockade regime without the RK potential.

Next, we note that, formally, a distinction between the confined and deconfined phases exists only in the thermodynamic limit. Experimentally, there are two finiteness effects that can be important. First, a realistic three dimensional Rydberg array will likely have a relatively small linear dimension. Some of the correlators presented in Sec. IV require asymptotic behavior in distance to distinguish different phases. Second, as found in Ref. 81 and mentioned in Sec. IIIC, a finite-time state preparation scheme would generically prepare puddles of spinliquid regions as opposed to an entire spin liquid. It is therefore necessary to quantitatively study how the behavior of the correlators is modified under these conditions.

We also note that, to translate field-theory observables into microscopic variables, we relied on the perturbative limit of small $\Omega / V$. However in the phase diagram that we found, the region where the spin liquid is a ground state does not satisfy $\Omega / V \ll 1$. Understanding how the field-theory operators (e.g. plaquette, monopole, and electric-field operators) get renormalized away from the perturbative limit is important both from fundamental and practical standpoints.

Our work is a proposal to prepare a gapless $U(1)$ spin liquid using unitary evolution. An interesting research direction would be to come up with schemes that also use projective measurements to expedite the state preparation along the lines of Refs. [44, 100. One can also explore how other exotic phases of matter such as fractons and $3+1$ D topological order can potentially be realized on a Rydberg simulator.
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## Appendix A: Gauge mean field theory

In this appendix, we first provide details of the gauge mean field theory calculation sketched in Sec. IIIB1, with a focus on capturing the Higgs transition. Then, we attempt to use the same technique in the small- $\Omega$ limit to obtain the confinement-deconfinement transition. We find that, in this limit, the technique is fraught with a serious limitation stemming from neglecting gauge fluctuations.

Starting from Eq. (44) of Sec. III B 1 and performing the mean-field decoupling, we get

$$
\begin{align*}
& \hat{H}_{\mathrm{MF}}=\hat{H}_{\Phi}+\hat{H}_{\mathrm{s}}+\hat{H}_{\mathrm{c}}, \text { where } \\
& \hat{H}_{\Phi}= \frac{V}{2} \sum_{\mathbf{r} \in A, B} \hat{Q}_{\mathbf{r}}^{2}-\frac{\Omega}{2} \sum_{(\mathbf{r} \in A), \mu}\left(\hat{\Phi}_{\mathbf{r}}^{\dagger} \hat{\Phi}_{\mathbf{r}+\mathbf{e}_{\mu}}\left\langle\hat{\mathrm{s}}_{\mathbf{r}, \mu}^{+}\right\rangle+\text {H.c. }\right) \\
& \hat{H}_{\mathrm{s}}=-\frac{\Omega}{2} \sum_{(\mathbf{r} \in A), \mu}\left(\left\langle\hat{\Phi}_{\mathbf{r}}^{\dagger} \hat{\Phi}_{\mathbf{r}+\mathbf{e}_{\mu}}\right\rangle \hat{\mathrm{s}}_{\mathbf{r}, \mu}^{+}+\text {H.c. }\right) \\
&+\sum_{(\mathbf{r} \in A), \mu} \hat{\mathbf{s}}_{\mathbf{r}, \mu}^{z} \sum_{\left(\mathbf{r}^{\prime} \in A\right), \nu}\left(V_{\mu \nu}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\left\langle\hat{\mathrm{s}}_{\mathbf{r}^{\prime}, \nu}^{z}\right\rangle\right) \\
& \hat{H}_{\mathrm{c}}= \frac{\Omega}{2} \sum_{(\mathbf{r} \in A), \mu}\left(\left\langle\hat{\Phi}_{\mathbf{r}}^{\dagger} \hat{\Phi}_{\mathbf{r}+\mathbf{e}_{\mu}}\right\rangle\left\langle\hat{\mathrm{s}}_{\mathbf{r}, \mu}^{+}\right\rangle+\text {H.c. }\right) \\
&-\frac{1}{2} \sum_{(\mathbf{r} \in A), \mu} \hat{\mathrm{s}}_{\mathbf{r}, \mu}^{z} \sum_{\left(\mathbf{r}^{\prime} \in A\right), \nu}\left(V_{\mu \nu}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\left\langle\hat{\mathrm{s}}_{\mathbf{r}^{\prime}, \nu}^{z}\right\rangle\right) . \tag{A1}
\end{align*}
$$

$\hat{H}_{\mathrm{c}}$ is a constant, and $V_{\mu \nu}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ was defined in Sec. III B 1 $\hat{H}_{\mathrm{s}}$ above is of the form $-\sum_{(\mathbf{r} \in A), \mu}\left(h_{\mathbf{r}, \mu}^{x} \hat{\hat{s}}_{\mathbf{r}, \mu}^{x}+h_{\mathbf{r}, \mu}^{z} \hat{\mathrm{~s}}_{\mathbf{r}, \mu}^{z}\right)$, where

$$
\begin{align*}
& h_{\mathbf{r}, \mu}^{x}=\Omega\left\langle\hat{\Phi}_{\mathbf{r}}^{\dagger} \hat{\Phi}_{\mathbf{r}+\mathbf{e}_{\mu}}\right\rangle \\
& h_{\mathbf{r}, \mu}^{z}=-\sum_{\left(\mathbf{r}^{\prime} \in A\right), \nu}\left(V_{\mu \nu}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\left\langle\hat{\mathbf{r}}_{\mathbf{r}^{\prime}, \nu}^{z}\right\rangle\right), \tag{A2}
\end{align*}
$$

and $\left\langle\hat{\Phi}_{\mathbf{r}}^{\dagger} \hat{\Phi}_{\mathbf{r}+\mathbf{e}_{\mu}}\right\rangle$ is calculated in the ground state of $\hat{H}_{\Phi}$, which in turn depends on $\left\langle\hat{\mathrm{s}}^{+}\right\rangle$. (We have implicitly assumed here that $\left\langle\hat{\Phi}_{\mathbf{r}}^{\dagger} \hat{\Phi}_{\mathbf{r}+\mathbf{e}_{\mu}}\right\rangle$ is real, which we will show can be assumed self-consistently.) This implies that, in the ground state,

$$
\begin{equation*}
\left\langle\hat{\mathbf{s}}_{\mathbf{r}, \mu}^{i}\right\rangle=\frac{h_{\mathbf{r}, \mu}^{i}}{2\left|\mathbf{h}_{\mathbf{r}, \mu}\right|} \text { for } i=x, z \tag{A3}
\end{equation*}
$$

Our goal is to self-consistently minimize the ground-state energy of the mean-field Hamiltonian subject to the constraints in Eqs. 42) and 43). We showed in Sec. III A 2 that the ordered ground state at $\Omega=0$ has momentum
$\mathbf{k}=\mathbf{0}$. Also, the TFP state in the large- $\Omega$ limit is a $\mathbf{k}=\mathbf{0}$ state. So we start with a mean-field ansatz with full translation symmetry (similar to Ref. [80):

$$
\begin{align*}
& \left\langle\mathrm{s}_{\mathbf{r}, \mu}^{+}\right\rangle=\frac{1}{2} \cos \theta \\
& \left\langle\mathrm{~s}_{\mathbf{r}, \mu}^{z}\right\rangle=\frac{1}{2} \varepsilon_{\mu} \sin \theta \tag{A4}
\end{align*}
$$

where $\varepsilon_{\mu}=1,1,-1,-1$ for $\mu=0,1,2,3$, respectively. To solve the matter sector, it is convenient to deal with the Lagrangian instead of the Hamiltonian. The imaginarytime Lagrangian for the matter sector is

$$
\begin{align*}
\mathcal{L} & =\frac{1}{2 V} \sum_{\mathbf{r} \in A, B}\left|\left(\partial_{\tau}-i v_{\mathbf{r}}\right) \Phi_{\mathbf{r}}\right|^{2} \\
& -\frac{\Omega \cos \theta}{4} \sum_{(\mathbf{r} \in A), \mu}\left(\Phi_{\mathbf{r}}^{*} \Phi_{\mathbf{r}+\mathbf{e}_{\mu}} e^{i a_{\mathbf{r}, \mu}}+\text { c.c. }\right) \\
& -i \sum_{\mathbf{r} \in A, B}\left[\eta_{\mathbf{r}} v_{\mathbf{r}}\left(\sum_{\mu} \mathrm{s}_{\mathbf{r}+\eta_{\mathbf{r}}}^{z} \mathbf{e}_{\mu} / 2\right)+\tilde{\lambda}_{\mathbf{r}}\left(\left|\Phi_{\mathbf{r}}\right|^{2}-1\right)\right], \tag{A5}
\end{align*}
$$

where the Lagrange multiplier $\tilde{\lambda}_{\mathbf{r}}$ (which gets integrated over) enforces the constraint $\left|\Phi_{\mathbf{r}}\right|^{2}=1$. The Lagrange multiplier $v_{\mathbf{r}}$ enforces the constraint (43). To zeroth order, we ignore the gauge fluctuation $a_{\mathbf{r}, \mu}$. The matter Lagrangian alone, despite being quadratic in the rotor variables, is nevertheless interacting because a quadratic term in rotor operators is nonlinear in terms of canonical bosons (in other words, it is a cosine term in the phase of the rotor.) In order to make progress, Ref. 80 assumes that, at the saddle point, $\tilde{\lambda}_{\mathbf{r}}$ takes on a spatially uniform and purely imaginary value $i \lambda$, and also implicitly assumes that $v_{\mathbf{r}}$ is 0 at the saddle point. Here, we will follow suit while acknowledging that these approximations are uncontrolled. Making these simplifications, we obtain

$$
\begin{align*}
\mathcal{L}= & \frac{1}{2 V} \sum_{\mathbf{r}}\left|\partial_{\tau} \Phi_{\mathbf{r}}\right|^{2}-\frac{\Omega \cos \theta}{4} \sum_{(\mathbf{r} \in A), \mu}\left(\Phi_{\mathbf{r}}^{*} \Phi_{\mathbf{r}+\mathbf{e}_{\mu}}+\text { c.c. }\right) \\
& +\lambda \sum_{\mathbf{r}}\left(\left|\Phi_{\mathbf{r}}\right|^{2}-1\right) \tag{A6}
\end{align*}
$$

The constraints now simplify to

$$
\begin{gather*}
\left\langle\Phi_{\mathbf{r}}^{\dagger} \Phi_{\mathbf{r}}\right\rangle=1,  \tag{A7}\\
h^{x}=\Omega\left\langle\Phi_{\mathbf{r}}^{\dagger} \Phi_{\mathbf{r}+\mathbf{e}_{\mu}}\right\rangle . \tag{A8}
\end{gather*}
$$

Now, we have a quadratic Lagrangian, which we solve by Fourier transformation. Our Fourier transformation convention is (for $\alpha \in\{A, B\}$ )

$$
\begin{equation*}
\Phi_{\mathbf{r}, \alpha}(\tau)=T \sum_{\omega_{n}} \sum_{\mathbf{k} \in B Z} \Phi_{\mathbf{k}, \alpha}\left(\omega_{n}\right) e^{i\left(\mathbf{k} \cdot \mathbf{r}-\omega_{n} \tau\right)} \tag{A9}
\end{equation*}
$$

where $T$ is the temperature, $\omega_{n}$ are Matsubara frequencies and we eventually take the limit $T \rightarrow 0$. Eq. A6. becomes

$$
\mathcal{L}=T \sum_{\mathbf{k}, \omega_{n}}\left(\begin{array}{l}
\Phi_{\mathbf{k}, A}^{*}\left(\omega_{n}\right) \tag{A10}
\end{array} \Phi_{\mathbf{k}, B}^{*}\left(\omega_{n}\right)\right) \mathcal{G}_{\mathbf{k}}^{-1}\left(\omega_{n}\right)\binom{\Phi_{\mathbf{k}, A}\left(\omega_{n}\right)}{\Phi_{\mathbf{k}, B}\left(\omega_{n}\right)}
$$

where

$$
\mathcal{G}_{\mathbf{k}}^{-1}\left(\omega_{n}\right)=\left(\begin{array}{cc}
\frac{\omega_{n}^{2}}{2 V}+\lambda & -\frac{\Omega \cos \theta}{4} f_{\mathbf{k}}  \tag{A11}\\
-\frac{\Omega \cos \theta}{4} f_{\mathbf{k}}^{*} & \frac{\omega_{n}^{2}}{2 V}+\lambda
\end{array}\right) .
$$

Here,

$$
\begin{equation*}
f_{\mathbf{k}}=1+e^{-i k_{1}}+e^{-i k_{2}}+e^{-i k_{3}} \tag{A12}
\end{equation*}
$$

where $\mathbf{k} \equiv k_{1} \mathbf{b}_{1}+k_{2} \mathbf{b}_{2}+k_{3} \mathbf{b}_{3}$, and $\mathbf{b}_{1}, \mathbf{b}_{2}$ and $\mathbf{b}_{3}$ are reciprocal lattice vectors of the FCC lattice satisfying $\mathbf{a}_{i} \cdot \mathbf{b}_{j}=\delta_{i j}$.

Upon inverting the above matrix, we find that the eigenvalues of $\mathcal{G}_{\mathbf{k}}\left(\omega_{n}\right)$ are $\frac{2 V}{\omega_{n}^{2}+\left(\omega_{\mathbf{k}}^{ \pm}(\lambda, \theta)\right)^{2}}$, where the dispersion of the two bosonic bands is

$$
\begin{equation*}
\omega_{\mathbf{k}}^{ \pm}(\lambda, \theta)=\sqrt{2 V\left(\lambda \pm \frac{\Omega \cos \theta}{4}\left|f_{\mathbf{k}}\right|\right)} \tag{A13}
\end{equation*}
$$

As long as the spinon dispersion is gapped, spinons will not condense. From the dispersion above, we see that the dispersion becomes gapless when $\lambda=\Omega \cos \theta$. However, as we will see below, for fixed $\theta$ and $\Omega, \lambda$ is determined by the constraint in Eq. A7). Therefore the condition $\lambda=\Omega \cos \theta$ is met for a specific $\Omega=\Omega_{H}^{\mathrm{MF}}$, which we will calculate below. Before that, will go through a few intermediate steps. First, the matrix form of $\mathcal{G}_{\mathbf{k}}\left(\omega_{n}\right)$ is (assuming $\Omega>0$ )

$$
\mathcal{G}_{\mathbf{k}}\left(\omega_{n}\right)=V\left(\begin{array}{cc}
\frac{1}{\omega_{n}^{2}+\left(\omega_{\mathbf{k}}^{+}\right)^{2}}+\frac{1}{\omega_{n}^{2}+\left(\omega_{\mathbf{k}}^{-}\right)^{2}} & g_{\mathbf{k}}\left(\frac{1}{\omega_{n}^{2}+\left(\omega_{\mathbf{k}}^{+}\right)^{2}}-\frac{1}{\omega_{n}^{2}+\left(\omega_{\mathbf{k}}^{-}\right)^{2}}\right)  \tag{A14}\\
g_{\mathbf{k}}^{*}\left(\frac{1}{\omega_{n}^{2}+\left(\omega_{\mathbf{k}}^{+}\right)^{2}}-\frac{1}{\omega_{n}^{2}+\left(\omega_{\mathbf{k}}^{-}\right)^{2}}\right) & \frac{1}{\omega_{n}^{2}+\left(\omega_{\mathbf{k}}^{+}\right)^{2}}+\frac{1}{\omega_{n}^{2}+\left(\omega_{\mathbf{k}}^{-}\right)^{2}}
\end{array}\right)
$$

where With the Green's function in hand, we are now ready

$$
g_{\mathbf{k}}= \begin{cases}-\frac{f_{\mathbf{k}}}{\left|f_{\mathbf{k}}\right|} & \text { when } 0 \leq \theta<\pi / 2  \tag{A15}\\ 0 & \text { when } \theta=\pi / 2\end{cases}
$$

to impose the constraints, Eq. A7) and Eq. A8). First, we calculate equal-time correlation functions of $\Phi$ (by performing the Matsubara sum on the Green's function). Using these, the constraints in Eq. A7) and Eq. A8) become, respectively,

$$
\begin{align*}
F_{1}(\lambda, \theta) & \equiv \frac{V}{2 N_{\text {u.c. }}} \sum_{\mathbf{k}}\left(\frac{1}{\left|\omega_{\mathbf{k}}^{+}\right|}+\frac{1}{\left|\omega_{\mathbf{k}}^{-}\right|}\right)=1, \quad(\mathrm{~A} 1  \tag{A16}\\
\Omega F_{2}(\lambda, \theta) & \equiv \Omega \frac{V}{2 N_{\text {u.c. }}} \sum_{\mathbf{k}} g_{\mathbf{k}}\left(\frac{1}{\left|\omega_{\mathbf{k}}^{-}\right|}-\frac{1}{\left|\omega_{\mathbf{k}}^{+}\right|}\right)=h^{x} . \tag{A17}
\end{align*}
$$

Next, by imposing Eq. A33 with the help of Eq. A2, we get

$$
\begin{equation*}
h^{z}=-\frac{\mathcal{B} \sin \theta}{2}, \text { where } \mathcal{B}=\frac{\sin \theta}{2} \sum_{\left(\mathbf{r}^{\prime} \in A\right), \nu} V_{0, \nu}\left(-\mathbf{r}^{\prime}\right) \varepsilon_{\nu} \tag{A18}
\end{equation*}
$$

For a given $\theta$, Eq. A16 determines $\lambda$. We see that there are three self-consistent solutions for $\theta$ :

$$
\theta=\left\{\begin{array}{l}
0,  \tag{A19}\\
\pi / 2, \\
\cos ^{-1}\left(\frac{2 \Omega F_{2}(\lambda, \theta)}{\mathcal{B}}\right) .
\end{array}\right.
$$

Within gMFT (gauge mean field theory), these three solutions correspond to a QSL, a "Coulomb ferromagnet" (spin liquid with nonzero ice ferromagnetic order parameter), and an ice ferromagnet, respectively 80]. For a fixed parameter $\Omega$, the true solution depends on which of the three solutions above has lower energy with respect to the mean-field Hamiltonian (A1). Suppose that, for large enough $\Omega$, one is in the QSL phase, i.e., $\theta=0$ and $\left\langle\hat{\Phi}_{\mathbf{r}}\right\rangle=0$. Now, the bosons will condense when their dispersion becomes gapless, i.e., $\lambda=\Omega$. Using constraint A16, we find that this transition point is $\Omega_{\mathrm{MF}}^{H} \approx 0.7 \mathrm{~V}$, as also found in Ref. 68]. For $\Omega>\Omega_{\mathrm{MF}}^{H}$, the ground state is in the TFP phase.

Having identified the Higgs transition point, we now attempt to identify the confinement-deconfinement transition for low $\Omega$, i.e., find $\Omega$ at which $\theta=0$ becomes the lowest-energy saddle-point. Using Eq. A1, we get the following expression for the mean-field energy:

$$
\begin{equation*}
E_{\mathrm{MF}}=K-N_{\text {u.c. }}\left(2 \Omega F_{2}(\lambda, \theta) \cos \theta+\frac{\mathcal{B}}{2} \sin ^{2} \theta\right) \tag{A20}
\end{equation*}
$$

where $K$ is the total kinetic energy of the bosons and can be calculated to be

$$
\begin{equation*}
K=\frac{1}{2} \sum_{\mathbf{k}}\left(\omega_{\mathbf{k}}^{+}+\omega_{\mathbf{k}}^{-}\right) \tag{A21}
\end{equation*}
$$

In Fig. 16, we plot the energy $E_{\mathrm{MF}}$ for $\theta=0$ (QSL) and $\theta=\pi / 2$ (ice ferromagnet), and find a transition at $\Omega \approx 0.13 \mathrm{~V}$. (The third solution for $\theta$ becomes the lowestenergy solution only in a minuscule window around $\Omega \approx$


Figure 16: The energy per unit cell (in units of $V$ ) of saddle points $\theta=0$ (QSL) and $\theta=\pi / 2$ (ice ferromagnet) given by Eq. A20 up to an overall additive constant that is the same for $\theta=0$ and $\theta=\pi / 2$. We also plot $-\frac{\Omega^{2}}{4 V^{2}}$ arising from trivial spin-flip pairs: this plot almost overlaps with the energy of the $\theta=0$ state.
0.13 V , so we ignore it.) However, we will now argue that this result is misleading.

In gMFT, the energy reduction in the QSL phase with respect to the ordered phase (ice ferromagnet) arises from the minimization of kinetic energy of the bosonic charges $\hat{\Phi}_{\mathbf{r}}$ that are allowed to hop. When $\theta=0$, the hopping coefficient is maximized, while, for $\theta=\pi / 2$, the hopping coefficient is 0 . However, microscopically, this hopping corresponds to a single spin-flip. A pair of spin-flips at the same site leads to a constant reduction of energy coming from second order perturbation theory, given by $-\Omega^{2} N_{\text {u.c. }} / V$. It is constant in the sense that this reduction is obtained for any state including the QSL and the ice ferromagnet. The mean-field calculation, however, unfairly assigns this reduction to the QSL but not to the ordered state. In fact, in Fig. 16, we have also plotted $-\Omega^{2} /(4 V)$ (the factor of $1 / 4$ can perhaps be attributed to using spin- $1 / 2$ and classical spins at the same time). As can be seen, this plot almost completely overlaps with the energy of the QSL calculated within gMFT. So it is clear that, within gMFT, the difference between the energies of the QSL and the confined phase is quadratic in $\Omega$ to leading order even though we know from perturbation theory that the leading order term should be proportional to $\Omega^{6}$. Hence, gMFT cannot be used in the vicinity of the confinement-deconfinement transition unless gaugefluctuations are properly taken into consideration.

## Appendix B: Corrections in the measurement protocol of the plaquette $X$ correlator

In the protocol described in Sec. IV A1, we equated the expectation value of $\prod_{i=1}^{12}\left(2 \hat{S}_{i}^{x}\right)$ with $X_{P} \hat{X}_{P^{\prime}}$ in the ground state (more generally, the state prepared in ex-
periment) assuming that the state is supported entirely on the ice manifold. Corrections arise because this is satisfied only approximately. However, we show in this appendix that these corrections are of sixth order in $\Omega / V$.

Let $\left|\Psi_{g}\right\rangle$ be the ground state of the system. This implies that $\left|\Psi_{0}\right\rangle=\hat{U}_{S}\left|\Psi_{g}\right\rangle$ is in the ice manifold, where $\hat{U}_{S}$ is the unitary operator that implements the SchriefferWolff transformation (see Sec. III A 1). First we show that the first order correction in $\Omega / V$ is zero in the limit $\Omega \ll V$.

The quantity measured in an experiment implementing the protocol of Sec. IV A 1, assuming that the experiment prepares the ground state, is

$$
\begin{aligned}
C_{X}^{\exp } & =\left\langle\Psi_{g}\right| e^{i \hat{H}_{\mathrm{Y}} t_{\mathrm{Y}}} \prod_{i=1}^{12}\left(2 \hat{S}_{i}^{z}\right) e^{-i \hat{H}_{\mathrm{Y}} t_{\mathrm{Y}}}\left|\Psi_{g}\right\rangle \\
& \approx\left\langle\Psi_{0}\right| \hat{U}_{S} \hat{A} \hat{U}_{S}^{\dagger}\left|\Psi_{0}\right\rangle
\end{aligned}
$$

where, $\hat{A}=\prod_{i=1}^{12} 2 \hat{S}_{i}^{x}$. Now,

$$
\begin{align*}
\hat{U}_{S} \hat{A} \hat{U}_{S}^{\dagger}= & \hat{A}+[\hat{S}, \hat{A}]+\frac{1}{2!}[\hat{S},[\hat{S}, \hat{A}]] \\
& +\frac{1}{3!}[\hat{S},[\hat{S},[\hat{S}, \hat{A}]]]+\cdots \tag{B1}
\end{align*}
$$

Since $\left|\Psi_{0}\right\rangle$ is in the ice manifold, the expectation value of the first term above is the required plaquette X correlator, $\left\langle\Psi_{0}\right| \hat{A}\left|\Psi_{0}\right\rangle=\left\langle\Psi_{0}\right| \hat{X}_{P} \hat{X}_{P^{\prime}}\left|\Psi_{0}\right\rangle$, as explained in Sec. IV A 1. The expectation value of the remaining terms is the error. $\hat{S}$ can be written as $\sum_{i=1}^{\infty} \hat{S}_{i}$ where $\hat{S}_{i}$ is of order $(\Omega / V)^{i}$. First, we will show that the first order error, $\mathcal{E}_{1}=\left\langle\Psi_{0}\right|\left[\hat{S}_{1}, \hat{A}\right]\left|\Psi_{0}\right\rangle$, is zero using the expressions for $\hat{S}$ up to first order in $\Omega / V$ from Appendix B of 40]:

$$
\begin{equation*}
\hat{S}_{1}=\hat{\mathcal{P}} \hat{H}_{\Omega} \hat{\mathcal{D}}-\hat{\mathcal{D}} \hat{H}_{\Omega} \hat{\mathcal{P}}, \text { where } \hat{\mathcal{D}}=-\frac{\hat{1}-\hat{\mathcal{P}}}{\hat{H}_{0}-E_{0}} \tag{B2}
\end{equation*}
$$

Here, $\hat{\mathcal{P}}$ is the projector into the ice manifold, $E_{0}$ is the energy of the ice manifold, and $\hat{H}_{0}$ and $\hat{H}_{\Omega}$ are given in Eq. (6). Plugging in the expression for $\hat{S}_{1}$ in $\mathcal{E}_{1}$ gives

$$
\begin{align*}
\mathcal{E}_{1} & =\left\langle\hat{\mathcal{P}} \hat{H}_{\Omega} \hat{\mathcal{D}} \hat{A}-\hat{A} \hat{\mathcal{P}} \hat{H}_{\Omega} \hat{\mathcal{D}}-\hat{\mathcal{D}} \hat{H}_{\Omega} \hat{\mathcal{P}} \hat{A}+\hat{A} \hat{\mathcal{D}} \hat{H}_{\Omega} \hat{\mathcal{P}}\right\rangle_{0} \\
& =\left\langle\Psi_{0}\right| \hat{H}_{\Omega} \hat{\mathcal{D}} \hat{A}\left|\Psi_{0}\right\rangle+\left\langle\Psi_{0}\right| \hat{A} \hat{\mathcal{D}} \hat{H}_{\Omega}\left|\Psi_{0}\right\rangle \tag{B3}
\end{align*}
$$

We have used $\hat{\mathcal{D}}\left|\Psi_{0}\right\rangle=0$ and $\hat{\mathcal{P}}\left|\Psi_{0}\right\rangle=\left|\Psi_{0}\right\rangle$ above, and the expectation values are taken in $\left|\Psi_{0}\right\rangle$. Since $\hat{A}$ flips the 12 spins on $P$ and $P^{\prime}$, while $\hat{H}_{\Omega}$ flips only one spin, it is not possible to go back to the ice manifold after applying $\hat{H}_{\Omega} \hat{\mathcal{D}} \hat{A}$ on $\left|\Psi_{0}\right\rangle$. Thus $\left\langle\hat{H}_{\Omega} \hat{\mathcal{D}} \hat{A}\right\rangle_{0}=0$, implying $\mathcal{E}_{1}=0$.

The corrections at order $i$ involves expectation value in $\left|\Psi_{0}\right\rangle$ of operators that consist of $i$ factors of $\hat{H}_{\Omega}$ and one factor of $\hat{A}$. For example, the second-order error is

$$
\begin{equation*}
\mathcal{E}_{2}=\left\langle\Psi_{0}\right|\left[\hat{S}_{2}, \hat{A}\right]+\frac{1}{2!}\left[\hat{S}_{1},\left[\hat{S}_{1}, \hat{A}\right]\right]\left|\Psi_{0}\right\rangle \tag{B4}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{S}_{2}= & \mathcal{P} \hat{H}_{\Omega} \hat{\mathcal{D}} \hat{H}_{\Omega} \hat{\mathcal{D}}-\hat{\mathcal{D}} \hat{H}_{\Omega} \hat{\mathcal{D}} \hat{H}_{\Omega} \hat{\mathcal{P}}-\hat{\mathcal{P}} \hat{H}_{\Omega} \hat{\mathcal{P}} \hat{H}_{\Omega} \hat{\mathcal{D}}^{2} \\
& +\hat{\mathcal{D}}^{2} \hat{H}_{\Omega} \hat{\mathcal{P}} \hat{H}_{\Omega} \hat{\mathcal{P}} . \tag{B5}
\end{align*}
$$

It can be seen that, at order $i=1,2,3,4$, and 5 , the error will be zero because $\hat{A}$ would flip 12 spins, while $i$ factors of $\hat{H}_{\Omega}$ would flip only $i$ spins. At sixth order, however, the error can be nonzero if $\left|\Psi_{0}\right\rangle$ has support on a configuration where one of the two plaquettes, say $P^{\prime}$, is flippable. In such a situation, $\hat{A}$ will map $P^{\prime}$ to the complementary flippable configuration and will also flip the spins on $P$. The six factors of $\hat{H}_{\Omega}$ can bring $P$ back to the original configuration, giving a state within the ice manifold which could have nonzero overlap with $\left|\Psi_{0}\right\rangle$.

In conclusion, we find that the experimentally measured correlator, $C_{X}^{\exp }$, is the same as the theoretically needed correlator, $\left\langle\Psi_{0}\right| \hat{X}_{P} \hat{X}_{P^{\prime}}\left|\Psi_{0}\right\rangle$, with corrections of order $(\Omega / V)^{6}$ :

$$
\begin{equation*}
C_{X}^{\exp }=\left\langle\Psi_{0}\right| \hat{X}_{P} \hat{X}_{P^{\prime}}\left|\Psi_{0}\right\rangle+\Theta\left((\Omega / V)^{6}\right) \tag{B6}
\end{equation*}
$$


[^0]:    ${ }^{1}$ We note that the confinement-deconfinement transition of $U(1)$ gauge theory in $3+1 \mathrm{D}$ is strictly speaking, a ground state transition 71, 85]. Therefore, in this paper, when we use the phrase confinement-deconfinement transition, we mean signatures of this transition in a finite-size state prepared in finite time.

[^1]:    ${ }^{2}$ In terms of the original pyrochlore lattice, the vertices of the dual diamond lattice are centers of the truncated tetrahedra [see Fig. 12 b)] which fill the voids between the tetrahedra.

