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#### Abstract

Simulating quantum systems is one of the most promising avenues to harness the computational power of quantum computers. However, hardware errors in noisy near-term devices remain a major obstacle for applications. Ideas based on the randomization of Suzuki-Trotter product formulas have been shown to be a powerful approach to reducing the errors of quantum simulation and lowering the gate count. In this paper, we study the performance of non-unitary simulation channels and consider the error structure of channels constructed from a weighted average of unitary circuits. We show that averaging over just a few simulation circuits can significantly reduce the Trotterization error for both single-step short-time and multi-step long-time simulations. We focus our analysis on two approaches for constructing circuit ensembles for averaging: (i) permuting the order of the terms in the Hamiltonian and (ii) applying a set of global symmetry transformations. We compare our analytical error bounds to empirical performance and show that empirical error reduction surpasses our analytical estimates in most cases. Finally, we test our method on an lonQ trapped-ion quantum computer accessed via the Amazon Braket cloud platform, and benchmark the performance of the averaging approach.


## I. INTRODUCTION

Near-term quantum computational devices possess the potential to simulate the dynamics of many-body quantum systems beyond the capability of classical computers][5 The two main approaches for simulating quantum dynamics are (i) analog Hamiltonian simulation and (ii) digital quantum simulation. In digital quantum simulation, the physical system is usually mapped to qubits, and quantum gates are used to approximate the desired dynamics. The most common class of algorithms are product formulas, including the Suzuki-Trotter formulas [2-9], which approximate the evolution unitary by splitting the Hamiltonian into a sum of non-commuting terms and evolving the quantum state with each term in a sequence of small time intervals. More advanced algorithms, such as truncated Taylor series [0], multiproduct formulas @1, 12], and methods based on quantum signal processinlb,[ 14], have also been developed in recent years. Nevertheless, product formulas remain popular, especially for near-term devices [15-22], due to their relative implementation simplicity.

Recently, a new class of quantum simulation algorithms based on randomization has been propose $2 B+30]$. In contrast to coherent algorithms that produce unitary quantum circuits, these randomized algorithms generally result in nonunitary simulation channels by randomly choosing a product formula in each time step. These non-unitary channels have better asymptotic scaling with certain Hamiltonian parameters than deterministic algorithms.

In this paper, we study the efficiency of non-unitary simulation channels in various non-asymptotic scenarios. Specifically, we consider non-unitary simulation channels (NUSCs) constructed from weighted averages of unitary simulation circuits (as shown in Fig. 1). We provide an estimate for the error structure of NUSCs and demonstrate how NUSCs can
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FIG. 1: An illustration of the weighted average over unitary simulations and the intuition for error reduction. We prepak\& unitary circuits $\mathrm{U}_{1}, \mathrm{U}_{2}, \ldots, \mathrm{U}, \mathrm{M}$ (each aiming to approximate the ideal evolution $V=e^{-i H t}$ ) and specify a set of weight coefficients $\left\{p_{1}, \ldots, p_{m}\right\}$ for each circuit (the figure shows the cas $\=2$ ). The initial quantum statep is evolved under the application ofindividual unitary circuits $U_{m}$. In order to obtain the final measurement result, a weighted average of the ffeasurement outputs is computed $\boxtimes O \otimes_{p}={ }_{m=1}^{M} \mathrm{P}_{\mathrm{m}} \operatorname{Tr} \mathrm{OU}+\mathrm{m} \mathrm{U}_{\mathrm{m}}$, where O is the observable of interest. The average of simulations reduces the simulation error due r-to a partial cancellation ofindividual error terms.
significantly reduce the simulation error in short-time and long-time simulations. Here, the NUSCs for long-time simulation are constructed by repeatedly using the same circuit block for each time step, which is different from previous randomized simulation approaches2ß-25, 31]. We consider a few methods for constructing contributing circuits and calculate the optimal distribution of weight coefficients of NUSCs in some cases. We demonstrate the performance of NUSCs for digital quantum simulation of physically relevant systems both numerically and experimentally on the lonQ Harmony device [32] via the Amazon Braket cloud platform B3].

The rest of the paper is organized as follows. In Section II, we introduce the general construction of NUSCs for
digital quantum simulation and express the error of NUSCs in terms of the errors of the contributing unitary simulation circuits. In Section III, we provide two constructions for NUSCs and evaluate their performance both analytically and numerically. Both constructions average over simulation circuits based on Suzuki-Trotter product formulas. In the first construction (Section III A), the different circuits are obtained by permuting the order of the Hamiltonian terms. In the second construction (Section III A), the different circuits are obtained by symmetry transformations. We derive analytical representations for and bounds on the error for each construction of NUSCs. We benchmark the technique by applying it to a nearest-neighbor XY spin chain and to a Heisenberg chain with power-law interactions. In Section IV, we benchmark the performance of NUSCs experimentally on an IonQ trappedion quantum computer. In Section V, we provide the summary and the outlook. In the Appendices, we provide details omitted from the main text.

## II. THE GENERAL FRAMEWORK

We consider an $n$-qubit state $\rho$ and the task of simulating on a quantum computer the evolution $\mathcal{V}(\rho)=V \rho V^{\dagger}$, where $V=e^{-i H t}$ describes the time evolution under Hamiltonian $H$ for some time $t$. A quantum simulation of the evolution $\mathcal{V}(\cdot)$ is a quantum channel $\mathcal{U}(\cdot)$ that approximates the target evolution for any quantum state or a particular quantum state $\rho$. Assume we have $M$ unitary simulation channels $\left\{\mathcal{U}_{1}, \ldots, \mathcal{U}_{M}\right\}$ with the corresponding unitaries $\left\{U_{1}, \ldots, U_{M}\right\}$. We consider averaging them according to a vector of $M$ non-negative weights $\left\{p_{1}, \ldots, p_{M}\right\}$ such that $\sum_{m=1}^{M} p_{m}=1$ (as shown in Fig. 1). Our aim is to compare how well the NUSC

$$
\begin{equation*}
\mathcal{U}(\rho)=\sum_{m=1}^{M} p_{m} \mathcal{U}_{m}(\rho)=\sum_{m=1}^{M} p_{m} U_{m} \rho U_{m}^{\dagger} \tag{1}
\end{equation*}
$$

approximates $\mathcal{V}(\rho)$ compared to each contributing simulation $\mathcal{U}_{m}(\rho)$. In the following, we will use the Frobenius norm $\|A\|_{F}=\operatorname{Tr}\left(A^{\dagger} A\right)$ for convenience in the analytical calculations. It is trivial to show that

$$
\begin{equation*}
\|\mathcal{U}(\rho)-\mathcal{V}(\rho)\|_{F} \leq \sum_{m} p_{m}\left\|\mathcal{U}_{m}(\rho)-\mathcal{V}(\rho)\right\|_{F} \tag{2}
\end{equation*}
$$

Therefore, the performance of $\mathcal{U}(\rho)$ cannot be worse than the (weighted) average performance of the contributing simulations. In particular, if $\left\|\mathcal{U}_{m}(\rho)-\mathcal{V}(\rho)\right\|_{F}=\epsilon$ for all $m$, the weighted average $\mathcal{U}(\rho)$ approximates the target state $\mathcal{V}(\rho)$ at least as well as each $\mathcal{U}_{m}$ does.

In practice, the performance of $\mathcal{U}$ can be much better than guaranteed by Eq. (2). To better reflect the typical performance of $\mathcal{U}(\rho)$, we consider the error of $\mathcal{U}$ averaged over Haar-random pure initial states [34] as the figure of merit (which we call the loss function):

$$
\begin{equation*}
L_{F} \equiv \int d \psi\|\mathcal{U}(|\psi\rangle\langle\psi|)-\mathcal{V}(|\psi\rangle\langle\psi|)\|_{F}^{2} \tag{3}
\end{equation*}
$$

We note that the choice of the Frobenius norm (as opposed to other metrics, e.g. the spectral norm) does not qualitatively change our conclusions, but the Frobenius norm enables exact analytical calculations of the integral above.

We consider a short evolution time $t$ such that $\|H\|_{F} t \ll 1$ and assume that $U_{m}$ and $V$ are functions of $t$ and are both infinitely differentiable. Under this assumption, we consider the Taylor expansion of the error of each $U_{m}$ in powers of $t$. Suppose the leading order error in each contributing simulation $U_{1}, \ldots, U_{M}$ is $O\left(t^{q}\right)$ for a positive integer $q$. We can then decompose each $U_{m}$ up to order $t^{2 q}$ as

$$
\begin{equation*}
U_{m}=V-i \sum_{s=q}^{2 q} E_{m}^{(s)} t^{s}+O\left(t^{2 q+1}\right) \tag{4}
\end{equation*}
$$

where $E_{m}^{(s)}=\frac{i}{s!} \frac{d^{s}}{d t^{s}}\left(U_{m}-V\right)$ is the coefficient matrix of the $s$ th-order error term in the Taylor expansion of $U_{m}$. The following result relates the error of the weighted average $\mathcal{U}$ to the error terms $E_{m}^{(s)}$ of the contributing simulations $\mathcal{U}_{m}$. We consider $\sqrt{L_{F}}$, rather than $L_{F}$ itself, in the following theorem so that the error appears at the same order $q$ as in contributing simulations $\mathcal{U}_{m}$.

Theorem 1. Given the expansions of $U_{m}$ in Eq. (4) and a set of weights $\left\{p_{1}, \ldots, p_{M}\right\}$ normalized to unity, the error of the weighted average $\mathcal{U}$ can be written as

$$
\begin{equation*}
\sqrt{L_{F}}=\sqrt{\frac{2}{d(d+1)}}\left(L_{0} t^{q}+L_{1} t^{q+1}\right)+O\left(t^{q+2}\right) \tag{5}
\end{equation*}
$$

where $d=2^{n}$ is the dimension of the Hilbert space and

$$
\begin{align*}
& L_{0}^{2}=d\left\|E_{q}\right\|_{F}^{2}-\left|\operatorname{Tr}\left(E_{q}^{\dagger} V\right)\right|^{2}  \tag{6}\\
& L_{1}^{2}=\frac{\left|d \operatorname{Tr}\left(E_{q+1}^{\dagger} E_{q}\right)-\operatorname{Tr}\left(E_{q+1}^{\dagger} V\right) \operatorname{Tr}\left(V^{\dagger} E_{q}\right)\right|}{L_{0}} \tag{7}
\end{align*}
$$

with the weighted $q$ th-order coefficient matrix defined as $E_{q} \equiv \sum_{m=1}^{M} p_{m} E_{m}^{(q)}$.

We provide detailed proof for the theorem in Appendix A. Although it is hard to obtain an analytical optimal probability that minimizes Eq. (5), the expressions for the leading ( $\propto t^{q}$ ) and the second leading $\left(\propto t^{q+1}\right)$ order error terms in Theorem 1 relate the error of the NUSC $\mathcal{U}(\cdot)$ to the errors of the contributing unitary simulations $\mathcal{U}_{m}$. In particular, Eq. (6) shows how a reduction in $E_{q}$, the weighted $q$ th-order error, reduces the error of the NUSC. Comparing the loss functions for each contributing simulation and for the NUSC given by Theorem 1, one can see that the simulation error of $\mathcal{U}$ can be suppressed by choosing a set of weights that result in smaller $E_{q}$ and $E_{q+1}$. For technical simplicity, we use the error reduction from $E_{m}^{(q)}$,s to $E_{q}$ (for the leading order $q$ ) as a benchmark for the error reduction by a NUSC compared to each contributing circuit. For example, suppose we have a Hamiltonian $H=A+B$ with two simulations $U_{1}=e^{-i A t} e^{-i B t}$ and $U_{2}=e^{-i B t} e^{-i A t}$, each having a nonzero second-order error. If one sets the weights to be $\left(p_{1}, p_{2}\right)=(0.5,0.5)$, the
second-order error term $E_{2}$ will vanish. Therefore, the average error of the NUSC is one order in $t$ better than the error of each contributing simulation. In general, however, for a small number $M$ of contributing simulations, matrices $E_{q}$ and $E_{q+1}$ cannot be reduced to zero by tuning the weight coefficients $p_{m}$ because the error matrices contain exponentially many (say, in the number of qubits being simulated) entries, while we only have $M-1$ tuning parameters. Nevertheless, as in the simple $H=A+B$ example above, we can expect a significant reduction of one or both these terms for carefully crafted weights and contributing simulations.

For long-time simulations with $\|H\|_{F} t \gg 1$, a standard approach in digital quantum simulation is to divide the evolution time into $N$ steps of duration $\Delta t$, such that $\|H\|_{F} \Delta t=$ $\|H\|_{F} t / N \ll 1$. One then applies the same product formula in each time step, yielding a unitary simulation circuit. We first consider the error structure of such an $N$-step simulation, which is denoted as $U(N, \Delta t)$. We also denote the exact evolution and product formula in each time step as $V(\Delta t)=e^{-i H \Delta t}$ and $U(\Delta t)$, respectively. The simulation error in each step is $E(\Delta t)=V(\Delta t)-U(\Delta t)$. We decompose the error $E(\Delta t)$ into two parts as

$$
\begin{equation*}
E(\Delta t)=[H, \eta(\Delta t)]+\xi(\Delta t) \tag{8}
\end{equation*}
$$

The first part $[H, \eta(\Delta t)]$ represents the error that does not commute with the Hamiltonian, while the second part $\xi(\Delta t)$ commutes with $H$, i.e., $[H, \xi(\Delta t)]=0$. The error for the $N$-step simulation $E(N, \Delta t)$ can be approximated to leading order as

$$
\begin{equation*}
E(N, \Delta t) \approx N \xi(\Delta t)+\frac{1}{\Delta t}\left[e^{-i H t} \eta(\Delta t) e^{i H t}-\eta(\Delta t)\right] \tag{9}
\end{equation*}
$$

In Appendix D, we provide the proof of Eq. (9) and more details on how to derive $\xi(\Delta t)$ and $\eta(\Delta t)$ from $H$ and $E(\Delta t)$. When the step size $\Delta t$ is fixed, the norm of the second term in Eq. (9) is bounded by a constant $O\left(\|\eta(\Delta t)\|_{F}\right)$ while the first term increases linearly with $N$. Therefore, the first term becomes the dominant error in the long-time (large- $N$ ) limit.

In order to study the general structure of the NUSC error in long-time simulation, we proceed by analogy with the setting for a short evolution time. We suppose that the leading-order term in $E_{m}(\Delta t)$ is $O\left(\Delta t^{q}\right)$ for an integer $q$. We can thus write the expansion of $E_{m}(\Delta t)$ similarly to Eq. (4) as $E_{m}(\Delta t)=$ $V(\Delta t)-U_{m}(\Delta t)=i E_{m}^{(q)} \Delta t^{q}+O\left(\Delta t^{q+1}\right)$. According to Eq. (8), we split the coefficient matrix $E_{m}^{(q)}$ into two terms as

$$
\begin{equation*}
E_{m}^{(q)}=\left[H, \eta_{m}^{(q)}\right]+\xi_{m}^{(q)} \tag{10}
\end{equation*}
$$

where $\left[H, \xi_{m}^{(q)}\right]=0$. We can decompose the $N$-step simulation $U_{m}(N, \Delta t)$ up to order $\Delta t^{q}$ and ignore the part that does not increase with $N$ :

$$
\begin{equation*}
U_{m}(N, \Delta t)=V-i N \xi_{m}^{(q)} \Delta t^{q}+O\left(N \Delta t^{q}\right) \tag{11}
\end{equation*}
$$

where $V=e^{-i H t}=e^{-i H N \Delta t}$. We then combine Eq. (11) with Theorem 1 and obtain the following error estimate:

$$
\begin{equation*}
\sqrt{L_{F}}=\sqrt{\frac{2}{d(d+1)}} N\left[L_{0}^{\mathrm{long}} \Delta t^{q}+O\left(\Delta t^{q+1}\right)\right] \tag{12}
\end{equation*}
$$

where $\left(L_{0}^{\text {long }}\right)^{2}=d\left\|\xi_{q}\right\|_{F}^{2}-\left|\operatorname{Tr}\left(\xi_{q}^{\dagger} V\right)\right|^{2}$ and $\xi_{q}=$ $\sum_{m=1}^{M} p_{m} \xi_{m}^{(q)}$. Eq. (12) shows how a reduction in $\xi_{q}$, the weighted $q$ th-order commuting error, reduces the simulation error of the NUSC. By carefully choosing weights $\left\{p_{1}, \ldots, p_{M}\right\}$, we can expect a significant reduction of $\xi_{q}$ compared to the contributing terms $\xi_{m}^{(q)}$, which results in a smaller simulation error for the NUSC.

## III. CONSTRUCTIONS OF NUSCS

In this section, we consider two constructions for each step in the contributing unitaries: by permuting the terms of the Hamiltonian [24] (Section III A) and by symmetry transformations [35] (Section III B).

## A. Permutation of Hamiltonian term ordering

We construct contributing simulations by using product formulas with different term orderings. We start with short-time simulations when $\|H\|_{F} t \ll 1$. To construct the contributing simulation unitaries for the weighted combination, we can exploit a single-step product formula. Suppose the Hamiltonian can be decomposed into $\Gamma$ experimentally realizable non-commuting terms as $H=\sum_{j=1}^{\Gamma} H_{j}$. Additionally, we also assume the Hamiltonian can be parametrized as a sum of Pauli string terms

$$
\begin{equation*}
H=\sum_{\boldsymbol{\sigma}} J_{\boldsymbol{\sigma}} \boldsymbol{\sigma} \tag{13}
\end{equation*}
$$

where $\boldsymbol{\sigma}=\sigma_{1} \otimes \cdots \otimes \sigma_{n}$ denotes Pauli strings on $n$ qubits and $\sigma_{i} \in\{I, X, Y, Z\}$ for all $1 \leq i \leq n$ denote Pauli matrices on site $i$. In the following, we also use $X_{i}, Y_{i}$, and $Z_{i}$ to denote Pauli $X, Y$, and $Z$ operators on site $i$. Multiple Pauli terms $J_{\sigma} \sigma$ are allowed to be included in a single $H_{j}$ Hamiltonian term.

We consider a digital quantum simulation that approximates the target evolution through a $k$ th-order Suzuki-Trotter product formula:

$$
\begin{align*}
& S_{1}(t)=\prod_{j=1}^{\Gamma} \exp \left(-i H_{j} t\right)  \tag{14}\\
& S_{2}(t)=\prod_{j=1}^{\Gamma} \exp \left(-i H_{j} \frac{t}{2}\right) \prod_{j=\Gamma}^{1} \exp \left(-i H_{j} \frac{t}{2}\right)  \tag{15}\\
& S_{k}(t)=S_{k-2}^{2}\left(u_{k} t\right) S_{k-2}\left(\left(1-4 u_{k}\right) t\right) S_{k-2}^{2}\left(u_{k} t\right) \tag{16}
\end{align*}
$$

where $u_{k}=\left(4-4^{1 /(k-1)}\right)^{-1}$. The $k$ th-order Suzuki-Trotter formula requires $O\left(5^{k / 2}\right)$ simulation blocks and provides a simulation approximation error $\epsilon_{k}=O\left(t^{k+1}\right)$. Obviously, one way to reduce the approximation error is to increase the order $k$ of the Suzuki-Trotter product formula. However, this comes with the cost of an exponential increase in the number of gates in the simulation circuit. In contrast, in our approach based on NUSCs, we keep the order $k$ of the product


FIG. 2: (a) Deviation of the empirical average from the actual loss function. We consider the short-time simulation of a nearest-neighbor XY spin chain in Eq. (21) at $t=0.3$. For the second-order $(k=2)$ Suzuki-Trotter formula, we use $U_{1}$ and $U_{2}$ given in Eqs. (17,18). For $k=4,6$, and 8 , we construct $U_{1}$ and $U_{2}$ using Eq. (16) with $(A, B)$ and $(B, A)$ orderings. We plot the deviation of $L_{F}$, quantified using the ratio between the root-mean-square deviation $\sqrt{\operatorname{var}\left(L_{F}\right)}$ and the averaged loss function $\overline{L_{F}}$ over 20 batches of samples, as a function of sample number $N$ in each batch at different $k$ 's and $p$ 's. (b) Error reduction by averaging two Suzuki-Trotter formulas with $(A, B)$ and $(B, A)$ orderings of Hamiltonian terms. We plot the error metric $L_{F} / L_{F 0}$ as a function of the weight coefficient $p$, where $L_{F 0}$ is the simulation error for Suzuki-Trotter formulas $U_{1}$ of $k$ th-order. The dashed vertical line shows the optimal weight $p$ obtained in Lemma 1 for second-order Suzuki-Trotter product formulas. The circles mark the minima of the curves and correspond to the optimal $p$ for each $k$. We see that these optimal $p$ 's depend very weakly on $k$.
formula (and hence the gate count) fixed. By building upon Suzuki-Trotter product formulas, various effective quantum simulation algorithms have been proposed [23, 24, 35] which improve the simulation error.

We focus on near-term applications of digital quantum simulation with Hamiltonians consisting of a few terms. In the following analysis, we consider simulating a Hamiltonian $H$ of the form in Eq. (13) that can be divided into two parts, i.e. $\Gamma=2$. We simulate the evolution under $H$ by averaging the second-order product formulas with different term orderings. Specifically, let $S$ be a subset of Pauli strings and let us decompose the Hamiltonian as a sum of two terms $H=$ $A+B$, such that $A=\sum_{\boldsymbol{\sigma} \in S} J_{\boldsymbol{\sigma}} \boldsymbol{\sigma}$ and $B=\sum_{\boldsymbol{\sigma} \in S^{c}} J_{\boldsymbol{\sigma}} \boldsymbol{\sigma}$, where $S^{c}$ is the complement of $S$.

We consider the simulation of $\exp (-i H t)$ using secondorder Suzuki-Trotter formulas (14) with two possible term orderings:

$$
\begin{align*}
& U_{1}(t)=\exp \left(-i A \frac{t}{2}\right) \exp (-i B t) \exp \left(-i A \frac{t}{2}\right),  \tag{17}\\
& U_{2}(t)=\exp \left(-i B \frac{t}{2}\right) \exp (-i A t) \exp \left(-i B \frac{t}{2}\right) . \tag{18}
\end{align*}
$$

In the limit $\|H\|_{F} t \ll 1$, Eqs. (17) and (18) both approximate $\exp (-i H t)$ up to the second order in $t$. When averaging these two formulas with weights $\{p, 1-p\}$, Theorem 1 relates the error of the resulting NUSC to the weighted third-order error $E_{3}$ defined after Eq. (7). The following lemma gives an expression for the norm of $E_{3}$.
Lemma 1. The norm of the weighted third-order error $E_{3}$ in averaging Eqs. (17) and (18) with weights $p$ and $1-p$,
respectively, is

$$
\begin{equation*}
\left\|E_{3}\right\|_{F}^{2}=C 2^{n}\left[(2-3 p)^{2} J_{A}^{2}+(1-3 p)^{2} J_{B}^{2}\right] \tag{19}
\end{equation*}
$$

where $C$ is a constant that may depend on $H$ but is independent of $p, J_{A}^{2}=\sum_{\boldsymbol{\sigma} \in S} J_{\boldsymbol{\sigma}}^{2}$, and $J_{B}^{2}=\sum_{\boldsymbol{\sigma} \in S^{c}} J_{\boldsymbol{\sigma}}^{2}$. In particular, the optimal $p$ that minimizes $\left\|E_{3}\right\|_{F}$ is

$$
\begin{equation*}
p_{\mathrm{opt}}=\frac{2 J_{A}^{2}+J_{B}^{2}}{3\left(J_{A}^{2}+J_{B}^{2}\right)} . \tag{20}
\end{equation*}
$$

The simulation error term $\left\|E_{3}\right\|_{F}^{2}$ of the NUSC is $C 2^{n} J_{A}^{2} J_{B}^{2} /\left(J_{A}^{2}+J_{B}^{2}\right)$ at $p_{\mathrm{opt}}$.

In Appendix B, we provide a proof of Lemma 1. The proof follows from the calculation of the third-order error terms in $U_{1}$ and $U_{2}$. We note that we can obtain analytic optimal weights using orthogonal bases other than the basis of Pauli strings. In the case where the Hamiltonian terms $A$ and $B$ are not orthogonal in the Pauli basis, the expression for the optimal weight (20) will be modified, although the analytical calculation is straightforward.

To benchmark the effectiveness of averaging product formulas, we apply this technique to a nearest-neighbor XY spin chain:

$$
\begin{equation*}
H=\underbrace{\sum_{i=1}^{n-1} X_{i} X_{i+1}+h \sum_{i=1}^{n} X_{i}}_{=A}+\underbrace{\sum_{i=1}^{n-1} Y_{i} Y_{i+1}}_{=B} \tag{21}
\end{equation*}
$$

where $h$ is the strength of the magnetic field along the $\hat{x}$ direction. In all numerical simulations that follow, we esti-
mate $L_{F}$ by calculating the averaged $L_{F}$ on $N=10^{3}$ Haarrandomly chosen quantum states. Here, the deviation of the empirical average from the actual Haar average is bounded by $\sim \mathcal{O}(1 / \sqrt{N})$ according to the Chebyshev inequality, where the coefficient in front of $1 / \sqrt{N}$ depends on the error (maximized over all possible initial states) between the target evolution and the simulation. Although this coefficient depends on the system size, the system size is small in the following, so we can ignore this dependence. We simulate $e^{-i H t}$ for $n=6$, $h=1$, and $t=0.3$ using an average of the two second-order product formulas given in Eqs. (17) and (18) with the corresponding probabilities $p$ and $1-p$. In Fig. 2(a), we plot the deviation of $L_{F}$ as a function of sample number $N$ in each batch at $k=2, k=6, p=0$, and $p=0.5$ to support the claim that the deviation is negligible compared to the actual loss for $N=10^{3}$ samples. In Fig. 2(b), we plot the reduction ratio of the error, quantified using the loss function in Eq. (3), as a function of $p$. The optimal average of $U_{1}$ and $U_{2}$ corresponds to about an order of magnitude reduction in the error. The vertical dashed line in Fig. 2(b) corresponds to the value of $p_{\text {opt }}=0.5625$ from Lemma 1. We note that $\left\|E_{3}\right\|_{F}$ given in Lemma 1 is only indirectly related to the error of the NUSC through Theorem 1. Additionally, higher-order terms also contribute to the error of the NUSC. Nevertheless, Fig. 2(b) shows an excellent agreement between the estimate from Lemma 1 and the true value of $p$ that minimizes the error of the NUSC.

For higher-order Suzuki-Trotter formulas, the leading error term becomes more complicated. Therefore, it is more difficult to obtain a version of Lemma 1 for a general $k$ thorder product formula. Nevertheless, we will now argue that, for a non-degenerate (i.e. having all eigenenergies distinct) Hamiltonian with $\Gamma=2$, the reduction of the error term in the NUSC averaging $k \geq 2$ th-order Suzuki-Trotter formulas become more prominent as $k$ grows.

To prove the above claim, we derive a recursive formula that approximately relates the error of the $k$ th-order SuzukiTrotter formula to the $(k-2)$ th-order one. This recursive formula will allow us to estimate the error term $E_{k+1}$ for an arbitrary order $k$ of the Suzuki-Trotter formula. For a $k$ thorder Suzuki-Trotter formula $S_{k}$ (for either ordering of $A$ and $B$ ), we denote $E_{S_{k}}(t)=V(t)-S_{k}(t)$ as the simulation error. In the limit of short evolution time and large $k$, we have the following relationship between $E_{S_{k}}(t)$ and $E_{S_{k-2}}(t)$ (see Appendix C for the proof):

$$
\begin{align*}
E_{S_{k}}(t)= & {\left[e^{i H u_{k} t},\left[e^{i H\left(1-2 u_{k}\right) t}, E_{S_{k-2}}\left(u_{k} t\right)\right]\right] } \\
& +O\left(\left(u_{k}-1 / 3\right) t^{k+1}\right) \tag{22}
\end{align*}
$$

where $u_{k}=\left(4-4^{1 /(k-1)}\right)^{-1}$. Keeping only the linear part in the Taylor-series expansion of the exponentials, we get

$$
\begin{align*}
E_{S_{k}}(t) & \approx\left(1-2 u_{k}\right) u_{k} t^{2}\left[H,\left[H, E_{S_{k-2}}\left(u_{k} t\right)\right]\right] \\
& \approx\left(1-2 u_{k}\right) u_{k}^{k} t^{2}\left[H,\left[H, E_{S_{q-2}}(t)\right]\right] . \tag{23}
\end{align*}
$$

In the following, we consider combining $M k$ th-order Suzuki-Trotter formulas. To distinguish between different
formulas, we denote by $E_{m}^{(k+1)}$ the $(k+1)$ th-order error of the $m$ th $k$ th-order Suzuki-Trotter formula, i.e. the $(k+$ 1)th-order term of $E_{S_{k}}$ for the $m$ th $S_{k}$. Since $E_{k+1}=$ $\sum_{m=1}^{M} p_{m} E_{m}^{(k+1)}$, which is defined in Sec. II as the coefficient matrix for the averaged $(k+1)$ th order error, is a linear combination of $E_{m}^{(k+1)}$, we can use Eq. (23) to approximate $E_{k+1}$ using the Hamiltonian and $E_{k-2}$ or lower-order $E_{k^{\prime}}$ $\left(k^{\prime}<k-2\right)$ for the same set of weights $\left\{p_{1}, \ldots, p_{M}\right\}$. An important application is that we can use Eq. (23) repeatedly to approximate $E_{k+1}(t)$ with $E_{3}(t)$ or $E_{5}(t)$ of the secondorder or the 4th-order Trotterization, which have analytical representations [36]. Specifically, we can combine Eq. (23) and the error decomposition in Eq. (8). Only the first term in Eq. (8) for $E_{k-2}$ will remain in $E_{k}$. Specifically, for a nondegenerate Hamiltonian (i.e. Hamiltonian whose eigenvalues are all distinct) with $\Gamma=2$, we have the following lemma regarding the error reduction when we average two higher-order Suzuki-Trotter formulas.

Lemma 2. For a non-degenerate Hamiltonian $H=A+B$, consider averaging two $k$ th-order Suzuki-Trotter formulas [defined in Eq. (16)] in the small- $t$ limit $\left[\|H\|_{F} t \ll 1\right.$ ] corresponding to the two orderings of $A$ and $B$, with weights $p$ and $1-p$, respectively. Then
(i) The error reduction ratio $R_{k}=\left\|E_{k+1}\right\| /\left\|E_{S_{k}}\right\|$ for $k=$ 4 is larger than for $k=2$. Here $\left\|E_{S_{k}}\right\|$ refers to an error for a fixed choice of the ordering of Hamiltonian terms in the Suzuki-Trotter formula.
(ii) The optimal weight for averaging two $k$ th-order formulas in the limit $k \rightarrow \infty$ approaches a fixed value $p_{\text {opt }} \rightarrow p_{\mathrm{opt}}^{*}$.

We leave the detailed proof to Appendix D, where we use Eq. (23) and the error decomposition in Eq. (8) to derive the coefficient matrix of the leading error term for combining two $k$ th-order Suzuki-Trotter formulas with different orderings of $A$ and $B$. In the limit of large $k$, we further provide the conditions for completely eliminating the leading-order error. As a numerical illustration, we further compare the performance improvement of the combination of two $k$ th-order SuzukiTrotter formulas $S_{k}(t)$ for $k=2,4,6,8$ in Fig. 2. We first observe that the optimal weights $p_{\text {opt }}$ remain nearly the same for $k=2$ and $k=4$. (They are not exactly the same because Lemma 2 guarantees equality of optimal weights only at infinite $k$ and because we empirically optimize for the loss function $L$ instead of the error term in the Lemma.) As the order increases, the improvement of the weighted average also increases. For two 8-th order Suzuki-Trotter formulas, we find that NUSCs reduce the error metric $L_{F}$ by four orders of magnitude. These observations are consistent with the analytical results given by Lemma 2.

For a general Hamiltonian $H=\sum_{\gamma=1}^{\Gamma} H_{\gamma}$ with $\Gamma \geq 3$, the error term $E_{m}^{(3)}$ depends heavily on the structure of $H$ and of each term $H_{\gamma}$. However, we can still expect an error reduction by averaging over different product formulas constructed by permuting the order of the terms $H_{\gamma}$. For example, consider the simplest case of the second-order product formula, $k=2$. The lowest-order simulation error for a second-order Suzuki-


FIG. 3: Long-time simulations of the power-law Heisenberg model in Eq. (25) using a combination of six Suzuki-Trotter formulas corresponding to all possible permutations of the Hamiltonian terms $H_{X}, H_{Y}, H_{Z}$. (a) We plot the ratio of the figure of merit $L_{F}$ and the error $L_{F 0}$ of the contributing product formulas as a function of the power-law exponent $\alpha$ for the number of Trotter steps $N=2 \times 10^{4}$ and the evolution time $t=100$ for different system sizes $n=4,8$. (b) In the 6 -qubit Heisenberg model (i.e. $n=6$ ) with uniform all-to-all interactions $(\alpha=0)$, we employ 2nd-, 4th-, and 6th-order Suzuki-Trotter decompositions for each step with fixed step sizes $0.005,0.1$, and 0.33 , respectively. We plot the loss function $L_{F}$ for the averaged channel (the dotted lines) and the loss function for a single contributing formula (the solid lines) as a function of step number $N$. Since we fix the simulation time to be $t=100$ but choose different step sizes for different $q$, we get different maximal values of $N$ for different $q$. (c) The same as (b), but for $\alpha=1$.

Trotter formula can be represented as [36]

$$
\begin{equation*}
\frac{t^{3}}{24} \sum_{\substack{\gamma_{1}=1 \\ \gamma_{2}, \gamma_{3}=\gamma_{1}+1}}^{\Gamma}\left[H_{\gamma_{1}}+2 H_{\gamma_{2}},\left[H_{\gamma_{3}}, H_{\gamma_{1}}\right]\right]+O\left(t^{4}\right) \tag{24}
\end{equation*}
$$

Notice that there are at most $O\left(\Gamma^{3}\right)$ terms in Eq. (24), and the Frobenius norm for each commutator is bounded by $\left\|\left[H_{\gamma_{1}},\left[H_{\gamma_{2}}, H_{\gamma_{3}}\right]\right]\right\|_{F} \leq 4\left\|H_{\gamma_{1}}\right\|_{F}\left\|H_{\gamma_{2}}\right\|_{F}\left\|H_{\gamma_{3}}\right\|_{F}$. Therefore, the simulation error for a single second-order Suzuki-Trotter formula is bounded above by $\left\|E_{S_{2}}\right\|_{F} \leq$ $O\left(\left(t \Gamma \max _{\gamma=1, \ldots, \Gamma}\left\|H_{\gamma}\right\|_{F}\right)^{3}\right)$. Consider now averaging over all $\Gamma$ ! second-order Suzuki-Trotter formulas corresponding to all possible orderings of $H_{1}, \ldots, H_{\Gamma}$ with equal weights. The simulation error is now a linear combination of terms as in Eq. (24) corresponding to all $\Gamma$ ! possible permutations of $H_{\gamma}$. We can observe that all commutators of the form $\left[H_{\gamma_{1}},\left[H_{\gamma_{2}}, H_{\gamma_{3}}\right]\right]$, with $\gamma_{1} \neq \gamma_{2} \neq \gamma_{3}$, will cancel each other. As a result, only at most $O\left(\Gamma^{2}\right)$ terms will remain, and the asymptotic simulation error will be bounded by $O\left(\left(t \max _{\gamma=1, \ldots, \Gamma}\left\|H_{\gamma}\right\|_{F}\right)^{3} \Gamma^{2}\right)$, which is smaller compared to the contributing Trotterizations by a factor of $\Gamma$. The weighted average may also bring a further considerable reduction in the simulation error if we further optimize the weights or increase the order of the formulas. Note that, for a large number of terms $\Gamma$, there are exponentially many possible orderings of $H_{\gamma}$. We can therefore exploit random sampling techniques. In Appendix F, using matrix concentration theorems [25, 37-40] and the spectral norm for technical simplicity, we prove that, with high probability, the statistical error from sampling only $T$ orderings of Hamiltonian terms is below $\Theta\left(\Delta t^{q} N^{1 / 2} / T\right)$, where $q$ is the leading-order term for the simulation error of each product formula. This result shows that the weighted average implemented by random sampling can efficiently converge to the expectation regardless of $\Gamma$.

We now consider long-time simulations and numerically illustrate the effectiveness of averaging unitary circuits on the example of the one-dimensional Heisenberg model with
power-law interactions:

$$
\begin{align*}
H & =H_{X}+H_{Y}+H_{Z} \\
& =\sum_{j=1}^{n-1} \sum_{i=j+1}^{n} \frac{1}{|i-j|^{\alpha}}\left(X_{i} X_{j}+Y_{i} Y_{j}+Z_{i} Z_{j}\right) . \tag{25}
\end{align*}
$$

Here $H_{X, Y, Z}$ are the Hamiltonian terms containing the products of Pauli matrices $X_{i} X_{j}, Y_{i} Y_{j}$, and $Z_{i} Z_{j}$, respectively. The power-law exponent $\alpha$ describes how fast the interaction decays with the distance between the spins. We consider the simulation of $\exp (-i H t)$ for $0 \leq t \leq 100$. As mentioned in Sec. II, we choose one ordering and repeatedly use the SuzukiTrotter formula of this ordering in each time step. We then average over different orderings with the corresponding weights. We derived the analytical value for the optimal mixing probability $p_{\text {opt }}$ in NUSCs only in the case when Hamiltonians consist of two non-commuting terms $H=A+B$ [Eq. (20)]. In a more general case, when the number of non-commuting terms is $\geq 3$, the analytical calculation becomes tedious, since it relies on the general expression for the third-order Trotter error. In order to compute the optimal vector of weight coefficients numerically, we discretize the interval of values of the weight coefficients $p_{m} \in[0,1]$ into 10 bins , so that there are 11 possible values $p_{m} \in\{0,0.1,0.2, \ldots, 1\}$. Next, we perform a grid search on a discrete lattice of $11^{M}$ points, where $M$ is the number of contributing circuits for averaging. In the Heisenberg model example we are considering, we have $M=6$ corresponding to the number of permutations of three Hamiltonian terms $H_{X}, H_{Y}$, and $H_{Z}$. In Fig. 3(a), we observe that, for strongly long-range models with $\alpha \leq 1$, the weighted average method reduces the error by an order of magnitude. Even for $\alpha \gtrsim 2$, averaging unitary circuits can still result in a significant $40 \%$ reduction in the loss. In Fig. 3(b,c), we focus on the 6 -qubit power-law Hamiltonian with $\alpha=0$ and $\alpha=1$. We increase the number of steps and observe that NUSCs reduce $L_{F}$ by an order of magnitude in both shorttime and long-time simulations. In Fig. 3(c), we observe that
the ratio of loss functions (i.e. error reduction) is different in short-time simulation and long-time simulation. This is because the reduction ratio is different for $E_{q}$ and $\xi_{q}$ in Eq. (8). It is also interesting that, in the case of all-to-all interactions ( $\alpha=0$ ), the loss function $L_{F}$ grows strictly linearly with the number of Trotter steps $N$, see Fig. 3(b). We provide an analytical explanation of this behavior in Appendix D.

The approach for averaging over product formulas with different Hamiltonian term ordering to reduce the simulation error can be used not only in the context of simulation on quantum hardware but also in classical simulation methods such as the time-evolving block-decimation (TEBD) algorithm. In particular, in Appendix E, we apply the averaging technique to the infinite time-evolving block-decimation algorithm [41] to compute the ground state and the corresponding energy of a spin chain. We provide numerical evidence that averaging unitary simulations can improve the convergence rate of the classical algorithm. We believe this method could also be used to improve a wide range of other classical computational methods for real-time and imaginary-time simulation of quantum many-body systems.

## B. Symmetry transformations

In this section, we consider the construction of the contributing product formulas (in each step) using symmetry transformations. For that, we assume that the Hamiltonian is invariant under a set of unitary transformations from a group $S$, i.e. $[C, H]=0$, for all $C \in S$.

For the short-time evolution $V(\Delta t)=e^{-i H \Delta t}$ such that $\|H\|_{F} \Delta t \ll 1$, assume that we have a simulation $U_{1}(\Delta t)=$ $V(\Delta t)-i \sum_{s=q}^{2 q} E_{1}^{(s)} \Delta t^{s}+O\left(\Delta t^{2 q+1}\right)$ with leading order error $O\left(t^{q}\right)$, where $E_{1}^{(s)}$ are the $s$ th-order error operators, as defined in Sec. II. We construct $M$ contributing product formulas by choosing a finite set of unitaries (possibly including the identity operator) $C_{0}, \ldots, C_{M-1} \in S$ and applying them to the simulation $U_{1}: U_{m}=C_{m}^{\dagger} U_{1} C_{m}$. Since $\left[C_{m}, V\right]=0$, we can rewrite the weighted combinatorial $q$ th-order error operator $E_{q}$ of the average channel as

$$
\begin{equation*}
E_{q}^{\text {sym }}=\sum_{m=0}^{M-1} p_{m} C_{m}^{\dagger} E_{1}^{(q)} C_{m} \tag{26}
\end{equation*}
$$

The representation in Eq. (26) is a weighted average of the error over $M$ simulations each having error $C_{m}^{\dagger} E_{1}^{(q)} C_{m}$ and weight $p_{m}$. We can explain the reduction of error in Eq. (26) by imagining $E_{1}^{(q)}$ as a vector and $C_{m}^{\dagger} E_{1}^{(q)} C_{m}$ as a rotation of the original vector. Unlike in Sec. III A, each contributing simulation is now guaranteed to have the errors of the same norm: $\left\|C_{m}^{\dagger} E_{1}^{(q)} C_{m}\right\|_{F}=\left\|E_{1}^{(q)}\right\|_{F}$. By combining different simulations, we get a weighted combination of vectors that have different orientations. The length for the resulting vector cannot be longer and is usually smaller compared to the original simulations due to the triangle inequality.

If we have no information about the error structure, we can choose symmetry transformations $C_{m}$ randomly from the
group $S$. In the original paper on symmetry protection [35], a symmetry transformation is added in each time step, and each time step has the same duration. Compared with that construction, the NUSCs considered here have an additional degree of freedom: we can adjust the weights $\left\{p_{m}\right\}$. Furthermore, in our averaging approach, we use the same symmetry transformation in each time step, so the symmetry transformation $C_{m}$ in each step will cancel with the $C_{m}^{\dagger}$ in the next step, leaving symmetry transformations only at the beginning and at the end of the circuit. Therefore, we no longer need to apply symmetry transformations in each time step, thus potentially reducing the total gate count.

To illustrate error reduction using simulations constructed with symmetry transformations, we carry out numerical simulations on the one-dimensional long-range Heisenberg model in Eq. (25). The Hamiltonian is invariant under global rotations $S=\left\{\bigotimes_{i=1}^{n} R_{i}(\theta, \phi): R_{i} \in S U(2)\right\}$ with $R_{i}$ denoting an arbitrary single-qubit rotation $R$ on the $i$-th spin (the same rotation $R$ is applied on each spin). Specifically, we choose $R$ Haar-randomly. Similar to the symmetry protection approach [35], we expect an $O\left(M^{-\frac{1}{2}}\right)$ decrease in the simulation error non-commutative with any symmetry $C \in S$ except identity if we assume equal weights $p_{m}$ and randomly picked symmetries $C_{m}$. This result can be understood by viewing the rotations $R$ as a random walk in the vector space of operators [35].

As shown above, randomly chosen symmetry transformations applied to the entire evolution operator can reduce the simulation error. We can obtain greater improvement if we know the structure of the simulation error. Here, we consider a special case: $C_{m}=\left(C_{1}\right)^{m}$ for a fixed unitary operator $C_{1}$ and $m=0, \ldots, M-1$. We further assume that $C_{1}=\exp (-i O \Delta)$ is generated by a Hermitian operator $O$ such that $\|O\| \Delta \ll 1$ and at least one eigenvalue of $O \Delta$ is an irrational multiple of $\pi$. In this case, we can obtain a provable $O\left(\frac{1}{M}\right)$ reduction of the part of the error that does not commute with $C_{1}$. Given an arbitrary simulation error $E$, we employ a technique similar to Eq. (8) and decompose the error as $E=\left[O, \eta_{C}\right]+\xi_{C}$, where $\left[O, \eta_{C}\right]\left(\xi_{C}\right)$ is the part of the error that does not commute (commutes) with $O$. The derivation of $\xi_{C}$ and $\eta_{C}$ is the same as the derivation of $\xi$ and $\eta$, except one needs to replace $H$ with the operator $O$. We then have

$$
\begin{equation*}
E_{q}^{\mathrm{sym}} \approx \xi_{C}+\frac{1}{M \Delta t}\left(e^{i M \Delta t O} \eta_{C} e^{-i M \Delta t O}-\eta_{C}\right) \tag{27}
\end{equation*}
$$

Here, we assume that $M$ is a large number. The derivation of Eq. (27) follows the same pattern as the derivation of Eq. (9). Therefore, by increasing $M$, we can suppress the part of the error that does not commute with $O$. In Appendix G, we provide the proof of Eq. (27) and benchmark the error reduction achieved with this scheme.

We remark that there are advantages and disadvantages for the two methods. When the number of Hamiltonian terms $\Gamma$ is small, the averaging over term permutations involves only a relatively small number of contributing formulas $M=\Gamma$ ! and provides an asymptotic error reduction, whereas averaging over symmetry group $S$ would have $1 / M$ convergence rate to the same asymptotic error value as $M \rightarrow \infty$. In the op-


FIG. 4: Simulating the power-law Heisenberg model [Eq. (25)] by averaging unitary circuits using symmetry transformations. Given a formula $U_{1}$, we construct other formulas in the average by applying symmetry transformations $R(\theta, \phi): U_{1} \rightarrow R^{\dagger}(\theta, \phi) U_{1} R(\theta, \phi)$. (a) Reduction of the quantum simulation error in the second-order Suzuki-Trotter formula by averaging two unitary circuits constructed from repeatedly using product formulas $\left\{U_{1}, \tilde{U}_{1}\right\}$ in each step, where $\tilde{U}_{1}=C^{H \dagger} U_{1} C^{H}$ and $C^{H}$ is the Hadamard gate applied to all spins, as a function of the weighting coefficient $p$. The Trotterized evolution consists of $N=5 \times 10^{4}$ time steps with a fixed step size $\Delta t=2 \times 10^{-3}$, corresponding to a total simulation time $t=100$. (b) Same as in (a), but we fix $p=0.5$ and vary the number $N$ of Trotter steps. (c) We implement $M=10$ different Haar-random symmetry transformations on the second-order Suzuki-Trotter formula $U_{1}$ for $t=100$ and increase system sizes $3 \leq n \leq 11$. We plot the simulation error reduction as a function of system size $n$ for different power-law exponents $\alpha=0,1,2,4$. The solid lines show linear fits on a log-linear plot. The error bar here indicates the standard deviation due to randomly sampled symmetry transformations.
posite limit, when the number of Hamiltonian terms is large and the number of possible term permutations grows exponentially, the averaging over the full permutation group of Hamiltonian terms becomes prohibitive. In such a case, there are two options: (a) perform averaging over a finite number of symmetry transformations $S$, or (b) use the sampling approach to generate a finite subset of random permutations of the Hamiltonian terms, as described in Eq. (24). Depending on the concrete experimental setting, it might be more convenient to use either method (a) or (b) for Hamiltonians with a large number of terms.

In Fig. 4(a,b), we demonstrate the effect of symmetry-based NUSCs for the simulation of the power-law Heisenberg spin chain in Eq. (25). We consider $n=6$ qubits with open boundary conditions and apply a single symmetry transformation, resulting in $M=2$ contributing unitaries. We choose $R_{i}$ to be $\pi / 2$ rotations around the $x$-axis corresponding to the Hadamard gate, which is equivalent to the substitution $X \leftrightarrow Z$ and $Y \leftrightarrow-Y$. Therefore, applying this symmetry transformation to the evolution in this model is equivalent to implementing a product formula with different orderings of the three parts of the Hamiltonian. The symmetry operator can be written as $C^{H}=\left(R^{H}\right)^{\otimes n}$, where $R^{H}$ denotes a singlequbit Hadamard gate. In Fig. 4(a), we observe a $30 \%$ to $45 \%$ reduction in the average error for different power-law exponents $\alpha$ by using equal weights for the two contributing unitaries. In Fig. 4(b), we fix the step size and increase the total simulation time. For different power-law exponents $\alpha$, we observe $40 \%$ to $65 \%$ reduction in $L_{F}$ in short-time simulations and $30 \%$ to $50 \%$ reduction in long-time simulations. Similar to the previous section, we also observe a step-like increase in the error reduction ratio as the number of steps $N$ grows from $N=100$ to 1000 , reflecting the dominance of one of the two terms in Eq. (8). In Fig. 4(c), we choose $M=10$ symmetry transformations randomly from the $S U(2)$ symmetry group.

Our method works well for the power-law exponents in the range $0 \leq \alpha \leq 1$ and results in simulation error reduction for different system sizes.

An important question concerning the practical implementation of our approach is whether the error reduction persists for larger systems without changing the choice of weights. In general, it is hard to derive an analytical bound with favorable dependence on system size $n$ for the NUSC error (the loss function) in Eq. (3). This is because we use the Frobenius norm in order to analytically compute the Haar integral. As the Frobenius norm for spin models can increase exponentially with $n$, it might be hard to get a useful bound in the limit of large $n$. However, we remark that the scaling of error with $n$ will not increase exponentially if we consider the spectral norm in Eq. (3) instead of the Frobenius norm. While the spectral norm is a common choice in most analytical results on digital quantum simulation, we cannot compute Eq. (3) using the spectral norm. We would like to note that, as $n$ increases, the slope for the system-size scaling for the power-law exponents $\alpha=1$ and $\alpha=2$ is small in Fig. 4. For power-law models, we can thus expect that the error reduction due to mixing product formulas persists up to system sizes $n \sim 100$, where any classical simulation becomes computationally hard.

## IV. EXPERIMENTAL BENCHMARKS ON THE IONQ QUANTUM PROCESSOR

In the previous sections, we presented both analytical results and numerical benchmarks for averaging product formulas. To provide further benchmarks of NUSCs, we carry out experiments on IonQ's 11-qubit trapped-ion quantum computer [32] via the Amazon Braket cloud platform [33]. The IonQ Harmony device features all-to-all connectivity with average single-qubit and two-qubit gate fidelity of $99.5 \%$ and $97.5 \%$, respectively.
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FIG. 5: Experimental error suppression using a linear combination of product formulas to simulate time evolution under the Hamiltonian in Eq. (28). We plot the total variation distance between the measured probability distribution of bitstrings and the ideal distribution obtained by solving the Schrödinger equation: Total Variation Distance $=\frac{1}{2} \sum_{u=1}^{2^{n}}\left|p_{u}^{(\text {meas })}-p_{u}^{(\text {Schrod })}\right|$, where $p_{u}^{(\text {Schrod })}=\left|\psi_{u}\right|^{2}$ is the squared amplitude of the wavefunction for the computational basis state $u$. For each set of simulation parameters $(\mu, \lambda, t)$, we show two groups of histograms: (left) the ideal numerical simulator and (right) the IonQ Harmony device. To distinguish these two groups, the simulations on the numerical simulator are depicted using lighter colors, while the experiments on the IonQ quantum processor are depicted using darker colors. Within each histogram group, we compare the performance of individual first-order product formulas, $e^{-i A t} e^{-i B t}$ (blue) and $e^{-i B t} e^{-i A t}$ (green), and their weighted linear combination with equal weights $\vec{p}=\{0.5,0.5\}$ (red). All simulations on the IonQ device were performed for an $n=5$ qubit subsystem, and the number of measurement shots was set to $N_{\text {shot }}=10^{4}$.

We consider a Hamiltonian for the Ising model in both transverse and longitudinal magnetic fields with periodic boundary conditions [42]:

$$
\begin{equation*}
H=\underbrace{\sum_{i=1}^{n} X_{i} X_{i+1}+\mu \sum_{i=1}^{n} X_{i}}_{A}+\underbrace{\lambda \sum_{i=1}^{n} Z_{i}}_{B} \tag{28}
\end{equation*}
$$

This Hamiltonian can be natively simulated using only $R_{X X}(\theta)$ gates and single-qubit rotations chosen from the IonQ device gate set. The model (28) is not exactly solvable provided $\mu$ and $\lambda$ are nonzero and provided $\lambda \neq 1$ [42]. We simulate this model for system size $n=5$ on the IonQ device. We consider combining first-order product formulas $e^{-i A t} e^{-i B t}$ and $e^{-i B t} e^{-i A t}$ with weights $\{p, 1-p\}$. We focus on short-time simulations using a single step. This allows us to maximally suppress the experimental noise brought by circuit depth and simulation time. We fix the input state
to be $\left(R^{H}\right)^{\otimes n}|0\rangle^{\otimes n}=\frac{1}{\sqrt{2^{n}}} \sum_{i=0}^{2^{n}-1}|i\rangle$ (where $|i\rangle$ runs over all computational basis states) and estimate the total variation distance between expected and measured probability distributions in the computational basis. We set the number of measurement shots to be $N_{\text {shot }}=10^{4}$ for each product formula.

The results of the experiment are shown in Fig. 5(a). We simulate the dynamics of the Hamiltonian in Eq. (28) at different values of $(\mu, \lambda, t)$ on both a numerical simulator and the real IonQ device. The error on the IonQ device is composed of three parts: the analytical simulation error, the sampling noise as we can only approximate the distribution using limited samples, and the experimental noise. On a numerical simulator, there is no experimental noise. We fix $p=0.5$ to eliminate the second-order error $\propto t^{2}$. When combining two product formulas, we set the number of shots per product formula to be $N_{\text {shot }}^{\prime}=N_{\text {shot }} / 2=5 \times 10^{3}$ for a fair comparison between the contributing product formulas and the average. We found a regime of parameters where the sampling errors remain smaller compared to hardware errors and Trotterization errors. We set the simulation times to be small enough $t \in[0,0.2]$, so that the accumulated errors on the quantum hardware remain comparable to the Trotter error of an ideal simulation. Increasing the number $N_{\text {shot }}$ of measurement shots reduces the sampling error, however, this becomes problematic when the initial and final states are close to each other so that a prohibitively large number of shots is required to achieve the necessary level of accuracy. As the shot number $N_{\text {shot }}$ is unchanged, the sampling error (represented by the error bar) for the sampling procedure remains the same for different $t$. To ensure that the sampling error does not overwhelm the Trotter error in such cases, we choose larger $\mu$ and $\lambda$ for $t=0.05$ in order to increase the Trotter error because the parameters that control the Trotter error are the dimensionless products $\mu t$ and $\lambda t$.

When simulating quantum dynamics classically, NUSCs can achieve an improvement of one order of magnitude. On the other hand, on the IonQ Harmony device, the improvement is negligible for $t=0.2$ but becomes noticeable as we decrease the simulation time from $t=0.2$ down to $t=0.05$. At $t=0.05$, we experimentally demonstrate a $30 \%$ reduction in the simulation error. Our results indicate that combining product formulas results in the suppression of the effective Trotter error in experimental settings. Although the Trotter error reduction in NUSCs occurs both at short and long evolution times (as demonstrated in Fig. 4), the effect becomes experimentally measurable on noisy devices only at short evolution times. Finally, in the most interesting regime when the total evolution time is large, digital quantum simulations split the evolution time into smaller time steps and apply a product formula in each time step. Our approach further applies a NUSC over full circuits of multiple time steps. However, hardware errors depend not only on the total simulation time $t$, but also on the number of gates applied throughout the evolution, since every gate incurs coherent control errors which will accumulate. Therefore, we would expect that, in a realistic experimental setting, digital quantum simulation using either NUSCs or standard Suzuki-Trotter formulas will fail only when the number of Trotter steps is below a certain crit-
ical value, whereas the hardware error will start to dominate when the number of Trotter steps is above this critical value.

## V. SUMMARY AND OUTLOOK

In summary, we consider an approach to reduce the digital quantum simulation error using a weighted average over a few unitary circuits. We analyze two methods for constructing contributing unitary circuits: (i) taking different orderings of Hamiltonian terms in Suzuki-Trotter formulas and (ii) exploiting symmetry transformations. We show that one can potentially achieve the accuracy of a higher-order simulation via simply averaging the outcome of different unitary circuits regardless of the number of simulation steps (i.e. regardless of the simulation time), which can save considerable quantum resources. We demonstrate the error reduction via NUSCs using experiments on the IonQ device via the Amazon Braket cloud platform. Finally, in Appendix E, we demonstrate numerically that our approach for averaging unitary simulations can improve the classical infinite time-evolving block decimation algorithm for simulating quantum systems [41].

While we provide the optimal weight distribution for the lowest-order error only in the case of Hamiltonians made up of two directly realizable terms ( $H=A+B$ ), it would be important to provide an analytical bound for the error reduction for a general Hamiltonian that contains more than 2 experimentally realizable terms. It would also be interesting to analytically prove the error reduction of NUSCs and characterize how the error reduction scales with system size in long-time simulations.

The figure of merit exploited in this work evaluates the
performance of a given simulation by calculating the average simulation error on pure states. Error analysis averaged over all quantum states in the low-energy subspace of a given Hamiltonian, building upon the result in Ref. [43], would be another interesting future direction.

It is also important and interesting to generalize the analysis in this paper to more advanced quantum simulation methods such as truncated Taylor series [10] or qubitization [14], as the error structure would be typically more complicated.

Finally, we emphasize that the optimal weights in our averaging approach depend on the exact error structure determined by both the simulation algorithm and the properties of the Hamiltonian. It would be interesting to calculate the exact optimal weights for the symmetry transformation approach and the permutation-of-terms approach for some physically relevant models.
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## Appendix for: Improved Digital Quantum Simulation by Non-unitary Channels

In this Appendix, we provide additional details on numerical calculations in the main text and expand upon the theoretical aspects of this work. In Appendix A, we provide a detailed proof of Theorem 1 in the main text. In Appendix B, we prove Lemma 1 in the main text and provide more numerical evidence. In Appendix C, we provide the proof of Eq. (22) in the main text. In Appendix D, we decompose the simulation error into two terms and study the behavior of each term in shorttime simulations and long-time simulations. We also explain the linear growth of simulation error with the number of Trotter steps in Figure 3(b) at $\alpha=0$. Finally, we give the proof of Lemma 2 in the main text. In Appendix E, we use NUSCs in the classical infinite time-evolving block decimation (iTEBD) algorithm to calculate the ground state and its energy for onedimensional quantum models. We numerically show that NUSCs could considerably accelerate the convergence rate of the algorithm. In Appendix F, we provide the step and sample complexity calculations to bound the random fluctuations when implementing random sampling for Hamiltonians with a large number of terms in Section III A. In Appendix G, we provide additional numerical results for the symmetry protection approach in Section III B. We also provide analytical and numerical verification for the $O(1 / M)$ reduction for combining a simulation under a particular group of symmetry protection considered in Section III B: $\left\{C_{m}=\left(C_{1}\right)^{m}\right\}_{m=0, \ldots, M-1}$.

## Appendix A: Proof of Theorem 1

In this section, we prove Theorem 1 in the main text.
Suppose that we have $M$ contributing simulations $U_{1}, \ldots, U_{M}$ and the target evolution $V$. The average error $L_{F}$ in Eq. (3) for the NUSC can be written as

$$
\begin{equation*}
L_{F}\left(U_{1}, \ldots, U_{M}, p_{1}, \ldots, p_{M}, V\right)=\int d|\psi\rangle \| \sum_{m=1}^{M} p_{m} U_{m}|\psi\rangle\langle\psi| U_{m}^{\dagger}-V|\psi\rangle\langle\psi| V^{\dagger} \|_{F}^{2} \tag{A1}
\end{equation*}
$$

where $\|\cdot\|_{F}$ is the Frobenius norm, and the integral is over pure states drawn from the Haar measure. When $M=1$, this integral can be evaluated analytically [34]:

$$
\begin{equation*}
L_{F}(U, V)=\int d|\psi\rangle \| U|\psi\rangle\langle\psi| U^{\dagger}-V|\psi\rangle\langle\psi| V^{\dagger} \|_{F}^{2}=2\left[1-\frac{1}{d(d+1)}\left(d+\left|\operatorname{Tr}\left(U^{\dagger} V\right)\right|^{2}\right)\right] \tag{A2}
\end{equation*}
$$

where $d$ is the dimension of the system. This result makes use of the observation that $U^{\dagger}|\psi\rangle\langle\psi| U$ and $V^{\dagger}|\psi\rangle\langle\psi| V$ are pure states and of the calculations of Haar integrals in Refs. [44-46].

The choice of using the Frobenius norm enables analytical evaluation of the average error for any $M$ :

$$
\begin{align*}
L_{F}\left(U_{1}, \ldots, U_{M}, p_{1}, \ldots, p_{M}, V\right)= & 2\left(1-\frac{1}{d+1}\right)\left(\sum_{m=1}^{M} p_{m}^{2}+\sum_{m>n} p_{m} p_{n}\right) \\
& -\frac{2}{d(d+1)}\left[\sum_{m=1}^{M} p_{m}\left|\operatorname{Tr}\left(U_{m}^{\dagger} V\right)\right|^{2}-\sum_{m>n} p_{m} p_{n}\left|\operatorname{Tr}\left(U_{m}^{\dagger} U_{n}\right)\right|^{2}\right] . \tag{A3}
\end{align*}
$$

Now we provide the proof of Theorem 1 in the main text. Given a product formula with leading order error $O\left(t^{q}\right)$, we expand the approximation error up to the $(2 q+1)$-th order. Since each simulation $U_{m}=V-i \sum_{s=q}^{2 q+1} E_{m}^{(s)} t^{s}+O\left(t^{2 q+2}\right)$ is unitary, i.e. $U_{m}^{\dagger} U_{m}=V^{\dagger} V=\mathbb{I}$, the error operators $E_{m}^{(s)}$ satisfy

$$
\begin{equation*}
i \sum_{s=q}^{2 q+1} t^{s}\left(E_{m}^{(s) \dagger} V-V^{\dagger} E_{m}^{(s)}\right)+t^{2 q} E_{m}^{(q) \dagger} E_{m}^{(q)}+t^{2 q+1}\left(E_{m}^{(q+1) \dagger} E_{m}^{(q)}+E_{m}^{(q) \dagger} E_{m}^{(q+1)}\right)=O\left(t^{2 q+2}\right) \tag{A4}
\end{equation*}
$$

We exploit this constraint to expand $\operatorname{Tr}\left(U_{m}^{\dagger} V\right)$ and $\operatorname{Tr}\left(U_{m}^{\dagger} U_{n}\right)$. Ignoring higher order terms $O\left(t^{2 q+2}\right)$, we have

$$
\begin{align*}
\operatorname{Tr}\left(U_{m}^{\dagger} V\right)= & d+i \sum_{s=q}^{2 q+1} t^{s} \operatorname{Tr}\left(E_{m}^{(s) \dagger} V\right),  \tag{A5}\\
\left|\operatorname{Tr}\left(U_{m}^{\dagger} V\right)\right|^{2}= & d^{2}-t^{2 q}\left[d \operatorname{Tr}\left(E_{m}^{(q) \dagger} E_{m}^{(q)}\right)-\left|\operatorname{Tr}\left(E_{m}^{(q) \dagger} V\right)\right|^{2}\right] \\
& -2 t^{2 q+1} \operatorname{Re}\left[d \operatorname{Tr}\left(E_{m}^{(q+1) \dagger} E_{m}^{(q)}\right)-\operatorname{Tr}\left(E_{m}^{(q+1) \dagger} V\right) \operatorname{Tr}\left(V^{\dagger} E_{m}^{(q)}\right)\right],  \tag{A6}\\
\operatorname{Tr}\left(U_{m}^{\dagger} U_{n}\right)= & d+i \sum_{s=q}^{2 q+1} t^{s}\left[\operatorname{Tr}\left(E_{m}^{(s) \dagger} V\right)-\operatorname{Tr}\left(V^{\dagger} E_{n}^{(s)}\right)\right]+t^{2 q} \operatorname{Tr}\left(E_{m}^{(q) \dagger} E_{n}^{(q)}\right) \\
& -t^{2 q+1}\left[\operatorname{Tr}\left(E_{m}^{(q+1) \dagger} E_{n}^{(q)}\right)+\operatorname{Tr}\left(E_{m}^{(q) \dagger} E_{n}^{(q+1)}\right)\right],  \tag{A7}\\
\left|\operatorname{Tr}\left(U_{m}^{\dagger} U_{n}\right)\right|^{2}= & d^{2}-t^{2 q}\left\{d \left[\operatorname{Tr}\left(E_{m}^{(q) \dagger} E_{m}^{(q)}\right)+\operatorname{Tr}\left(E_{n}^{(q) \dagger} E_{n}^{(q)}\right)-2 \operatorname{Re}\left(\operatorname{Tr}\left(E_{m}^{(q) \dagger} E_{n}^{(q)}\right)\right]-\left|\operatorname{Tr}\left(E_{m}^{(q) \dagger} V\right)\right|^{2}\right.\right. \\
- & \left.\left|\operatorname{Tr}\left(E_{n}^{(q) \dagger} V\right)\right|^{2}+2 \operatorname{Tr}\left(E_{m}^{(q) \dagger} V\right) \operatorname{Tr}\left(E_{n}^{(q) \dagger} V\right)\right\}-2 t^{2 q+1}\left\{d \operatorname{Re}\left[\operatorname{Tr}\left(E_{m}^{(q+1) \dagger} E_{m}^{(q)}\right)+\operatorname{Tr}\left(E_{n}^{(q+1) \dagger} E_{n}^{(q)}\right)\right]\right. \\
+ & d\left[\operatorname{Tr}\left(E_{m}^{(q+1) \dagger} E_{n}^{(q)}\right)+\operatorname{Tr}\left(E_{m}^{(q) \dagger} E_{n}^{(q+1)}\right)\right]-\operatorname{Re}\left[\operatorname{Tr}\left(E_{m}^{(q+1) \dagger} V\right) \operatorname{Tr}\left(V^{\dagger} E_{m}^{(q)}\right)-\operatorname{Tr}\left(E_{n}^{(q+1) \dagger} V\right) \operatorname{Tr}\left(V^{\dagger} E_{n}^{(q)}\right)\right. \\
- & \left.\left.\operatorname{Tr}\left(E_{n}^{(q+1) \dagger} V\right) \operatorname{Tr}\left(V^{\dagger} E_{m}^{(q)}\right)-\operatorname{Tr}\left(E_{m}^{(q+1) \dagger} V\right) \operatorname{Tr}\left(V^{\dagger} E_{n}^{(q)}\right)\right]\right\} . \tag{A8}
\end{align*}
$$

Hence, we obtain the lowest two orders of the average error $L_{F}$ :

$$
\begin{equation*}
L_{F}=\frac{2 t^{2 q}}{d(d+1)}\left[d \operatorname{Tr}\left(E_{q}^{\dagger} E_{q}\right)-\left|\operatorname{Tr}\left(E_{q}^{\dagger} V\right)\right|^{2}\right]+\frac{4 t^{2 q+1}}{d(d+1)} \operatorname{Re}\left[d \operatorname{Tr}\left(E_{q+1}^{\dagger} E_{q}\right)-\operatorname{Tr}\left(E_{q+1}^{\dagger} V\right) \operatorname{Tr}\left(V^{\dagger} E_{q}\right)\right] \tag{A9}
\end{equation*}
$$

where $E_{q}=\sum_{m=1}^{M} p_{m} E_{m}^{(q)}$ and $E_{q+1}=\sum_{m=1}^{M} p_{m} E_{m}^{(q+1)}$. Eq. (A9) is exactly the conclusion of Theorem 1 . We note that the above equation also guarantees that the $(2 q)$-th order error is always positive. This is because $d \operatorname{Tr}\left(A^{\dagger} A\right) \geq|\operatorname{Tr}(A)|^{2}$, where $A=E_{q}^{\dagger} V$.

## Appendix B: Proof of Lemma 1

In this section, we present a detailed proof of Lemma 1 in the main text and provide additional numerical evidence illustrating the Lemma.

As defined in Eqs. $(17,18)$ in the main text, $U_{1}$ and $U_{2}$ are the two possible second-order Trotterizations of $A$ and $B$, which are the two experimentally realizable parts of the Hamiltonian $H=A+B$. Following the notation in Appendix A, we derive the third-order error for the two product formulas and the NUSC according to Ref. [36]:

$$
\begin{align*}
& E_{1}^{(3)}=\frac{1}{12}[B,[B, A]]-\frac{1}{24}[A,[A, B]]  \tag{B1}\\
& E_{2}^{(3)}=\frac{1}{12}[A,[A, B]]-\frac{1}{24}[B,[B, A]]  \tag{B2}\\
& E_{3}=\frac{3 p-1}{24}[B,[B, A]]+\frac{2-3 p}{24}[A,[A, B]]=\frac{1}{24}[(2-3 p) A+(1-3 p) B,[A, B]] . \tag{B3}
\end{align*}
$$

By exploiting the triangle inequality and the sub-multiplicative property of the norm, we can bound the norm of $E_{3}$ by

$$
\begin{equation*}
\left\|E_{3}\right\|_{F} \leq \frac{1}{12}\|(2-3 p) A+(1-3 p) B\|_{F}\|[A, B]\| \tag{B4}
\end{equation*}
$$

This bound indicates that the norm of the averaged third-order error depends on $\|(2-3 p) A+(1-3 p) B\|_{F}$. We write the Hamiltonian as $H=\sum_{\boldsymbol{\sigma}} J_{\boldsymbol{\sigma}} \boldsymbol{\sigma}$, where $\sigma$ are Pauli strings, and assume that $A$ and $B$ have support on non-overlapping sets $S$ and $S^{c}$ of Pauli strings. In this case, we have $\operatorname{Tr}\left[(\alpha A+\beta B)^{2}\right]=\alpha^{2} \operatorname{Tr}\left(A^{2}\right)+\beta^{2} \operatorname{Tr}\left(B^{2}\right)$, so that

$$
\begin{equation*}
\left\|E_{3}\right\|_{F}^{2} \leq \frac{1}{12} 2^{n}\left[(2-3 p)^{2} J_{A}^{2}+(1-3 p)^{2} J_{B}^{2}\right]\|[A, B]\|^{2} \tag{B5}
\end{equation*}
$$



FIG. 6: Illustrative numerical simulation of the one-dimensional spin model $H=\sum_{i} X_{i} X_{i+1}+J X_{i}+\sum_{j} Y_{j} Y_{j+1}$. We plot the actual average error (i.e. loss) $L_{F}$ (blue), the numerical result for $\left\|E_{3}\right\|_{F}^{2}$ (red), and the analytical result for $\left\|E_{3}\right\|_{F}^{2}$ (green). All curves are normalized to be 1.0 at $p=0$ (where we only apply $U_{1}$ ). The optimal weight for the (approximate) analytical result is $p_{\text {opt }}=0.5625$, while the actual optimal weight is very close: $p_{\text {opt }}=0.5750$.
where $J_{A}^{2}=\sum_{\boldsymbol{\sigma} \in S} J_{\boldsymbol{\sigma}}^{2}, J_{B}^{2}=\sum_{\boldsymbol{\sigma} \in S^{c}} J_{\boldsymbol{\sigma}}^{2}$, and $n$ is the number of qubits. Equation (B5) also allows us to derive the optimal weight $p_{\text {opt }}=\frac{2 J_{A}^{2}+J_{B}^{2}}{3\left(J_{A}^{2}+J_{B}^{2}\right)}$ and the corresponding improvement in Lemma 1 in the main text.

To further illustrate the result of Lemma 1, we provide the numerical simulation of the one-dimensional spin model $H=\sum_{i} X_{i} X_{i+1}+J X_{i}+\sum_{j} Y_{j} Y_{j+1}$. As shown in Fig. 6, we consider averaging two second-order Trotterizations given in Eqs. $(17,18)$ in the main text with $A=\sum_{i} X_{i} X_{i+1}+J X_{i}$ and $B=\sum_{j} Y_{j} Y_{j+1}$. We set the system size to be $n=6$, the simulation time to be $t=0.1$, and the parameter $J$ to be $J=1$. In this case, we have $J_{A}^{2}=2^{n}(2 n-1)$ and $J_{B}^{2}=2^{n}(n-1)$. By Lemma 1, we can obtain the optimal weight to be $p_{\text {opt }}=0.5625$ and the error to be 0.070 and 0.111 of the errors of $U_{1}$ and $U_{2}$, respectively. Here, the absolute value of the errors for $U_{1}, U_{2}$, and the average with the optimal weights are $0.0213,0.0130$, and 0.0023 . We observe from the numerical results in Fig. 6 that the actual loss $L_{F}$ and error $\left\|E_{3}\right\|_{F}^{2}$ deviate from the analytical result slightly due to the higher-order error.

## Appendix C: Proof of Equation (22)

In this section, we provide the proof of Eq. (22) in the main text.
As mentioned in the main text, the recursive definition for higher-order Suzuki-Trotter product formulas is given by

$$
\begin{align*}
& S_{2}(t)=\prod_{j=1}^{\Gamma} \exp \left(i H_{j} \frac{t}{2}\right) \prod_{j=\Gamma}^{1} \exp \left(i H_{j} \frac{t}{2}\right)  \tag{C1}\\
& S_{k}(t)=S_{k-2}^{2}\left(u_{k} t\right) S_{k-2}\left(\left(1-4 u_{k}\right) t\right) S_{k-2}^{2}\left(u_{k} t\right) \tag{C2}
\end{align*}
$$

where $u_{k}=\left(4-4^{1 /(k-1)}\right)^{-1}$. Here, $S_{k}(t)$ provides a digital quantum simulation with $(k+1)$ th-order error in $t$. Without loss of generality, we can assume that $E_{S_{k}}(t)$ has the form

$$
\begin{equation*}
E_{S_{k}}(t)=K_{k+1}^{k} t^{k+1}+K_{k+2}^{k} t^{k+2}+K_{k+3}^{k} t^{k+3}+O\left(t^{k+4}\right) \tag{C3}
\end{equation*}
$$

where $K_{i}^{k}$ denotes the error coefficient matrix of th $i$-th order error for $E_{S_{k}}(t)$. By the recursive relation given by Eq. (C1), we can derive the following relation between $E_{S_{k}}(t)$ and $E_{S_{k-2}}(t)$ under the assumption $\|H\|_{F} t \ll 1$ :

$$
\begin{align*}
E_{S_{k}}(t)= & E_{S_{k-2}}\left(u_{k} t\right) e^{i H\left(1-u_{k}\right) t}+e^{i H u_{k} t} E_{S_{k-2}}\left(u_{k} t\right) e^{i H\left(1-2 u_{k}\right) t}+e^{i H\left(1-u_{k}\right) t} E_{S_{k-2}}\left(u_{k} t\right) \\
& +e^{i H\left(1-2 u_{k}\right) t} E_{S_{k-2}}\left(u_{k} t\right) e^{i H u_{k} t}+e^{i H 2 u_{k} t} E_{S_{k-2}}\left(\left(1-4 u_{k}\right) t\right) e^{i H 2 u_{k} t}, \tag{C4}
\end{align*}
$$

where the higher-order terms of the form $E_{S_{k-2}}\left(u_{k} t\right) E_{S_{k-2}}\left(u_{k} t\right)$ and $E_{S_{k-2}}\left(u_{k} t\right) E_{S_{k-2}}\left(\left(1-4 u_{k}\right) t\right)$ are ignored. $E_{S_{k}}(t)$ has the lowest-order error term of $(k+1)$ th-order, while $E_{S_{k-2}}(t)$ has the lowest-order error term of $(k-1)$ th-order. We consider
the $k$ th-order error on both the left-hand and the right-hand side of Eq. (C4). The coefficient on the left-hand side is 0 , while the coefficient on the right-hand side can be computed to yield the following equation:

$$
\begin{equation*}
0=2 u_{k}^{k-1}\left(5 u_{k}-1\right) t^{k} \cdot\left(2 K_{k}^{k-2}-i\left\{K_{k-1}^{k-2}, H\right\}\right) \tag{C5}
\end{equation*}
$$

where $\{A, B\}=A B+B A$ is the anticommutator. We utilized the fact that $4 u_{k}^{k-1}+\left(1-4 u_{k}\right)^{k-1}=0$.
Now we consider the difference between the left-hand side and the right-hand side of Eq. (22) in the main text. Taking advantage of the representation in Eq. (C4), this difference can be written as

$$
\begin{equation*}
2 e^{i H u_{k} t} E_{S_{k-2}}\left(u_{k} t\right) e^{i H\left(1-2 u_{k}\right) t}+2 e^{i H\left(1-2 u_{k}\right) t} E_{S_{k-2}}\left(u_{k} t\right) e^{i H u_{k} t}+e^{i H 2 u_{k} t} E_{S_{k-2}}\left(\left(1-4 u_{k}\right) t\right) e^{i H 2 u_{k} t} \tag{C6}
\end{equation*}
$$

The $k$ th-order term in Eq. (C6) gives exactly the right-hand side of Eq. (C5) and hence vanishes. We now consider the $(k+1)$ th-order term in Eq. (C6). It gives

$$
\begin{align*}
& -4 K_{k+1}^{k-2} u_{k}^{k-1} t^{k+1}\left(5 u_{k}-1\right)\left(3 u_{k}-1\right) \\
& +u_{k}^{k-1} t^{k+1}\left[i\left\{K_{k}^{k-2}, H\right\} \cdot 6 u_{k}\left(5 u_{k}-1\right)+\left(K_{k}^{k-2} H^{2}+H^{2} K_{k}^{k-2}\right) \cdot\left(3 u_{k}^{2}+4 u_{k}-1\right)+H K_{k}^{k-2} H \cdot\left(24 u_{k}^{2}-4 u_{k}\right)\right] \tag{C7}
\end{align*}
$$

Given that, as $k \rightarrow \infty, u_{k} \rightarrow 1 / 3$, we have the first term approaching 0 and the rest of the terms approaching to $2 / 3 u_{k}^{k-1} t^{k+1}\left\{\left(2 K_{k}^{k-2}-i\left\{K_{k-1}^{k-2}, H\right\}\right), i H\right\}$ in this limit. Then, using Eq. (C5), we find these remaining terms also vanish. Therefore, the leading-order error of Eq. (C6) has a scaling of $O\left(t^{k+2}\right)$ when $k \rightarrow \infty$. According to Eq. (C4), the difference between the left-hand side and the right-hand side of Eq. (22) is exactly Eq. (C6) and has a ( $k+2$ )th order leading-order term. This concludes the proof of Eq. (22) in the main text.

In addition, in Table I, we provide numerical values for some of the parameters in Eq. (C7) and their ratios for $k=$ $4,6,8,10, \infty$.

| $k$ | $6 u_{k}\left(5 u_{k}-1\right)$ | $\left(3 u_{k}^{2}+4 u_{k}-1\right) / 6 u_{k}\left(5 u_{k}-1\right)$ | $\left(24 u_{k}^{2}-4 u_{k}\right) / 6 u_{k}\left(5 u_{k}-1\right)$ |
| ---: | ---: | ---: | ---: |
| 4 | 2.667 | 0.440 | 0.924 |
| 6 | 1.937 | 0.470 | 0.954 |
| 8 | 1.722 | 0.480 | 0.967 |
| 10 | 1.619 | 0.485 | 0.974 |
| $\infty$ | $\frac{4}{3}$ | $\frac{1}{2}$ | 1 |

TABLE I: The parameters in Eq. (C7) for some finite $k$ and for infinite $k$

From Table I, we see that, when $k=8$, the ratios $\left(3 u_{k}^{2}+4 u_{k}-1\right) / 6 u_{k}\left(5 u_{k}-1\right)$ and $\left(24 u_{k}^{2}-4 u_{k}\right) / 6 u_{k}\left(5 u_{k}-1\right)$ deviate by only about $5 \%$ from their ideal values at $k \rightarrow \infty$. Since the average error $L_{F}$ is defined using the square of the norm, such a deviation would only cause an $\approx 10^{-3}$ deviation.

## Appendix D: Error decomposition for long-time simulations

In this section, we consider the error structure of a $N$-step simulation $U(N, \Delta t)$. Suppose the exact evolution in a time step $\Delta t$ is $V(\Delta t)=e^{-i H \Delta t}$. We consider a simulation circuit $U(\Delta t)=V(\Delta t)-E(\Delta t)$, where $E(\Delta t)$ is the simulation error. We can decompose $E(\Delta t)$ into

$$
\begin{equation*}
E(\Delta t)=[H, \eta(\Delta t)]+\xi(\Delta t) \tag{D1}
\end{equation*}
$$

for some operators $\eta$ and $\xi$ such that $\xi$ commutes with $H$. In terms of $\eta$ and $\xi$, the error for the $N$-step simulation can be approximated to leading order as

$$
\begin{align*}
E(t) & \approx \sum_{j=1}^{N} e^{-i H(N-j) \Delta t} E(\Delta t) e^{i H(N-j) \Delta t} \approx \int_{0}^{t} e^{-i H t^{\prime}} \frac{E(\Delta t)}{\Delta t} e^{i H t} d t^{\prime}  \tag{D2}\\
& =\xi(\Delta t) N+\frac{1}{\Delta t}\left[e^{-i H t} \eta(\Delta t) e^{i H t}-\eta(\Delta t)\right] \tag{D3}
\end{align*}
$$

Notice that, at a fixed $\Delta t$, the second term in Eq. (D3) is bounded by $\frac{2\|\eta\|}{\Delta t}$, independent of $N$. Meanwhile, the first term increases linearly with $N$ and hence becomes the dominant error in the long-time (large- $N$ ) limit.

To derive an analytical form of $\eta$ and $\xi$, we consider an $n$-qubit Hamiltonian $H$ represented by its eigenvalues and eigenstates as

$$
\begin{equation*}
H=\sum_{i=1}^{d} E_{i}|i\rangle\langle i|, \tag{D4}
\end{equation*}
$$

where $d=2^{n}$ is the dimension of the Hilbert space, $\{|i\rangle\}$ are the eigenvectors, and $\left\{E_{i}\right\}$ are the energy spectrum of the Hamiltonian. For simplicity, we suppose the error $E(\Delta t)=E=\sum_{i, j} e_{i j}|i\rangle\langle j|$. We can calculate $\xi$ as

$$
\begin{align*}
\xi & =\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} e^{-i H t} E e^{i H t} d t  \tag{D5}\\
& =\sum_{i, j: E_{i}=E_{j}} e^{i\left(E_{j}-E_{i}\right) t}|i\rangle\langle j| e_{i j} \tag{D6}
\end{align*}
$$

Now we consider an example of the all-to-all-interacting Heisenberg model:

$$
\begin{equation*}
H=\sum_{i<j}\left(X_{i} X_{j}+Y_{i} Y_{j}+Z_{i} Z_{j}\right) \tag{D7}
\end{equation*}
$$

and analyze the Trotter error in simulating time evolution under $H$. This Hamiltonian corresponds to the long-range-interacting Heisenberg model with the power-law exponent $\alpha=0$. The presence of additional symmetries in Eq. (D7) allows us to compute the error terms analytically. We consider this special model in order to explain why, in Figure 3(b) and Figure 4(b) in the main text, the $\alpha=0$ model does not undergo a transition in what error term dominates Eq. (D3).

We can simplify our calculations by noticing that the Hamiltonian (D7) can be written in terms of a large spin:

$$
\begin{equation*}
H=2\left(S_{x}^{2}+S_{y}^{2}+S_{z}^{2}\right)-\frac{3}{4} N=H_{x}+H_{y}+H_{z}-\frac{3}{4} N \tag{D8}
\end{equation*}
$$

where $H_{x, y, z}=2 S_{x, y, z}^{2}$ and the components of the "large spin" are defined sums of Pauli operators: $S_{x}=\frac{1}{2} \sum_{i} X_{i}, S_{y}=$ $\frac{1}{2} \sum_{i} Y_{i}, S_{z}=\frac{1}{2} \sum_{i} Z_{i}$. Components of the spin operator satisfy standard commutation relations:

$$
\begin{equation*}
\left[S_{\alpha}, S_{\beta}\right]=i \epsilon_{\alpha \beta \gamma} S_{\gamma} \tag{D9}
\end{equation*}
$$

To construct the Trotter product formula, we split the Hamiltonian into three terms $H_{x}, H_{y}$, and $H_{z}$. We first consider the error term for the first-order product formula. The error has the following structure:

$$
\begin{equation*}
\mathcal{E}_{q=2} \propto \Delta t^{2} \sum_{\mu>\nu}\left[H_{\mu}, H_{\nu}\right] \tag{D10}
\end{equation*}
$$

We will show that the second-order error $\mathcal{E}_{q=2}$ commutes with $H$. Due to the rotational symmetry of the Hamiltonian, we only need to show that $\left[H, C_{1}\right]=0$, where

$$
\begin{align*}
& C_{1}=\left[S_{x}^{2}, S_{y}^{2}\right]=S_{x}\left[S_{x}, S_{y}\right] S_{y}+\left[S_{x}, S_{y}\right] S_{x} S_{y}+S_{y} S_{x}\left[S_{x}, S_{y}\right]+S_{y}\left[S_{x}, S_{y}\right] S_{x} \\
& \quad=i\left\{4 S_{x} S_{z} S_{y}-2 i\left(S_{y}^{2}+S_{z}^{2}\right)+2 i S_{x}^{2}\right\}=i\left(4 S_{x} S_{y} S_{z}-2 i H\right) \tag{D11}
\end{align*}
$$

From Eq. (D11) it follows that we only need to compute $\left[H, S_{x} S_{y} S_{z}\right.$ ]. We now separately calculate the contribution to this commutator from each of the three terms in $H$. The contribution from $S_{x}^{2}$ reads

$$
\begin{align*}
& {\left[S_{x}^{2}, S_{x} S_{y} S_{z}\right]=S_{x}\left[S_{x}^{2}, S_{y}\right] S_{z}+S_{x} S_{y}\left[S_{x}^{2}, S_{z}\right]=S_{x}\left(S_{x}\left[S_{x}, S_{y}\right] S_{z}+\left[S_{x}, S_{y}\right] S_{x} S_{z}\right)+} \\
& S_{x} S_{y}\left(S_{x}\left[S_{x}, S_{z}\right]+\left[S_{x}, S_{z}\right] S_{x}\right)=i\left(S_{x}^{2} S_{z}^{2}+S_{x} S_{z} S_{x} S_{z}-S_{x} S_{y} S_{x} S_{y}-S_{x} S_{y}^{2} S_{x}\right) \tag{D12}
\end{align*}
$$

Next, the contribution from $S_{y}^{2}$ reads

$$
\begin{equation*}
\left[S_{y}^{2}, S_{x} S_{y} S_{z}\right]=\left[S_{y}^{2}, S_{x}\right] S_{y} S_{z}+S_{x} S_{y}\left[S_{y}^{2}, S_{z}\right]=i\left(-S_{y} S_{z} S_{y} S_{z}-S_{z} S_{y}^{2} S_{z}+S_{x} S_{y}^{2} S_{x}+S_{x} S_{y} S_{x} S_{y}\right) \tag{D13}
\end{equation*}
$$

Finally, the contribution from $S_{z}^{2}$ reads

$$
\begin{equation*}
\left[S_{z}^{2}, S_{x} S_{y} S_{z}\right]=\left[S_{z}^{2}, S_{x}\right] S_{y} S_{z}+S_{x}\left[S_{z}^{2}, S_{y}\right] S_{z}=i\left(S_{z} S_{y}^{2} S_{z}+S_{y} S_{z} S_{y} S_{z}-S_{x} S_{z} S_{x} S_{z}-S_{x}^{2} S_{z}^{2}\right) \tag{D14}
\end{equation*}
$$

Summing up the three contributions we obtain

$$
\begin{equation*}
\left[H, C_{1}\right]=\left[S_{x}^{2}+S_{y}^{2}+S_{z}^{2}, 4 i S_{x} S_{y} S_{z}\right]=0 \tag{D15}
\end{equation*}
$$

Equation (D15) implies that the total error for the $N$-step first-order Suzuki-Trotter formula scales linearly with the number of time steps: $\left\|\mathcal{E}_{q=2}(t)\right\|=N\|\mathcal{E}(\Delta t)\|$. Similarly, one can show that the second-order error term $\mathcal{E}_{q=3}$ for the second-order product formula [36],

$$
\begin{equation*}
\frac{t^{3}}{24} \sum_{\gamma_{1}=1}^{\Gamma}\left[H_{\gamma_{1}}+2 \sum_{\gamma_{2}=\gamma_{1}+1}^{\Gamma} H_{\gamma_{2}},\left[\sum_{\gamma_{3}=\gamma_{1}+1}^{\Gamma} H_{\gamma_{3}}, H_{\gamma_{1}}\right]\right] \tag{D16}
\end{equation*}
$$

commutes with the Hamiltonian (D7). The commutativity of the second-order error term with the all-to-all-interacting spin Hamiltonian (D7) explains the strictly linear growth of the simulation error with the number of Trotter steps in Fig. 3(b) at $\alpha=0$.

We now give the proof of Lemma 2 in the main text. We consider a non-degenerate Hamiltonian, i.e. $E_{i} \neq E_{j}$ for $i \neq j$. In this case, for a given simulation error $E, \xi$ is just the diagonal part of $E$ in the Hamiltonian eigenbasis:

$$
\begin{equation*}
\xi=\sum_{i=1}^{d} e_{i i}|i\rangle\langle i| . \tag{D17}
\end{equation*}
$$

To obtain the expression of $\eta$ satisfying $[H, \eta]=E-\xi$, we write $\eta=\sum_{i \neq j} e_{i j}^{(1)}|i\rangle\langle j|$ and find

$$
\begin{equation*}
e_{i j}^{1}=\frac{e_{i j}}{E_{i}-E_{j}} \tag{D18}
\end{equation*}
$$

We now consider the weighted average of second-order Trotterizations for non-degenerate bipartite Hamiltonian $H=A+B$. We write the Hamiltonian as $H=\sum_{i=1}^{d} E_{i}|i\rangle\langle i|$ and $A, B$ as

$$
\begin{align*}
A & =\sum_{i} \alpha_{i}|i\rangle\langle i|+\sum_{i \neq j} \alpha_{i j}|i\rangle\langle j|  \tag{D19}\\
B & =\sum_{i}\left(E_{i}-\alpha_{i}\right)|i\rangle\langle i|-\sum_{i \neq j} \alpha_{i j}|i\rangle\langle j| . \tag{D20}
\end{align*}
$$

Consider two second-order Suzuki-Trotter formulas $U_{1}$ and $U_{2}$ given in Eqs. $(17,18)$. Referring to the second term of Eq. (D1) for $U_{1}$ and $U_{2}$ as $\xi_{1}$ and $\xi_{2}$, we find

$$
\begin{align*}
\xi_{1}=\xi_{2} & \propto \sum_{i} \kappa_{i}|i\rangle\langle i|  \tag{D21}\\
\kappa_{i} & =\sum_{j \neq i} 2 \alpha_{i j} \alpha_{j i}\left(E_{j}-E_{i}\right) . \tag{D22}
\end{align*}
$$

Here, we only consider the leading term and therefore focus on the coefficient matrix for $\Delta t^{3}$. This result demonstrates that, no matter what non-degenerate Hamiltonian we choose, as long as $A$ and $B$ are not diagonal, we will have $\xi_{1} \equiv \xi_{2}$ to the leading order. This means that, by averaging these two product formulas, we can never reduce the leading-order ( $\propto \Delta t^{3}$ ) coefficient in $\xi$. All the error reduction in this case will be from the reduction in the first term of Eq. (D1) by combining $\left[H, \eta_{1}\right]$ and $\left[H, \eta_{2}\right]$ for short-time simulations.

Suppose that the optimal weight $p$ for the second-order simulation is $p_{\text {opt }}$ and that it results in a reduction of the term $[H, \eta]$. If we now consider fourth-order simulation, Eq. (23) implies that the resulting error does not depend on the commuting part $(\xi)$ of the second-order error, and is instead entirely determined by the non-commuting part ( $[H, \eta]$ ) of the second-order error. Therefore, the optimal weight $p$ for the fourth-order simulation is the same as the optimal weight $p_{\text {opt }}$ for the second-order simulation, and the corresponding error is reduced by the same factor as the non-commuting part of the second-order error. Since the second-order error also contains the commuting part, which is not reduced, this concludes the proof of part (i) of Lemma 2.

To prove part (ii) of Lemma 2, we first derive expressions of the first term in the second-order error:

$$
\begin{align*}
& {\left[H, \eta_{1}\right] \propto \sum_{i, j \neq i}\left[\alpha_{i j}\left(E_{j}-E_{i}\right)\left(2 E_{i}-\alpha_{i}-2 E_{j}+\alpha_{j}\right)+\sum_{l \neq i, j} \alpha_{i l} \alpha_{j l}\left(2 E_{l}-E_{i}-E_{j}\right)\right]|i\rangle\langle j|,}  \tag{D23}\\
& {\left[H, \eta_{2}\right] \propto \sum_{i, j \neq i}\left[\alpha_{i j}\left(E_{j}-E_{i}\right)\left(2 E_{j}-\alpha_{i}-2 E_{i}+\alpha_{j}\right)+\sum_{l \neq i, j} \alpha_{i l} \alpha_{j l}\left(2 E_{l}-E_{i}-E_{j}\right)\right]|i\rangle\langle j| .} \tag{D24}
\end{align*}
$$

Again, we only consider the leading term and therefore focus on the coefficient matrix for $\Delta t^{3}$. We consider combining two product formulas of $(2 k+4)$ th order. By using Eq. (23) $k$ times, we can approximate the simulation error for the two formulas as

$$
\begin{align*}
& {\left[H, \ldots, H,\left[H, \eta_{1}\right]\right] \propto \sum_{i, j \neq i}\left(E_{j}-E_{i}\right)^{2 k}\left[\alpha_{i j}\left(E_{j}-E_{i}\right)\left(2 E_{i}-\alpha_{i}-2 E_{j}+\alpha_{j}\right)+\sum_{l \neq i, j} \alpha_{i l} \alpha_{j l}\left(2 E_{l}-E_{i}-E_{j}\right)\right]|i\rangle\langle j|,}  \tag{D25}\\
& {\left[H, \ldots, H,\left[H, \eta_{2}\right]\right] \propto \sum_{i, j \neq i}\left(E_{j}-E_{i}\right)^{2 k}\left[\alpha_{i j}\left(E_{j}-E_{i}\right)\left(2 E_{j}-\alpha_{i}-2 E_{i}+\alpha_{j}\right)+\sum_{l \neq i, j} \alpha_{i l} \alpha_{j l}\left(2 E_{l}-E_{i}-E_{j}\right)\right]|i\rangle\langle j| .} \tag{D26}
\end{align*}
$$

As $k$ increases, only the terms with large $\left(E_{j}-E_{i}\right)$ will matter. At large $k$, the value of a few terms will determine the absolute value of the simulation error, which requires fewer weight parameters to optimize. This observation makes it possible to obtain significant error reduction via averaging over a few product formulas. In the limit $k \rightarrow \infty$, since the largest $\left(E_{j}-E_{i}\right)$ is unique as the Hamiltonian is non-degenerate, we can ignore all but one entry in $\left[H, \ldots, H,\left[H, \eta_{1}\right]\right]$ and $\left[H, \ldots, H,\left[H, \eta_{2}\right]\right]$. Therefore, the optimal weights for our approach would converge to a particular value $p^{*}$ that only depends on these two terms as the order $k$ increases. This concludes the proof of part (ii) of Lemma 2 in the main text. Furthermore, in the case when this entry has the opposite sign in the two errors, we can completely eliminate the leading-order error in this limit by adjusting $p$.

## Appendix E: Application to classical algorithms for studying quantum models of infinite size

In this section, we consider applying our averaging approach to classical simulations of quantum models. The infinite timeevolving block decimation (iTEBD) algorithm [41, 47, 48] is widely used to approximate ground-state energies and ground states of one-dimensional quantum models. It is a method based on matrix product states (MPS) [49] and can approximate the ground state of an infinite-size one-dimensional chain.

We consider a one-dimensional translationally-invariant infinite-chain model with sites labeled by $r \in \mathbb{Z}$ and each described by a complex $D_{s}$-dimensional vector space $V_{r} \cong \mathbb{C}^{D_{s}}$. Starting with a translationally invariant initial pure state $|\Psi\rangle$ not orthogonal to the desired ground state, we can find the ground state by evolving $|\Psi\rangle$ in imaginary time:

$$
\begin{equation*}
|G\rangle=\lim _{\tau \rightarrow \infty} e^{-\tau H}|\Psi\rangle \tag{E1}
\end{equation*}
$$

which requires classically simulating $e^{-\tau H}$.
The iTEBD method represents $|\Psi\rangle$ using an MPS, and we briefly recap here the main idea of this representation. For any site $r$, we denote by $[\leftarrow r]$ and $[r+1 \rightarrow]$ the semi-infinite sub-chain of sites $\{-\infty, \ldots, r\}$ and $\{r+1, \ldots, \infty\}$, respectively. We then write the Schmidt decomposition of $|\Psi\rangle$ across this partition as

$$
\begin{equation*}
|\Psi\rangle=\sum_{\alpha=1}^{D_{p}} G_{\alpha}^{[r]}\left|\Psi_{\alpha}^{[\leftarrow r]}\right\rangle \otimes\left|\Psi_{\alpha}^{[r+1 \rightarrow]}\right\rangle \tag{E2}
\end{equation*}
$$

where the Schmidt rank $D_{p}$ is assumed to be finite, $\left\{G_{\alpha}^{[r]}\right\}$ are the Schmidt coefficients, and $\left\{\mid \Psi_{\alpha}^{[\leftarrow r]}\right\},\left\{\mid \Psi_{\alpha}^{[r+1 \rightarrow]}\right\}$ are basis states. We use a three-index tensor $T^{[r]}$ to relate the Schmidt basis across two neighboring partitions. Therefore, the initial state $|\Psi\rangle$ can be expanded using the local basis $\left|i^{[r]}\right\rangle$ for site $r$ and using $G^{[r]} T^{[r+1]} G^{[r+1]}$ :

$$
\begin{equation*}
|\Psi\rangle=\sum_{\alpha, \beta=1}^{D_{p}} \sum_{i=1}^{D_{s}} G_{\alpha}^{[r]} T_{i \alpha \beta}^{[r+1]} G_{\beta}^{[r+1]}\left|\Psi_{\alpha}^{[\leftarrow r]}\right\rangle\left|i^{[r]}\right\rangle\left|\Psi_{\alpha}^{[r+2 \rightarrow]}\right\rangle . \tag{E3}
\end{equation*}
$$

We can then decompose $|\Psi\rangle$ using local bases for sites $\{r+1, r+2\}$ in terms of $G^{[r]} T^{[r+1]} G^{[r+1]} T^{[r+2]} G^{[r+2]}$ and so on. By repeatedly exploiting this decomposition, we can derive an MPS representation for $|\Psi\rangle$.

Notice that directly implementing the evolution using the entire Hamiltonian $H$ is impossible for MPS. We thus implement the imaginary-time evolution $e^{-\tau H}$ using digital simulation. A direct method is to split the Hamiltonian and apply the first-order product formula. As shown in Fig. 7(a), in case of a two-body nearest-neighbor Hamiltonian $H$, we can split $H$ into a block of terms $H_{i, i+1}$ with even $i\left(H_{\text {even }}\right)$ and a block of terms $H_{i, i+1}$ with odd $i\left(H_{\text {odd }}\right)$. Therefore, for a fixed step size $d \tau$, the digital simulation of $e^{-\tau H}$ at $\tau=N d \tau \rightarrow \infty$ takes the form

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} e^{-\tau H} \approx \prod_{N \rightarrow \infty}\left(\prod_{i=\mathrm{odd}} U_{i, i+1}(d \tau)\right)\left(\prod_{i=\mathrm{even}} U_{i, i+1}(d \tau)\right)=\prod_{N \rightarrow \infty}\left(\prod_{i=\mathrm{odd}} e^{-d \tau H_{i, i+1}}\right)\left(\prod_{i=\mathrm{even}} e^{-d \tau H_{i, i+1}}\right) \tag{E4}
\end{equation*}
$$



FIG. 7: An illustration of (a) 2-site and (b) 3-site iTEBD algorithm using the first-order product formula.
where $U_{i, i+1}(d \tau)=e^{-d \tau H_{i, i+1}}$ and $N$ is the number of steps for the digital simulation. This method is known as a 2-site iTEBD method. In each iteration corresponding to time step $d \tau$, we contract $G^{[r]} T^{[r+1]} G^{[r+1]}$ and apply a block $U_{i, i+1}(d \tau)$. We then use singular-value decomposition to decompose the tensor into the new $G^{[r]} T^{[r+1]} G^{[r+1]}$.

Similarly, a Hamiltonian composed of terms $H_{i, i+1, i+2}$ acting on triples of adjacent sites can be decomposed into three parts according to the value of $i$ modulo 3 , as shown in Fig. 7(b). This method is known as the 3 -site iTEBD method. Compared to the 2 -site algorithm, two singular-value decompositions are required to decompose the tensor into a product of five smaller tensors. While we presented the example of a first-order product formula, imaginary time evolution can also be realized using higher-order product formulas.

Now we consider constructing NUSCs by averaging different Suzuki-Trotter product formulas. When calculating the groundstate energy via $\operatorname{Tr}(H|G\rangle\langle G|) / \operatorname{Tr}(|G\rangle\langle G|)$ with $|G\rangle=\lim _{\tau \rightarrow \infty} e^{-\tau H}|\Psi\rangle$, we can represent $|G\rangle\langle G|$ as a weighted average of different simulations $U_{1}, \ldots, U_{M}$ as

$$
\begin{equation*}
|G\rangle\langle G|=\sum_{m=1}^{M} p_{m} U_{m}|\Psi\rangle\langle\Psi| U_{m}^{\dagger} \tag{E5}
\end{equation*}
$$

where $\left\{p_{1}, \ldots, p_{M}\right\}$ are the weights. Since the iTEBD algorithm is a classical computational method, we can directly take the average of the unitaries $U_{m}$, which can be regarded as a non-unitary operation on the initial state $|\Psi\rangle$ :

$$
\begin{equation*}
|G\rangle=\sum_{m=1}^{M} p_{m} U_{m}|\Psi\rangle \tag{E6}
\end{equation*}
$$

To study the performance of the averaging technique, we perform a numerical experiment on both two-body Hamiltonians and three-body Hamiltonians. For the 2 -site iTEBD method, we consider a Heisenberg model with nearest-neighbor 2-body terms:

$$
\begin{equation*}
H=\sum_{i}\left(X_{i} X_{i+1}+Y_{i} Y_{i+1}+Z_{i} Z_{i+1}\right) \tag{E7}
\end{equation*}
$$

where $X_{i}, Y_{i}, Z_{i}$ are Pauli operators on spin $i$. We exploit an algorithm similar to that in Ref. [41] and decrease time-step size $d \tau \in\{0.1,0.01,0.001\}$. As we expect the ground state as the output of the algorithm, the converged state should remain unchanged after each iteration $d \tau$. We measure the distance between the states before and after each iteration and regard it as the error for each iteration. Once this distance is below a certain threshold, we say the algorithm has converged at the current time-step size and we decrease the time-step size. Otherwise, we enter the next iteration. We count the total number of iterations required for the algorithm to converge for all $d \tau \in\{0.1,0.01,0.001\}$. We set the threshold value as $10^{-10}$ in the following numerical experiments. As shown in Fig. 8(a), we compare the number of iterations that the algorithm requires to convergence for first, second, and fourth-order standard Suzuki-Trotter formulas and for the unweighted average ( $p=0.5$ ) —using Eq. (E5) of two first- and second-order Suzuki-Trotter formulas corresponding to the two orderings of $H_{\text {odd }}$ and $H_{\text {even }}$. In Fig. 8(b), we perform a similar numerical experiment using a linear combination of unitaries [Eq. (E6)] instead of taking a mixture of states [Eq. (E5)]. We observe that, by averaging different simulations, one can reduce the required iteration number by a factor of three.
(a) 2-body Heisenberg model + Combining states


FIG. 8: Application of averaging simulations in iTEBD methods with equal weight $p_{1}=p_{2}=0.5$ for two first- and second-order SuzukiTrotter formulas with permuted sequences.
(a) Using 2-site iTEBD methods to calculate the ground state of the Hamiltonian in Eq. (E7). We compute the error as a function of iteration number for first- $(k=1)$, second- $(k=2)$, and fourth-order $(k=4)$ Suzuki-Trotter formulas and for combining two first-order (labeled "Rand. $k=1 "$ ) and two second-order (labeled "Rand. $k=2$ ") simulations via Eq. (E5). (b) Same as (a), but using a linear combination of unitaries [Eq. (E6)]. (c) Same as (a), but using the 3-site iTEBD method to calculate the ground state of the Hamiltonian in Eq. (E8) with $J_{i}=h_{i}=-V_{i}=1$. (d) Same as (c), but for the Hamiltonian in Eq. (E9).

For the 3 -site iTEBD method, we observe a similar speedup in the convergence of the iTEBD algorithm. Specifically, we consider the family of Hamiltonians

$$
\begin{equation*}
H=-\sum_{i}\left(J_{i} Z_{i-1} X_{i} Z_{i+1}+V_{i} X_{i} X_{i+1}+h_{i} X_{i}\right) \tag{E8}
\end{equation*}
$$

specified by parameters $J_{i}$, $V_{i}$, and $h_{i}$. This family of Hamiltonians is used in the study of topological edge states defined at arbitrarily high energies [50] and in the study of Floquet symmetry-protected topological (SPT) phases [51,52]. The Hamiltonian in Eq. (E8) has a $\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetry. In the extreme case when $V_{i}=h_{i}=0$, the model is exactly solvable by mapping to free fermions, and the eigenstates of Eq. (E8) are the mutual eigenstates of the stabilizers $Z_{i-1} X_{i} Z_{i+1}$. These eigenstates are SPT states and the ground states are called cluster states. When $V_{i}, h_{i} \neq 0$, the single- and two-body terms make the ground states deviate from cluster states, and the model can not be solved exactly. In Fig. 8(c), we fix the parameters to be $J_{i}=h_{i}=-V_{i}=1$ and apply the 3 -site iTEBD method to calculate the ground-state energy and the ground-state wavefunction. In particular, we plot the error for the ground state (the trace distance between the output state and the actual ground state) as a function of the number the iterations. In order to perform averaging, we combine with equal weight $(p=0.5$ ) via Eq. (E5) two product formulas, such that the first product formula has the term ordering as in Eq. (E8) and the second product formula has the order of the terms reversed. We see that, using the averaging technique, we achieve a $50 \%$ reduction in the iteration number required to converge
to the ground state.
It is worth mentioning that, in some cases, we can get more dramatic reductions in the number of iterations required to converge. As an example, consider the following one-dimensional spin model with 3-body terms:

$$
\begin{equation*}
H=-\sum_{i}\left(Z_{i-1} X_{i} Z_{i+1}+Y_{i}\right) \tag{E9}
\end{equation*}
$$

In Fig. 8(d), we use the 3 -site iTEBD method to approximate the ground state and the ground-state energy for this model. For the averaging technique, we again combine with equal weight ( $p=0.5$ ) via Eq. (E5) two product formulas at both order $k=1$ and order $k=2$ with the second one reversing the order of the three Hamiltonian terms. While the algorithms that exploit standard (not averaged) Suzuki-Trotter formulas require more than $5 \times 10^{4}$ steps even for fourth-order formulas, a simple equally-weighted combination of two first-order product formulas requires fewer than 500 steps to converge to the final energy, which is a two-orders-of-magnitude improvement compared to the unaveraged algorithm.

## Appendix F: Derivation of step and sample complexity for long-time simulations

In Section III A, we have shown that, by applying permutations of Hamiltonian terms and using weighted averaging, we can reduce the quantum simulation error. In particular, we demonstrated how this approach works in the case where we choose only a few permutations. By choosing a larger number of contributing permutations, we expect an increasing ability to reduce the simulation error. In particular, in Section III A, we show that averaging over the complete permutation group with equal weights for a Hamiltonian composed of $\Gamma$ terms provides a reduction in the asymptotic leading error term by a factor of $\Gamma$. This approach is immediately applicable to Hamiltonians with a small number of terms. However, the size of the permutation group grows exponentially with the number of Hamiltonian terms, and averaging a large number of permuted product formulas requires more resources. To address this issue, we mention in Section III A an alternative approach: to randomly sample all the product formulas in the permutation group with equal weights. In Section III A, we also give an upper bound on the statistical error from sampling a limited number of permutations. In this appendix, we prove this bound. The resulting bound also holds for Section III B, where we are averaging over a large number of symmetries in the symmetry group with equal weights. For technical simplicity, we consider the spectral norm in this section, which is different from the Frobenius norm considered in the main text.

We assume that the simulation $U_{m}(N, \Delta t)$ is an $N$-step simulation with the simulation block $U_{m}(\Delta t)$ in each step being a product formula with leading-order error $O\left(t^{q}\right)$. Consider running our algorithm $T$ times (corresponding to $T$ different choices of $m$ in $U_{m}(N, \Delta t)$ ) and averaging (with equal weights) the results of observable measurements afterward. The step size should be small, $\Delta t=t / N \ll 1$, while $t$ could have an arbitrary value. The simulation error for a particular input state $\rho$ can be written as $(1 / T) \sum_{j} U_{(j)} \rho U_{(j)}^{\dagger}-V \rho V^{\dagger}$, where $V$ is the ideal evolution. Defining $\mathcal{U}(\rho)=(1 / T) \sum_{j} U_{(j)} \rho U_{(j)}^{\dagger}$ and $\mathcal{V}(\rho)=V \rho V^{\dagger}$, we can write the spectral norm of the simulation error as

$$
\begin{align*}
\|\mathcal{U}(\rho)-\mathcal{V}(\rho)\| & \leq\|\mathcal{U}(\rho)-\mathcal{V}(\rho)\|_{1} \\
& \leq \max _{\rho}\|\mathcal{U}(\rho)-\mathcal{V}(\rho)\|_{1} \\
& \leq \max _{\varphi \in \mathcal{C}^{4 n} \times 4^{n}}\|(\mathbb{I} \otimes \mathcal{U})(\varphi)-(\mathbb{I} \otimes \mathcal{V})(\varphi)\|_{1} \\
& =\|\mathcal{U}-\mathcal{V}\|_{\diamond} \\
& \leq 2\left\|\frac{1}{T} \sum_{j} U_{(j)}-V\right\| \tag{F1}
\end{align*}
$$

where $\|\cdot\|_{1}$ is the trace norm, $\|\cdot\|_{\diamond}$ is the diamond norm between quantum channels, and $\mathbb{I} \otimes \mathcal{U}(\cdot)$ is the channel that performs the identity channel on the first $n$ qubits and $\mathcal{U}(\cdot)$ on the remaining $n$ qubits. Here, the first line follows from the definition of the norms, the third line uses the fact that $\left\|(\mathbb{I} \otimes \mathcal{U})\left(\frac{I}{2^{n}} \otimes \rho\right)-(\mathbb{I} \otimes \mathcal{V})\left(\frac{I}{2^{n}} \otimes \rho\right)\right\|_{1}=\|\mathcal{U}(\rho)-\mathcal{V}(\rho)\|_{1}$ for any $\rho$, and the last line follows from Lemma 3.4 of Ref. [25]. We decompose $(1 / T) \sum_{j} U_{(j)}-V$ into the expectation bias $\mathbb{E}\left[U_{(j)}\right]-V$ and the fluctuation error represented as

$$
\begin{equation*}
E_{\text {Fluc }}=\frac{1}{T} \sum_{j=1}^{T} U_{(j)}(N, \Delta t)-\mathbb{E}\left[U_{m}(N, \Delta t)\right] \tag{F2}
\end{equation*}
$$

where $U_{(j)}$ is the $j$-th random sample of our algorithm (i.e. one of the $U_{m}(\Delta t)$ ). The following theorem asserts the sample $(T)$ and step $(N)$ complexity required to bound $\left\|E_{\text {Fluc }}\right\|_{2}$. We remark that this sample complexity does not consider the number of samples that are required to converge to expectation values of observables.

Theorem 2. Consider simulating the dynamics $V=e^{-i H t}$ of an $n$-qubit Hamiltonian $H=\sum_{j=1}^{\Gamma} H_{j}$. Pick $\epsilon, \delta>0$ and consider drawing $T$ random simulations $U_{(1)}, \ldots, U_{(j)}, \ldots, U_{(T)}$ each of $N$ steps and $\Delta t=t / N \ll 1$ such that

$$
\begin{equation*}
T=\Omega\left(\frac{\gamma t^{q}}{N^{(2 q-1) / 2} \epsilon}\left(n+\log \left(\frac{1}{\delta}\right)\right)^{1 / 2}\right) \tag{F3}
\end{equation*}
$$

where $\gamma=\left\|E_{m}^{(q)}\right\|_{2}+\left\|\xi_{m}^{(q)}\right\|_{2}, E_{m}^{(q)}$ is the error matrix for each time step, and $\xi_{m}^{(q)}$ is the part of $E_{m}^{(q)}$ that commutes with $H$, following notation from the main text. Then with probability at least $1-\delta$, the fluctuation error $\left\|E_{\text {Fluc }}\right\|_{2}$ is bounded above by $\epsilon$. Equivalently, if we fix $T$ and set the step number to be

$$
\begin{equation*}
N=\Omega\left(\frac{\gamma^{2 /(2 q-1)} t^{2 q /(2 q-1)}}{(T \epsilon)^{2 /(2 q-1)}}\left(n+\log \left(\frac{1}{\delta}\right)\right)^{1 /(2 q-1)}\right) \tag{F4}
\end{equation*}
$$

then the fluctuation error $\left\|E_{\text {Fluc }}\right\|_{2}$ is bounded above by $\epsilon$ with probability at least $1-\delta$.
Proof. The proof of Theorem 2 follows from the matrix Bernstein inequality [37-39]. We introduce several mathematical results regarding matrix concentration inequalities. Suppose $X_{1}, \ldots, X_{N}$ are independent and identically distributed (i.i.d.) random variables. According to the strong law of large numbers, the sample mean $1 / N \sum_{i=1}^{N} X_{i}$ converges to the expectation $\mathbb{E}\left[X_{i}\right]$ for large $N$. For random matrices $X_{1}, \ldots, X_{N}$, the following matrix Bernstein inequality holds [37]:

Lemma 3 (matrix Bernstein inequality [37-39, 53, 54]). Consider a set of $d \times d$ random matrices $\left\{X_{1}, \ldots, X_{T}\right\}$ with $\mathbb{E}\left[X_{i}\right]=0$ and $\left\|X_{i}\right\|_{2} \leq R$ for all $i$. Then for any $\tau>0$, we have

$$
\begin{equation*}
\operatorname{Pr}\left[\left\|\sum_{i=1}^{T} X_{i}\right\|_{2} \geq \tau\right] \leq 2 d \exp \left(\frac{-\tau^{2} / 2}{T R^{2}+R \tau / 3}\right) \tag{F5}
\end{equation*}
$$

Now we continue to prove Theorem 2. We first prove the sample complexity result given in Eq. (F3). We denote $X_{j}=$ $\frac{1}{T} U_{(j)}-\frac{1}{T}\left(\mathbb{E}\left[U_{m}\right]\right)$ for $j=1, \ldots, T$, which satisfies $\mathbb{E}\left[X_{j}\right]=0$. Moreover, the spectral norm of each random variable $X_{j}$ is bounded by

$$
\begin{align*}
\left\|X_{j}\right\|_{2} & =\frac{1}{T}\left\|U_{(j)}-\left(\mathbb{E}\left[U_{m}\right]\right)\right\|_{2}  \tag{F6}\\
& \leq \frac{1}{T}\left\|\mathbb{E}\left[U_{m}\right]-V\right\|_{2}+\left\|V-U_{(j)}\right\|_{2}  \tag{F7}\\
& \leq \frac{N}{T} \max _{m}\left[\left\|E_{m}^{(q)}\right\|_{2}+\left\|\xi_{m}^{(q)}\right\|_{2}\right] t^{q} / N^{q} \tag{F8}
\end{align*}
$$

In the second line, we used the triangle inequality. The first term in the second line is bounded by $N\left\|\xi_{m}^{(q)}\right\|_{2}(t / N)^{q}$ according to Eq. (11) in the main text if we only consider the leading-order error. The second term in the second line is bounded by $N\left\|E_{m}^{(q)}\right\|_{2}$ using the assumption that $U_{m}$ is a product formula with leading order $O\left(t^{q}\right)$. Thus we obtain the bound in the third line. We apply the matrix Bernstein inequality to the sum $\frac{1}{T} \sum_{j=1}^{T} U_{(j)}-\left(\mathbb{E}\left[U_{m}\right]\right)=\sum_{j=1}^{T} X_{j}$ with $R=\gamma t^{q} / T N^{q-1}$. Therefore, given $\epsilon \leq N R$, the probability that $\left\|\frac{1}{T} \sum_{j=1}^{T} U_{(j)}-\left(\mathbb{E}\left[U_{m}\right]\right)\right\|_{2} \geq \epsilon$ can be bounded by

$$
\begin{align*}
\operatorname{Pr}\left[\left\|\sum_{i=1}^{T} X_{i}\right\|_{2} \geq \epsilon\right] & =\operatorname{Pr}\left[\left\|\frac{1}{T} \sum_{j=1}^{T} U^{N, j} \ldots U^{1, j}-\left(\mathbb{E}\left[U_{m}\right]\right)^{N}\right\|_{2} \geq \epsilon\right]  \tag{F9}\\
& \leq 2 d \exp \left(\frac{-\epsilon^{2} / 2}{N R^{2}+R \epsilon / 3}\right)  \tag{F10}\\
& \leq 2 d \exp \left(\frac{-3 \epsilon^{2}}{8 N R^{2}}\right)  \tag{F11}\\
& =2 d \exp \left(\frac{-3 T^{2} N^{2 q-1} \epsilon^{2}}{8 \gamma^{2} t^{2 q}}\right) \tag{F12}
\end{align*}
$$

Therefore, if we choose $T \geq \Theta\left(t^{q} \gamma \epsilon^{-1} N^{-(2 q-1) / 2}\left(n+\log (1 / \delta)^{1 / 2}\right)\right)$, then we have $\left\|\frac{1}{T} \sum_{j=1}^{T} U_{(j)}-\left(\mathbb{E}\left[U_{m}\right]\right)\right\|_{2} \leq \epsilon$ with probability at least $1-\delta$.


FIG. 9: (a) We employ the second-order $(k=2)$ product formula as $U_{1}$ and plot the error reduction as a function of the number of Haar-randomly chosen symmetry transformations at $t=100$ and different power-law exponents $\alpha=0,1,2$, 4. The dashed horizontal line represents the error reduction achieved by combining 3 ! second-order product formulas with all possible orderings of Hamiltonian terms $H_{X}$, $H_{Y}$, and $H_{Z}$. (b) Same as (a), but for the 4 th-order $(k=4)$ product formula. (c) Same as (a), but for the 6 th-order $(k=6)$ product formula. (d) We use the symmetry operator $\sum_{i=1}^{n} H_{i}$ and construct $C_{m}=\exp \left(i(m) \bigoplus_{i=1}^{n} H_{i} \Delta\right)$ for $m=0, \ldots, M-1$ and $\Delta=0.01$, where $H_{i}$ is the Hermitian Hadamard matrix acting on qubit $i$. The initial simulation is the 6 th-order product formula. We plot the error reduction as a function of the number of symmetry transformations at different power-law exponents $\alpha$.

For the step complexity when we fix $T$, it follows from Eq. (F12) that, if $N \geq$ $\Theta\left(\gamma^{2 /(2 q-1)} t^{2 q /(2 q-1)}(n+\log (1 / \delta))^{1 /(2 q-1)} /(T \epsilon)^{2 /(2 q-1)}\right)$, then $\left\|\frac{1}{T} \sum_{j=1}^{T} U_{(j)}-\left(\mathbb{E}\left[U_{m}\right]\right)\right\|_{2} \leq \epsilon$ with probability at least $1-\delta$.

The sample complexity given by Eq. (F3) has polynomial dependence on $t$ and $n$. Moreover, when the step size $\Delta t=t / N$ is fixed, the sample complexity is $\Theta\left(N^{1 / 2} \gamma \Delta t^{q}(n+\log (1 / \delta))^{1 / 2} / \epsilon\right)$. This means that, when step size $\Delta t$ is fixed, the sample complexity scales as $T \propto t^{1 / 2}$. On the other hand, if we replace $\Delta t$ with $t / N$, we find that sample complexity scales as $N^{-(2 q-1) / 2}$. This means that, for fixed $t$, we can reduce sample complexity by increasing the step number $N$ (i.e. by decreasing the step size $\Delta t$ ). Alternatively, we can also bound the fluctuation error with high probability even with $T=1$ random sequence (i.e. no averaging), provided that the step complexity $N$ is large enough to satisfy Eq. (F4). In this extreme case, the contributing simulation error itself is very small, which makes the fluctuation error bounded by $\epsilon$. Compared with the step complexity of qDRIFT, which is $\Theta\left(t^{2} \gamma^{2}(n+\log (1 / \delta)) / \epsilon^{2}\right)$ [25], our step complexity has more favorable dependence on $t, \epsilon, \gamma,(n+\log (1 / \delta))$ as we employ higher-order $(q>1)$ digital quantum simulations in each step. In particular, when the simulations $U_{(1)}, \ldots, U_{(T)}$ are chosen as product formulas with large $q$, our step complexity approaches $\Theta\left(\gamma^{1 / q} t(n+\log (1 / \delta))^{1 /(2 q)} / \epsilon^{1 / q}\right)$, which is linear in $t$. It is worth mentioning that this algorithm is scalable to larger systems at the price of an $\Theta\left(n^{1 / 2}\right)$ increase in sample complexity or an $\Theta\left(n^{1 /(2 q)}\right)$ increase in step complexity. Notice that, since step complexity $N$ scales as $T^{-2 /(2 q-1)}$, increasing sample number $T$ is not an effective way to reduce step complexity at large $q$. Finally, we remark again that the sample complexity considered in this paper doesn't take into account the experimental fact that we have to repeat the experiment multiple times to get expectation values of observables.

## Appendix G: Symmetry-based error reduction for the long-range Heisenberg chain

In this section, we first provide additional numerical results for the symmetry protection approach in Section III B. We then prove Eq. (27) in the main text and provide numerics illustrating this equation.

In Fig. 9(a,b,c), we consider the Heisenberg spin chain with power-law interactions [see Eq. (25) in the main text]. We choose symmetry transformations Haar-randomly and observe that, as the number of symmetry transformations $M$ increases, the final error reduction (solid lines) approaches an asymptotic value (dashed lines) given by the uniform mixture of 3 ! $k$ th-order SuzukiTrotter formulas with all possible term orderings of $H_{X}, H_{Y}$, and $H_{Z}$. For the case of $k=1$, the leading-order (second-order) error only contains commutators [ $\left.H_{X}, H_{Y}\right],\left[H_{X}, H_{Z}\right]$, and $\left[H_{Y}, H_{Z}\right]$. By averaging over all 6 sequences, we can eliminate the second-order error term. Averaging over Haar-randomly chosen symmetry transformations also reduces the leading-order error to zero as the commutator of the form $\left[H_{X}, H_{Y}\right]$ contains no quadratic terms such as $X^{2}$ where $X=\sum_{i=1}^{n} X_{i}$. Yet, we were not able to rigorously prove the equivalence between the two approaches in the general case for $k \geq 2$ due to the non-isotropic structure of the high-order error terms.

We now prove Eq. (27) in the main text and provide numerics illustrating this equation. We consider a specific choice of the Hamiltonian-like operator $O=\sum_{i=1}^{n} H_{i}$, where $H_{i}$ is the Hadamard matrix acting on qubit $i$, that generates global rotations around the axis defined by $\mathbf{n}=\frac{1}{\sqrt{2}}(1,0,1)$. Constructing the group elements as $C_{m}=\exp (i m O \Delta)$ for $m=0, \ldots, M-1$ such that $\|O\|_{F} \Delta \ll 1$ and at least on eigenvalue of $O \Delta$ is an irrational multiple of $\pi$, we see that the resulting group has infinite
size since the rotation angles $\phi_{m}$ are irrational multiples of $\pi$. In a generic case, when the symmetry group is infinite (the phases are irrational multiples of $\pi$ ), it is beneficial to have large $M$ because this reduces the error. For an infinite symmetry group $\left\{C_{m}=\exp (i m O \Delta)\right\}_{m=0}^{\infty}$ and for a given simulation error $E$, we decompose the error as $E=\left[O, \eta_{C}\right]+\xi_{C}$ similar to Eq. (8) in the main text, where $\left[O, \eta_{C}\right]\left(\xi_{C}\right)$ is the part of the error that does not commute (commutes) with $O$. We have

$$
\begin{align*}
E_{q}^{\text {sym }} & =\frac{1}{M} \sum_{i=0}^{M-1} e^{-i m O \Delta} E e^{i(m-1) O \Delta} \approx \frac{1}{M} \int_{0}^{(M-1) \Delta} e^{-i O t^{\prime}} \frac{E}{\Delta} e^{i O t^{\prime}} d t^{\prime}  \tag{G1}\\
& =\xi_{C}+\frac{1}{M \Delta}\left[e^{-i(M-1) O \Delta} \eta_{C} e^{i(M-1) O \Delta}-\eta_{C}\right] \tag{G2}
\end{align*}
$$

where $E_{q}^{\text {sym }}$ is defined in Eq. (26) in the main text. This provides the proof for Eq. (27) in the main text, which indicates the $O(1 / M)$ reduction of $\eta_{C}$, which is the part of the error that does not commute of $O$. This allows us to consider the unitary error term $E_{q}^{\text {sym }}$ as a function of the number of symmetry transformations $M$. Fig. 9(d) shows that the NUSC error is suppressed as $M$ grows, similar to the Haar-random case in Fig. 9(a-c) and approaches an asymptotic value. Fig. 9(d) demonstrates that, if the symmetry group does not coincide with the permutation group of Hamiltonian terms, it is beneficial to average the NUSC over a large number $M$ of symmetry transformations.
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