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Abstract

Quantum computers offer the potential to simulate nuclear processes that are classically intractable. With the goal
of understanding the necessary quantum resources to realize this potential, we employ state-of-the-art Hamiltonian-
simulation methods, and conduct a thorough algorithmic analysis, to estimate the qubit and gate costs to simulate
low-energy effective field theories (EFTs) of nuclear physics. In particular, within the framework of nuclear lattice
EFT, we obtain simulation costs for the leading-order pionless and pionful EFTs. For the latter, we consider both
static pions represented by a one-pion-exchange potential between the nucleons, and dynamical pions represented
by relativistic bosonic fields coupled to non-relativistic nucleons. Within these models, we examine the resource
costs for the tasks of time evolution and energy estimation for physically relevant scales. We account for model errors
associated with truncating either long-range interactions in the one-pion-exchange EFT or the pionic Hilbert space in
the dynamical-pion EFT, and for algorithmic errors associated with product-formula approximations and quantum
phase estimation. We find that the pionless EFT is the least costly to simulate, followed by the one-pion-exchange
theory, then the dynamical-pion theory. We demonstrate how symmetries of the low-energy nuclear Hamiltonians
can be utilized to obtain tighter error bounds on the simulation algorithm. Furthermore, by retaining the locality of
nucleonic interactions when mapped to qubits, we achieve reduced circuit depth and substantial parallelization. In the
process, we develop new methods to bound the algorithmic error for classes of fermionic Hamiltonians that preserve
the number of fermions, and demonstrate that reasonably tight Trotter error bounds can be achieved by explicitly
computing nested commutators of Hamiltonian terms. Compared to previous estimates for simulating the pionless
EFT, our results represent an improvement by several orders of magnitude. This work highlights the importance of
combining physics insights and algorithmic advancement in reducing the cost of quantum simulation.
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1 Introduction
A successful computational nuclear-physics program is crucial for a range of endeavors, including enhancing our
understanding of the densest forms of matter (such as in the cores of nuclei and the interiors of neutron stars); making
reliable predictions for fission and fusion processes of interest in energy research and astrophysics; and determining the
response of nuclear targets in tests of the Standard Model and searches for new physics, such as in neutrino-nucleus
scattering, neutrinoless double-beta decay, and dark-matter direct detection. Solving quantum many-body problems,
in and out of equilibrium, is at the heart of this program and continues to benefit from computational advances in
high-performance computing [CN16] and from novel approaches such as machine learning [Bed+21; Boe+21].

While it is desirable to predict nuclear phenomena from the underlying Standard-Model interactions via the method
of lattice quantum chromodynamics (QCD), such first-principles simulations have only been feasible so far for single
nucleons [Aok+22; Dav+22], and for light nuclei with unphysical Standard-Model parameters to tame the computational
cost [Dav+21; Dri+21]. An alternative and more realistic route toward simulating large nuclear systems is to consider
nucleons, i.e., protons and neutrons (instead of quarks and gluons), as the fundamental degrees of freedom, where the
interactions are deduced from experiment or by matching to analytical and numerical predictions of QCD. The benefit is
that nucleons behave as non-relativistic fermions for most phenomenological scenarios of interest. Thus, the problem
reduces to solving a non-relativistic many-body Schrödinger equation, for which approaches such as quantum Monte
Carlo [Car+15], no-core shell model [BNV13], coupled-cluster [Hag+14], self-consistent Green’s function [Car+13],
in-medium similarity renormalization group [Her+16], and nuclear lattice [LM19] methods have been developed and
applied successfully.

Unfortunately, even such an effective approach is computationally intractable with current computing resources
for certain nuclei, particularly those beyond medium-mass isotopes [CN16; Tew+20]. The difficulty arises from the
exponential increase in the size of the Hilbert space as a function of the number of nucleons, along with an intrinsic
fermionic sign problem plaguing current methods. In particular, nuclear dynamics, relevant to studying nuclear reactions
and nuclear responses to experimental probes, is a much less explored territory, except for lighter nuclei or in limited
scenarios [NQ22; Rus+22; LMD21]. For such problems, one has to rely on phenomenological models, as well as
semi-classical, mean-field, or truncated Hilbert-space approaches [Fae+08; AI81; NVR11; YB03; BJS20; Neg82;
Cau+05; Ots+01], to be able to describe the physics of heavy nuclei and nuclear matter, often at the cost of unquantified
uncertainties. Thus, it is important to seek feasible strategies for performing accurate nuclear-physics computations.

A reliable first-principles route in the long run may be to employ quantum computation. This prospect, along with
recent advances in both algorithms and hardware technology, has inspired extensive research into applications of quantum
computing to many computationally-oriented disciplines such as materials science and quantum chemistry [McA+20;
Cao+19; Bab+17b; Bau+20a; Bur+21; Cli+22], and more recently, high-energy and nuclear physics [Bau+22; Cat+22;
HPS22; Bec+19; Bec+23; Bau+23; Rub+23]. By storing the state of a quantum system in a register of qubits (or
higher-dimensional subsystems), quantum computers can represent and evolve a quantum model much more efficiently
than classical computers. A common trend in algorithmic research, particularly in materials science and quantum
chemistry, has been to adopt generic quantum-simulation algorithms as a first attempt, and then to develop algorithms with
improved performance through various strategies, such as extensive optimizations at the circuit level [Wec+14; Has+14;
Wec+15; Bab+18b]. Such applications can benefit from advancement in generic quantum-simulation algorithms, but
they can also inspire new algorithms. For example, hybrid classical-quantum algorithms such as variational methods
were developed and improved in response to the need for extremely precise energy spectra in quantum chemistry using
near-term quantum computing [Per+14; McC+16; OMa+16; Cer+21]. It is conceivable that applications in nuclear
physics will provide another avenue for further development of quantum-simulation algorithms, given the peculiarities
of the quantum many-body problem in nuclear physics and the diversity of phenomena to be simulated.

The nuclear potential involves short-, intermediate-, and long-range interactions, two- and higher-body interactions,
and becomes increasingly complex as the energy and density grow. Furthermore, both static and dynamical quantities
are intensely studied in nuclear physics. The first adoption of quantum algorithms for the quantum many-body
problem was reported in the pioneering work of Ovrum and Hjorth-Jensen [OH07], followed by that of Dumitrescu et
al. [Dum+18], in which the deuteron binding energy was quantum computed using a variational quantum eigensolver,
and of Roggero et al. [RC18; Rog+20b] concerning nuclear response in electron- and neutrino-nucleus scattering,
stimulating a growing body of work in similar problems [Rog+20a; Bar+22; Cho+21; Qia+21b; Hol+20; Tur+23;
Tur+22; SBC22; Du+21a; Du+21b; Qia+21a; She+19; Pér+23; RS23]. As with quantum-chemistry simulations that
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employ a variety of representations for the Hamiltonian, e.g., in first- or second-quantized forms [Kiv+17; Su+21;
Bab+16; Jor12; Mol+16; Bab+17a] and momentum- or position-space bases [Ste+22], the nuclear many-body problem
can be cast in various representations adapted to the many-body method of choice. Each approach has its own systematic
uncertainties associated with ways the degrees of freedom are truncated to fit the problem within the computational
resources available. For example, the aforementioned work of Roggero et al. [Rog+20b] adopts a (spatial) lattice
formulation with the leading-order chiral EFT Hamiltonian with contact two- and three-body interactions [Lee09;
LM19], and performs a thorough algorithmic analysis to estimate the resources used to compute time evolution of the
system within given accuracy, using first- and second-order product formulae [Suz91; Wie+10; Chi+21]. Subsequently,
there has been more progress in bounding the errors in digitized time dynamics using product formulae. For example, it
is known that information about properties of the state under evolution, such as its symmetries and energy domain, can
greatly tighten the bounds [SHC21; YC21; ŞS21; Zha+22]. Such improved bounds are crucial for accurately estimating
simulation costs.

We should also investigate the algorithmic cost of more realistic nuclear Hamiltonians, given that more complex
effective interactions are in play when larger nuclei or denser environments are concerned—systems that are prime
candidates for quantum-computing applications. For example, pion exchanges and, eventually, pion production become
kinematically relevant as atomic numbers and momentum transfers increase, making the use of pionless EFT [KSW96;
KSW98; Van99; BHV99; CRS99; BV02] insufficient. A primary question is how to efficiently simulate a system
described by a pionful Hamiltonian, and whether it is computationally advantageous to treat pions as dynamical degrees
of freedom, or—as is standard in the framework of chiral nuclear forces—to integrate them out to obtain long-range
potentials such as one-, two-, and multi-pion exchange potentials [Wei90; Wei91; ME11; EHM09]. In other words,
is it beneficial to work with pion potentials, resulting in a non-local formulation, or to restore locality at the cost of
introducing pions explicitly? This question has parallels in lattice-gauge-theory simulations and has been recently
investigated for one-dimensional theories [Ngu+22; Sha+20]. Additionally, nucleons are fermions in a three-dimensional
space, and mapping them to qubit degrees of freedom introduces a gate overhead in non-local mappings such as the
Jordan-Wigner transformation [JW28], or both qubit and gate overhead in local mappings such as the Verstraete-Cirac
encoding [VC05]. The interplay between the (non-)locality of interactions and the (non-)locality of the fermion-to-qubit
mapping is also a key feature to investigate.

This paper provides the first steps toward addressing the questions posed above, taking the developments in
algorithmic analysis for quantum simulation of nuclear lattice EFTs to the next level. In particular, we combine more
efficient constant-circuit-depth fermion-to-qubit encodings with state-of-the-art error-bound analysis for product-formula
simulations, including symmetry considerations, to obtain substantially improved cost estimates for simulating time
evolution and estimating the energy spectrum of a nucleus using the leading-order Hamiltonian. We also provide the
first cost estimates for simulations involving pions. The costs estimates are given in terms of 2-qubit circuit depths and
T-gate counts.

The rest of the paper is organized as follows. In Section 2, we review the nuclear EFTs of relevance to this study,
their representation on a discretized finite spatial cubic lattice, and the fermion-to-qubit mappings that we consider.
We also review our simulation strategy based on product formulae for digitizing the time-evolution operator and
commutator bounds quantifying the accuracy of such formulae, as well as energy spectroscopy based on the standard
quantum-phase-estimation algorithm. In Section 3, we introduce the mapping of both pionless and pionful EFT
interactions to Pauli operators. In Section 4, we present the circuit decomposition of each step of the Trotterized
time evolution in all the theories considered and estimate resource requirements for both near- and far-term quantum
computing. In Section 5, we derive a new bound on the accuracy of the 𝑝th-order product formula using an improvement
arising from fermion-number conservation, and apply this result to the pionless EFT. In Section 6, we analyze the full
cost of the simulation, including time evolution and energy-spectroscopy costs. In Section 7, we present a summary of
our results, along with remarks on further improvements and future directions. Appendices A to F supplement various
discussions in the paper and provide detailed derivations of a number of results introduced in the main text.

2 Preliminaries
The goal of this section is to review basic aspects of nuclear physics and nuclear EFTs, as well as quantum-simulation
theory of relevance to this work. In particular, we motivate the set of nuclear Hamiltonians studied in this work, and give
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a brief overview of fermion-to-qubit mappings, product-formula methods for quantum simulation, and quantum phase
estimation for energy spectroscopy. While parts of this section will likely be elementary to experts in the respective
fields, the Section serves to set up the problem and introduce our notation.

2.1 Nuclear Effective Field Theories
The underlying interactions governing all nuclear phenomena are those of the Standard Model of particle physics: the
strong and electroweak interactions. To calculate properties of nuclei from the Standard Model—in particular via QCD,
the theory of the strong force—non-perturbative methods such as numerical Monte Carlo simulations are required.
However, certain features of QCD allow for a more computationally tractable organization of hadronic and nuclear
systems. The most consequential feature is perhaps confinement, the notion that the low-energy degrees of freedom in
QCD are not quarks and gluons, but rather confined composite states of those constituents, called hadrons. The other
significant feature of interactions in QCD is an approximate chiral symmetry, the property that the nearly massless
left- and right-handed light quarks transform independently under a non-Abelian SU(2) quark-flavor symmetry. This
symmetry breaks spontaneously in the vacuum, generating a set of (pseudo-)Goldstone bosons called pions, with masses
much smaller than those of the other hadrons.1 The interactions of pions with themselves and with the other hadrons are
greatly constrained because of this chiral symmetry breaking, since Goldstone bosons interact only with derivative
couplings, so at low energies they become almost non-interacting. Chiral symmetry also relates various interactions’
strengths as well as the couplings to external electromagnetic and weak currents of the Standard Model.

At low energies, a systematic expansion in powers of 𝑄/Λ𝜒 and 𝑚𝜋/Λ𝜒, called chiral perturbation theory [GL84;
Leu94], describes the interactions of pions among themselves and with other hadrons, including with the nucleons.
Here, 𝑄 is any intrinsic momentum in the process, e.g., the relative momentum of hadrons in a scattering process
or the momentum transfer in the response of the hadron to an external probe, 𝑚𝜋 is the mass of the pion, and Λ𝜒
is the energy scale above which chiral perturbation theory breaks down, estimated to be around the mass of the 𝜌
resonance (𝑚𝜌 ≈ 770 [MeV] [Gro+22]). Chiral perturbation theory is one of the most successful theories of hadronic
physics. Once its interaction couplings, called low-energy constants, were constrained by experimental data in a few
processes, the theory was used to make many non-trivial predictions for other processes, order-by-order in a momentum
expansion [Eck95; SS11; Sch03].

However, for systems composed of two or more nucleons, chiral perturbation theory does not apply. In contrast
to pions, whose interactions are governed by their (pseudo) Goldstone-boson nature, interactions of nucleons do not
vanish at low energies. Furthermore, nucleons can interact strongly, hence the formation of atomic nuclei, which
are bound states of protons and neutrons. Such features cannot be described by perturbation theory. Weinberg,
nevertheless, developed an EFT that combines a perturbative nuclear potential with a non-perturbative solution to
the corresponding Schrödinger equation to generate non-perturbative features such as bound states, and to compute
scattering amplitudes [Wei90; Wei91]. Unfortunately, the convergence rate of the Weinberg scheme in some two-nucleon
scattering channels is poor [Bea+02]. Furthermore, due to the mixing of different perturbative orders in solving the
Schrödinger equation, scattering observables computed within this scheme show sensitivity to the ultraviolet cutoff of
the effective description [NTK05; Gri20; Van20]. Kaplan, Savage, and Wise (KSW) came up with a strictly perturbative
approach to compute observables, after non-perturbatively summing up the leading-order contact interactions of two
nucleons [KSW96; KSW98]. This approach fixes the convergence issue of the Weinberg approach in some channels,
but fails to converge in channels in which the Weinberg scheme works well [FMS00]. Despite the success of both the
Weinberg and KSW schemes and their descendants in ab initio nuclear many-body studies (i.e., those based on nucleonic
degrees of freedom), and an enhanced understanding of their limitations, the search for the most reliable EFT of nuclear
forces with pions continues [Bea+02; NTK05; Bir06; EM13; Val+17; WL+19; Kap20; Gri20; Van20; HKV20].

At momenta much lower than the pion mass, another EFT, called pionless EFT, is applicable. In the pionless EFT,
pions are integrated out and their effects are included only implicitly in the interactions between nucleons [KSW96;
KSW98; Van99; BHV99; CRS99; BV02]. Pionless EFT has shown more robust convergence properties for a range of
observables in two- and multi-nucleon systems [HKV20], but its range of validity is limited to rather small momenta.

Quantum computing has the potential to simulate nuclear systems that are out of reach of classical numerical methods.

1Pions would be strictly massless if the original chiral symmetry were exact. Due to a non-zero but small mass for the 𝑢 and 𝑑 quarks, chiral
symmetry is explicitly broken, but only by a small perturbative amount.
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Figure 1: Feynman diagrams that schematically represent the various interactions encountered at leading order in the pionless and
pionful chiral EFTs of nuclear forces. Solid lines denote nucleons (of various spin and isospin flavors) and dashed lines are pions (of
various isospin flavors). The full momentum (position), spin, and isospin dependence of the interactions should be deduced from the
Hamiltonians given in the main text. a) and b) depict contact two- and three-nucleon forces, respectively. c) displays the axial-vector
and the Weinberg-Tomozawa pion-nucleon couplings. d) depicts the OPE potential.

Capitalizing on the success of classical computing in addressing increasingly large nuclear isotopes using pionless and
pionful chiral EFTs [Her20; Tew+20], it is natural to develop quantum methods based on the same effective descriptions.
Therefore, we adopt the pionless and pionful chiral effective field theories of nuclear forces as the starting point for
our algorithmic analysis. This analysis is limited to leading-order interactions in the Weinberg power counting of the
potential, in which both contact interactions of nucleons and the one-pion exchange contribution to the potential come at
leading order. For the pionless EFT, beside the leading two-nucleon contact interactions, the three-nucleon contact
interaction is further included, since the latter is necessary to properly renormalize the theory at leading order [BHV99;
BV02]. The interactions are then discretized on a spatial lattice of finite size to form a lattice nuclear EFT. While the
continuum limit of such a theory is not well-defined (consistent with non-renormalizability of EFTs in general), the
bulk limit can be taken at reasonably small lattice spacings, and discretization effects can be properly quantified and
controlled [Kle+15; KLM18]. Quantum algorithms for other formulations of the same problem, such as continuum and
momentum-space methods [Car+15; BNV13; Hag+14; Car+13; Her+16], should also be developed to investigate their
resource requirements, but we leave this to future work.

The leading-order Hamiltonian does not distinguish between neutrons and protons, nor between the three species of
pions. This limit is called the isospin-symmetric point.2 While the explicit forms of the leading-order Hamiltonian on
the lattice for both pionless and pionful effective field theories are provided in Section 3, it is instructive to qualitatively
introduce the various interaction terms that are in play. First, in the isospin-symmetric limit, the nucleons can be
represented as a doublet in the so-called isospin space—a two-dimensional vector space associated with the internal
flavor space of the nucleon, such that the upper isospin component of a nucleon is a proton and its lower component is a
neutron. In other words, 𝑁 =

(𝑝
𝑛

)
, where for the proton 𝐼 = 1

2 and 𝐼3 = 1
2 , and for the neutron 𝐼 = 1

2 and 𝐼3 = − 1
2 , with 𝐼

and 𝐼3 being the total isospin and its third Cartesian component, respectively. Each proton and neutron, furthermore,
is a doublet in the spin space, giving the spin-up proton 𝑆 = 1

2 and 𝑆3 = 1
2 , and the spin-down proton 𝑆 = 1

2 and
𝑆3 = − 1

2 , and similarly for the neutrons. Here, 𝑆 and 𝑆3 are the total spin and its third Cartesian component, respectively.
While the system of two nucleons at low energies, corresponding to an s-wave orbital angular momentum, can naively
constitute four distinct states, corresponding to total isospin and spin (𝐼 = 0, 𝑆 = 0), (𝐼 = 0, 𝑆 = 1), (𝐼 = 1, 𝑆 = 0), and
(𝐼 = 1, 𝑆 = 1), only the so-called isosinglet (𝐼 = 0, 𝑆 = 1) and isotriplet (𝐼 = 1, 𝑆 = 0) channels are allowed. This
is due to the fact that nucleons are fermions, and by the Pauli exclusion principle, their total wavefunction must be
antisymmetric under the exchange of the two nucleons. This results in only two independent two-nucleon low-energy
constants, denoted 𝐶 and 𝐶𝐼2 in the Hamiltonians in Eqs. (67) and (68), and depicted in Fig. 1a. In the pionless EFT,
the three-nucleon interaction is given in Eq. (53) and depicted in Fig. 1b. Here, a single low-energy constant, 𝐷, is
sufficient to ensure renormalizability at leading order [BHV99; BV02].

Besides the contact interactions in the pionful chiral EFT, nucleons interact with pions with a form that is constrained

2This arises from nearly equal masses of 𝑢 and 𝑑 quarks, and the blindness of strong interactions to the (different) electric charge of the two quarks.
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by chiral symmetry. As a result of this interaction, two nucleons can also interact by exchanging a pion at leading order
in the chiral EFT, and by exchanging multiple pions at higher orders [ME11]. This interaction introduces non-trivial
spin and isospin dependence into the nuclear force. At low energies, where the dynamics of pions can be neglected, a
static pion potential can be considered, with a dependence on the distance between nucleons, 𝑟, that is Yukawa-like:
𝑉OPE (𝑟) ∝ 𝑒−𝑚𝜋𝑟/𝑟, where OPE stands for one-pion exchange. The form of this potential on the lattice is given in
Eq. (69) and is diagrammatically represented in Fig. 1d. Alternatively, the pions can be included dynamically to keep
the interactions local. Since pions are neutral and charged scalar fields, this case involves simultaneously simulating
a coupled theory of bosonic and fermionic fields, as in Eqs. (80) to (83), and Fig. 1c). Pions can self-interact, but
contributions from self-interactions of pions come at higher orders in the EFT and do not need to be simulated at leading
order. In this work, we study both approaches to the inclusion of pions in nuclear EFT simulations.

The numerical values of the various constants in the nuclear EFT Hamiltonians of this work are summarized in
Table 1. The values of low-energy constants are (energy) scale-dependent, and the relevant values, along with the
volume and lattice-spacing values, are quoted in the corresponding sections for numerical cost evaluations. We work in
the unit system in which ℏ = 𝑐 = 1, where ℏ is the reduced Planck constant and 𝑐 is the speed of light.

Quantity Symbol Value
Nucleon mass 𝑀 938 MeV

Pion mass 𝑚𝜋 135 MeV
Nucleon axial charge 𝑔𝐴 1.26
Pion decay constant 𝑓𝜋 93 MeV

Table 1: The constant quantities used in this study and their (approximate) values. Although protons and neutrons, as well as the
different species of pions, have slightly different masses, these differences can be neglected at leading order in the chiral nuclear
forces.

2.2 Setting up the Problem on a Spatial Lattice
One way to study nuclear EFTs using a digital computer is to discretize them on a spatial lattice [LM19; Lee09], as
discussed in the preceding section. In this section, we introduce our lattice setup and the discretized degrees of freedom.
Explicit Hamiltonians and their encodings into qubit systems will be presented in Section 3.

Throughout this work, 𝐷 denotes the spatial dimension, where 𝐷 = 3 for the nuclear EFT Hamiltonians. The
𝐿 × 𝐿 × 𝐿 cubic lattice is denoted Λ(𝐿). The lattice spacing 𝑎𝐿 is typically in the range 1–2 fm. Where convenient, we
use standard Cartesian coordinates x = (𝑥1, 𝑥2, 𝑥3) to denote a position on the lattice.

At each lattice site, operations can occur on four distinct degrees of freedom, corresponding to the spin-1/2 and
isospin-1/2 internal space of the nucleon. We let 𝜎𝑆 with 𝑆 ∈ {1, 2, 3} denote Pauli matrices acting on the spin space,
and 𝜏𝐼 with 𝐼 ∈ {1, 2, 3} denote Pauli matrices acting on the isospin space,3 where 𝜎1 = 𝜏1 = 𝑋 , 𝜎2 = 𝜏2 = 𝑌 , and
𝜎3 = 𝜏3 = 𝑍 . Furthermore, [𝜎𝑆]𝛼𝛽 denotes the (𝛼, 𝛽)th entry of the matrix 𝜎𝑆 , and 𝜎 · 𝜎 =

∑3
𝑆=1 𝜎𝑆𝜎𝑆 . Similar

relations hold for 𝜏𝐼 . The totally anti-symmetric tensor in both spaces is denoted 𝜖𝛼𝛽𝛾 .
The fermionic annihilation and creation operators at site x ∈ Λ(𝐿) for species 𝜎 are denoted by 𝑎𝜎 (x) and 𝑎†𝜎 (x),

respectively, where 𝜎 runs over protons, neutrons, and their spin states: 𝜎 ∈ {↑, ↓} × {proton, neutron}. In other words,

𝑎00 (x) = 𝑎↑𝑝 (x), 𝑎01 (x) = 𝑎↑𝑛 (x), 𝑎10 (x) = 𝑎↓𝑝 (x), 𝑎11 (x) = 𝑎↓𝑛 (x). (1)

Occasionally, the position argument 𝑥 may be left implicit. The hat notation on the operators will not be used, and the
operator nature of symbols should be deduced from their context. The fermionic creation and annihilation operators

3These Pauli matrices should not be confused with the Pauli matrices acting on the Hilbert space associated with qubits, which are introduced later.
The former Pauli matrices are introduced to organize the interactions among nucleons and pions in the spin and isospin spaces in a compact form,
while the latter are the operators that act on the qubits in the quantum algorithms of this work.
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satisfy

{𝑎𝜎 (x), 𝑎†𝜎′ (y)} = 𝛿𝜎,𝜎′𝛿x,y , (2)
{𝑎𝜎 (x), 𝑎𝜎′ (y)} = 0, (3)

{𝑎†𝜎 (x), 𝑎†𝜎′ (y)} = 0, (4)

where x, y ∈ Λ(𝐿) and 𝛿x,y B 𝛿𝑥1 ,𝑦1𝛿𝑥2 ,𝑦2𝛿𝑥3 ,𝑦3 . The number operator at site x is denoted by 𝑁𝜎 (x) = 𝑎†𝜎 (x)𝑎𝜎 (x).
The following fermionic bilinear operators will also be used throughout:

𝜌(x) =
∑︁
𝛼

∑︁
𝛽

𝑎
†
𝛼𝛽

(x)𝑎𝛼𝛽 (x), (5)

𝜌𝑆 (x) =
∑︁
𝛼,𝛾

∑︁
𝛽

𝑎
†
𝛼𝛽

(x) [𝜎𝑆]𝛼𝛾𝑎𝛾𝛽 (x), (6)

𝜌𝐼 (x) =
∑︁
𝛼

∑︁
𝛽, 𝛿

𝑎
†
𝛼𝛽

(x) [𝜏𝐼 ]𝛽𝛿𝑎𝛼𝛿 (x), (7)

𝜌𝑆,𝐼 (x) =
∑︁
𝛼,𝛾

∑︁
𝛽, 𝛿

𝑎
†
𝛼𝛽

(x) [𝜎𝑆]𝛼𝛾 [𝜏𝐼 ]𝛽𝛿𝑎𝛾𝛿 (x), (8)

where 𝑆 and 𝐼 are run over the spin and isospin indices, respectively.
An operator 𝐹 is number preserving if it is a sum of products of creation and annihilation operators, where each

product has an equal number of creation and annihilation operators. For an operator 𝐴, : 𝐴 : is the normal-ordering
operation, which places creation operators to the left of annihilation operators. We will also find it useful to define the
following semi-norm, which is just the operator norm restricted to a subspace of a specified fixed number of fermions:

Definition 1 (Fermionic Semi-Norm (Section 2.3 of Ref. [SHC21])). Let 𝑋 be a number-preserving operator and let
|𝜓𝜂⟩ and |𝜙𝜂⟩ be normalized states with exactly 𝜂 fermions. Then, the fermionic semi-norm of 𝑋 is

∥𝑋 ∥𝜂 = max
|𝜓𝜂 ⟩, |𝜙𝜂 ⟩

| ⟨𝜓𝜂 | 𝑋 |𝜙𝜂⟩ |. (9)

Furthermore, if 𝑋 is Hermitian, then

∥𝑋 ∥𝜂 = max
|𝜓𝜂 ⟩

| ⟨𝜓𝜂 | 𝑋 |𝜓𝜂⟩ |. (10)

Finally, we need a lattice-discretized formulation of pions. The pion field at lattice site x is represented by 𝜋𝐼 (x) for
the isospin indices 𝐼 ∈ {1, 2, 3}, and the corresponding conjugate-momentum field is denoted Π𝐼 (𝑥). The bosonic field
operators satisfy the standard commutation relations

[𝜋𝐼 (x),Π𝐼 ′ (y)] =
1
𝑎𝐷
𝐿

𝛿𝐼,𝐼 ′𝛿x,y1, (11)

[𝜋𝐼 (x), 𝜋𝐼 ′ (y)] = 0, (12)
[Π𝐼 (x),Π𝐼 ′ (y)] = 0. (13)

To realize the fermionic and bosonic operators with operators acting on qubits, one needs to find a mapping that
preserves the relevant (anti)commutation relations. The encoding schemes used in this work are introduced in the
following section.

2.3 Encoding Fermions and Bosons in Qubits
Fermionic and bosonic Hamiltonians can be represented on a quantum computer by defining operators acting on qubits
that maintain the necessary commutation or anticommutation relations. This section outlines the encodings that we use
in this work.

9



2.3.1 Fermionic Field Encodings

A wide variety of fermionic encodings, i.e., methods of replicating the fermionic anticommutation relations with Pauli
operators, have been developed for both classical- and quantum-computing applications. Formally, given a fermionic
Hamiltonian 𝐻, an encoding corresponds to an isometry 𝑉 that defines a qubit Hamiltonian

�̃� = 𝑉𝐻𝑉†. (14)

Then, perhaps restricting to an appropriate subspace, the Hamiltonians 𝐻 and �̃� are equivalent up to a unitary
transformation, and the simulator Hamiltonian �̃� replicates the physics of 𝐻 within this subspace. Different encodings
accomplish this task by mapping fermionic operators to different Pauli operators and using various numbers of qubits
per fermionic mode, yielding different simulation costs. For a Pauli operator 𝑆 =

⊗𝑁

𝑖=1 𝑃𝑖 , where 𝑃𝑖 ∈ {𝐼, 𝑋,𝑌 , 𝑋},
the weight of 𝑆 is defined as the number of non-identity 𝑃𝑖 operators. Lower-weight operators lead to shorter-depth
simulation circuits, whereas a low number of qubits per fermionic mode reduces the overhead in the number of qubits
needed for the simulation. Typically, these features must be balanced since optimizing for one of them may negatively
impact the other [CW20; BD23; CK22].

For instance, the well-known Jordan-Wigner encoding [JW28] uses only one qubit per fermionic mode, but requires
Pauli operators of weight𝑂 (𝐿𝐷−1) (the so-called Jordan-Wigner strings) on a𝐷-dimensional spatial lattice. Lower-weight
schemes include the Bravyi-Kitaev scheme, with operators of weight 𝑂 (log(𝐿)) [BK02], its generalizations [WHT16;
CW20; BD23], and others [SW18; Jia+20]. If the interactions described by the fermionic Hamiltonian are physically
local, there exist encodings that produce terms with only constant-weight interactions. Examples include the Bravyi-
Kitaev superfast encoding [BK02] and its generalizations [Set+19], the Verstraete-Cirac encoding [VC05], Majorana
loop stabilizer codes [Jia+19], the compact encoding [Der+21; DK21], and bosonization schemes [Che20; CX+23].
Finally, recent work has shown how to achieve essentially optimal fermionic encodings (relative to a certain cost
function) for translation-invariant systems by searching over the space of possible encodings [CK22]. Determining what
this cost function should be for a particular task depends on multiple factors including, but not limited to, the locality of
the Hamiltonian’s interactions, whether the physical interactions preserve the number of fermions, the dimensionality of
the physical space, the number of species of fermions, the architecture of the quantum computer, and constraints on
circuit depth and qubit numbers.

In this paper, we choose an encoding that provides significant advantage over the common Jordan-Wigner encoding.
In particular, we work primarily with the Verstraete-Cirac (VC) encoding [VC05]. As previously mentioned, this
encoding has the advantage that, for local interactions on a 3D lattice (e.g., hopping between neighboring lattice sites),
the qubit Hamiltonian has constant-weight terms. Furthermore, the number of ancillary qubits introduced by the
encoding depends only on the dimensionality of the lattice, not the number of species of fermions. We also show that
compact encoding of Ref. [Der+21] provides similar advantages for the pionless EFT. The question of whether these
fermionic encodings are “optimal” depends on multiple factors, including device architecture, availability of qubits
versus available circuit depth, and many other factors.

The Verstraete-Cirac encoding. As mentioned before, the Jordan-Wigner strings are inherently non-local. The
fundamental idea underlying the VC encoding is that, by adding unphysical “auxiliary fermions” to all physical sites, one
can modify the Hamiltonian such that the Jordan-Wigner strings associated with these auxiliary fermions cancel out the
Jordan-Wigner strings of the physical fermions on the same site, making many of the previously non-local interactions
local. When restricting to a particular subspace of these auxiliary fermions on which the new, modified Hamiltonian acts
on invariantly, one obtains a qubit Hamiltonian that acts on the physical part of the Hilbert space in a way that preserves
the relevant physics (see Refs. [VC05; Bau+20b] for detailed reviews). The simulation must be initiated in the proper
subspace, adding additional state-preparation cost, which can be performed in 𝑂 (1) circuit depth (see Appendix A). We
do not analyze this cost further, instead focusing on resource estimates for time evolution and spectroscopy.

Nuclear-EFT Hamiltonians involve four distinct fermion species, corresponding to (non-relativistic) protons and
neutrons, with two spin states each. On a cubic lattice in 𝐷 = 3 spatial dimensions, the VC encoding uses ⌈𝐷/2⌉ = 2
additional qubits per spatial lattice site to maintain locality. This gives a total of 4 + 2 = 6 qubits per physical site on the
lattice, i.e., 1.5 qubits per fermionic mode per site. The two auxiliary fermionic modes corresponding to physical spatial
site 𝑖 will be labeled as 𝜇 and 𝜈, where 𝑖 runs from 1 to 𝐿3. The fermion species in the Jordan-Wigner string are then
labeled at a particular lattice site as ↑ 𝑝, ↓ 𝑝, ↑ 𝑛, ↓ 𝑛, 𝜇, 𝜈, as shown in Fig. 2.
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𝜈

𝜇

𝑛 ↓ 𝑛 ↑

𝑝 ↓

𝑝 ↑ 𝜈

𝜇

𝑛 ↓ 𝑛 ↑

𝑝 ↓

𝑝 ↑ 𝜈

𝜇

𝑛 ↓ 𝑛 ↑

𝑝 ↓

𝑝 ↑

𝜈

𝜇

𝑛 ↓𝑛 ↑

𝑝 ↓

𝑝 ↑𝜈

𝜇

𝑛 ↓𝑛 ↑

𝑝 ↓

𝑝 ↑𝜈

𝜇

𝑛 ↓𝑛 ↑

𝑝 ↓

𝑝 ↑

Figure 2: A sketch of how the Jordan-Wigner string appears in the 𝑥-𝑦 plane for the VC encoding. Shaded rectangles denote spatial
sites on the lattice, while circles represent qubits used to encode fermions. The physical qubits are labeled by the fermions they
represent, and the auxiliary fermions are denoted by 𝜇 and 𝜈. The string is purely illustrative of the order in which the sites appear in
the fermionic operators and has no physical interpretation. A similar pattern is assumed once all sites at a given sheet in the 𝑥-𝑦 plane
are traversed and the string connects to a site in the neighboring sheet along the 𝑧 direction, as shown in Fig. 17 in Appendix A.

We denote the Pauli 𝑍 operators at site 𝑖 on the respective qubits as 𝑍↑𝑝
𝑖
, 𝑍

↓𝑝
𝑖
, 𝑍

↑𝑛
𝑖
, 𝑍

↓𝑛
𝑖
, 𝑍

𝜇

𝑖
, 𝑍𝜈
𝑖

, with similar notation
for the Pauli 𝑋 and 𝑌 operators. The qubit representations �̃�𝜎 of the fermionic annihilation operators 𝑎𝜎 for species 𝜎
are

�̃�↑𝑝 ( 𝑗) =
1
2

(∏
𝑖< 𝑗

𝑍
↑𝑝
𝑖
𝑍
↓𝑝
𝑖
𝑍
↑𝑛
𝑖
𝑍
↓𝑛
𝑖
𝑍𝑖′𝑍𝑖′′

)
(𝑋↑𝑝

𝑗
+ 𝑖𝑌 ↑𝑝

𝑗
), (15)

�̃�↓𝑝 ( 𝑗) =
1
2

(∏
𝑖< 𝑗

𝑍
↑𝑝
𝑖
𝑍
↓𝑝
𝑖
𝑍
↑𝑛
𝑖
𝑍
↓𝑛
𝑖
𝑍𝑖′𝑍𝑖′′

)
𝑍
↑𝑝
𝑗
(𝑋↓𝑝

𝑗
+ 𝑖𝑌 ↓𝑝

𝑗
), (16)

�̃�↑𝑛 ( 𝑗) =
1
2

(∏
𝑖< 𝑗

𝑍
↑𝑝
𝑖
𝑍
↓𝑝
𝑖
𝑍
↑𝑛
𝑖
𝑍
↓𝑛
𝑖
𝑍𝑖′𝑍𝑖′′

)
𝑍
↑𝑝
𝑗
𝑍
↓𝑝
𝑗
(𝑋↑𝑛

𝑗
+ 𝑖𝑌 ↑𝑛

𝑗
), (17)

�̃�↓𝑛 ( 𝑗) =
1
2

(∏
𝑖< 𝑗

𝑍
↑𝑝
𝑖
𝑍
↓𝑝
𝑖
𝑍
↑𝑛
𝑖
𝑍
↓𝑛
𝑖
𝑍𝑖′𝑍𝑖′′

)
𝑍
↑𝑝
𝑗
𝑍
↓𝑝
𝑗
𝑍
↑𝑛
𝑗
(𝑋↓𝑛

𝑗
+ 𝑖𝑌 ↓𝑛

𝑗
), (18)

with creation operators defined straightforwardly by Hermitian conjugation.
We now introduce the Majorana operators of the two auxiliary fermions associated with site 𝑗 , defined as

�̃�( 𝑗) =
(∏
𝑖< 𝑗

𝑍
↑𝑝
𝑖
𝑍
↓𝑝
𝑖
𝑍
↑𝑛
𝑖
𝑍
↓𝑛
𝑖
𝑍𝑖′𝑍𝑖′′

)
𝑍
↑𝑝
𝑗
𝑍
↓𝑝
𝑗
𝑍
↑𝑛
𝑗
𝑍
↓𝑛
𝑗
𝑋
𝜇

𝑗
, (19)

¯̃𝜇( 𝑗) =
(∏
𝑖< 𝑗

𝑍
↑𝑝
𝑖
𝑍
↓𝑝
𝑖
𝑍
↑𝑛
𝑖
𝑍
↓𝑛
𝑖
𝑍𝑖′𝑍𝑖′′

)
𝑍
↑𝑝
𝑗
𝑍
↓𝑝
𝑗
𝑍
↑𝑛
𝑗
𝑍
↓𝑛
𝑗
𝑌
𝜇

𝑗
, (20)

�̃�( 𝑗) =
(∏
𝑖< 𝑗

𝑍
↑𝑝
𝑖
𝑍
↓𝑝
𝑖
𝑍
↑𝑛
𝑖
𝑍
↓𝑛
𝑖
𝑍𝑖′𝑍𝑖′′

)
𝑍
↑𝑝
𝑗
𝑍
↓𝑝
𝑗
𝑍
↑𝑛
𝑗
𝑍
↓𝑛
𝑗
𝑍
𝜇

𝑗
𝑋𝜈𝑗 , (21)

¯̃𝜈( 𝑗) =
(∏
𝑖< 𝑗

𝑍
↑𝑝
𝑖
𝑍
↓𝑝
𝑖
𝑍
↑𝑛
𝑖
𝑍
↓𝑛
𝑖
𝑍𝑖′𝑍𝑖′′

)
𝑍
↑𝑝
𝑗
𝑍
↓𝑝
𝑗
𝑍
↑𝑛
𝑗
𝑍
↓𝑛
𝑗
𝑍
𝜇

𝑗
𝑌 𝜈𝑗 . (22)

The goal is to then use these auxiliary Majorana fermions to keep terms of the form 𝑎
†
𝜎 (𝑖)𝑎𝜎 ( 𝑗) + 𝑎†𝜎 ( 𝑗)𝑎𝜎 (𝑖) when

mapped to a qubit Hamiltonian. It is possible to restrict to a subspace in which, along certain paths on the lattice, the
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relation 𝑖 �̃�(𝑖) ¯̃𝜇( 𝑗) |𝜓⟩ = |𝜓⟩ holds for nearest-neighbor pairs (𝑖, 𝑗). It can then be checked that the following mapping
of hopping terms becomes local while preserving the operator on the physical fermions:

𝑎†𝜎 (𝑖)𝑎𝜎 ( 𝑗) + 𝑎†𝜎 ( 𝑗)𝑎𝜎 (𝑖) →
(
�̃�†𝜎 (𝑖)�̃�𝜎 ( 𝑗) + �̃�†𝜎 ( 𝑗)�̃�𝜎 (𝑖)

)
𝑖 �̃�(𝑖) ¯̃𝜇( 𝑗). (23)

Provided one is in the relevant restricted subspace, the action of the right-hand side can be seen to be unchanged by the
inclusion of 𝑖 �̃�(𝑖) ¯̃𝜇( 𝑗). A similar construction is then utilized for the 𝑖�̃�(𝑖) ¯̃𝜈( 𝑗) along a different set of paths on the
lattice. By properly choosing these paths, this construction allows mapping all nearest-neighbor fermionic terms in the
physical Hamiltonian to nearest-neighbor interactions in the qubit Hamiltonian. See Appendix A for more details and
examples concerning the mapping itself, and Section 3 for its use in simulating nuclear EFTs.

The cubic compact encoding. For the pionless EFT, we investigate the three-dimensional version of the compact
encoding [Der+21, Sec. 7] and show that it can somewhat reduce circuit depths, at the expense of using more qubits.
The underlying architecture is a cubic lattice, where some faces of the cubic unit cells have an additional “auxiliary”
qubit embedded in them.

Working with Majorana operators 𝛾(x) = 𝑎(x) + 𝑎† (x) and 𝑖�̄�(x) = 𝑎(x) − 𝑎† (x), one can construct edge and
vertex operators, where the edge operators act between nearest-neighbor vertices (x, y). These satisfy

𝐸 (x, y) = −𝑖𝛾(x)𝛾(y), 𝑉 (x) = −𝑖𝛾(x)�̄�(x). (24)

Furthermore, the edge operators satisfy a non-local condition for any closed loop of fermionic modes ℓ = (x1,x2, . . . ,x |ℓ | ),
with x1 = x |ℓ | :

𝑖 |ℓ |
x|ℓ |−1∏
x=x1

𝐸 (x,x + 1) = 1. (25)

The edge and vertex operators suffice to construct the operators appearing in a fermionic parity-preserving
Hamiltonian. To represent these operators on qubits, one needs to choose a qubit representation which satisfies all the
(anti)commutation relations between 𝐸 (x, y) and 𝑉 (x), as well as the loop condition in Eq. (25). A possible choice in
terms of Pauli operators is

�̃� (𝑖) = 𝑍𝑖 , (26)
�̃� (𝑖, 𝑗) = 𝑋𝑖𝑌 𝑗𝑃(𝑖, 𝑗). (27)

Here, 𝑖 ( 𝑗) is the qubit index associated with site x (y), and 𝑃(𝑖, 𝑗) is a Pauli string of weight at most 2 acting on
auxiliary qubits, which depends on the direction of the edge operator �̃� (𝑖, 𝑗). We leave detailed definition of 𝑃(𝑖, 𝑗) to
Ref. [DK21] and simply note that �̃� (𝑖, 𝑗) is a Pauli string of weight at most 4. The compact encoding on a cubit lattice
uses at most 2.5 qubits per fermionic mode. As will be shown later, we will only be interested in compact encoding for
a single species of fermions. Hence, unlike the VC encoding, one does not need to consider how to embed multiple
species simultaneously.

2.3.2 Bosonic Field Encodings

Field representation. When simulating EFTs with explicit bosonic degrees of freedom, i.e., the spin-0 pion fields, we
need an encoding for the bosons. Following similar schemes as in Refs. [JLP12; JLP14; Jor+18; KS19] for digitizing
scalar field theories, we primarily work with Hamiltonians for which the pion fields 𝜋𝐼 (x) are represented in the field
basis in position space (sometimes called the JLP basis). This basis choice is motivated since i) all of the interactions in
the Hamiltonians of this work are spatially local, and ii) many of them depend on 𝜋𝐼 (x) or 𝜋2

𝐼
(x), which are diagonal in

this basis, resulting in circuits with lower gate complexity.
Since only a finite number of degrees of freedom can be encoded digitally, one must impose a cutoff on bosonic

Hilbert spaces. Specifically, we put an upper bound 𝜋max on the pion-field strength, so that −𝜋max ≤ 𝜋𝐼 (x) ≤ 𝜋max, and
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introduce a digitization scale denoted by 𝛿𝜋 , such that 𝜋max is divisible by 𝛿𝜋 . Explicitly, for every lattice site x, we
introduce an operator which can be written in a diagonal basis as

𝜋𝐼 =

𝜋max∑︁
𝑘=−𝜋max

𝜆𝑘 |𝑘⟩ ⟨𝑘 | , (28)

where 𝜆𝑘 = −𝜋max + 𝛿𝜋 𝑘 increases in increments of 𝛿𝜋 so that there are 2𝜋max/𝛿𝜋 + 1 distinct eigenvalues. The errors
introduced by the digitization and the cutoff are characterized in Appendix C.

The digitized field operator is encoded by representing the eigenstates |𝑘⟩ with integers in either a unary or binary
encoding. We focus on the latter, which reduces qubit counts without significantly increasing gate counts. In particular,
a binary choice uses 𝑛𝑏 = ⌈log(2𝜋max/𝛿𝜋 + 1)⌉ qubits to encode the field strength (see e.g., the encoding of the electric
field used in Ref. [Sha+20, Sec 3.2] and in Ref. [DSS22, Eq. (56)]). Explicitly, for a spatial site x, and a pion field of
species 𝐼,

𝜋𝐼 (x) = −𝜋max1 + 𝛿𝜋
2

(
(2𝑛𝑏 − 1)1 −

𝑛𝑏−1∑︁
𝑚=0

2𝑚𝑍 (𝑚)
x

)
, (29)

where 𝑍 (𝑚)
x is the Pauli 𝑍 operator acting on the 𝑚th qubit at site x, and 𝑚 = 0 represents the least significant bit of a

positive integer. This gives an explicit realization of Eq. (28) where computational basis states with binary representation
of 𝑘 have an eigenvalue −𝜋max + 𝛿𝜋 𝑘 . This scheme avoids dealing explicitly with encoding the sign and with performing
signed arithmetic in binary.

Conjugate-momentum representation. The conjugate momentum Π𝐼 (x) to a pion field 𝜋𝐼 (x) satisfies the canonical
commutation relations in Eq. (13). As a result, the basis in which 𝑎3

𝐿
Π𝐼 (x) is diagonal is the Fourier transform of the

basis in which 𝜋𝐼 (x) is diagonal [JLP12, Proposition 1]. Let 𝑈 (𝐼 )
QFT be the unitary representing the quantum Fourier

transform (QFT) acting on Z2𝜋max/𝛿𝜋+1. Then,

Π̃𝐼 (x) = 𝑈 (𝐼 )
QFT Π𝐼 (x)𝑈 (𝐼 )

QFT
†
, (30)

and the momentum operator Π̃𝐼 is diagonal in this basis:

Π̃𝐼 =

Πmax∑︁
𝑘=−Πmax

�̃�𝑘 |𝑘⟩ ⟨𝑘 | , (31)

where �̃�𝑘 = −Πmax + 𝛿Π𝑘 and 𝛿Π and Πmax are defined as4

𝛿Π =
2𝜋

𝑎3
𝐿
𝛿𝜋 (2𝜋max/𝛿𝜋 + 1)

, Πmax =
𝜋

𝑎3
𝐿
𝛿𝜋
, (32)

respectively, as per Eq. (10) of Ref. [KS19] or Proposition 1 of Ref. [JLP12]. Finally, the momentum operator can be
written as a sum of Pauli operators in a binary encoding as

Π̃𝐼 (x) = − 𝜋

𝑎3
𝐿
𝛿𝜋

+ 𝜋

𝑎3
𝐿
𝛿𝜋 (2𝜋max/𝛿𝜋 + 1)

(
(2𝑛𝑏 − 1)1 −

𝑛𝑏−1∑︁
𝑚=0

2𝑚𝑍 (𝑚)
x

)
. (33)

2.4 Quantum Simulation with Product Formulae
The most straightforward approach to quantum simulation employs product formulae to write the exponential of a sum
of the Hamiltonian terms as a product of exponentials of the individual terms [Llo96]. This approach can be improved

4Throughout this manuscript, 𝜋 without subscript and argument is simply the mathematical constant Pi.
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by employing higher-order approximations such as a widely used recursive construction of Suzuki [Suz91], leading to
asymptotically more efficient quantum-simulation algorithms [Chi04; Ber+07; Chi+21]. Product-formula simulations
have been shown to perform well compared to more complex simulation algorithms [Chi+18], with the benefits of
preserving the locality of the system being simulated and not requiring additional auxiliary qubits. Since the error of
product-formula approximations is determined by norms of nested commutators of Hamiltonian terms (rather than
simply the norms of the terms), this approach can perform well in practice [CS19; Chi+18; Sha+20].

The basic idea of product-formula simulation is to split the time evolution of a quantum Hamiltonian into a sequence
of simpler evolutions for small time steps, each of which can be performed efficiently. Suppose one wishes to implement
the unitary 𝑒−𝑖𝑡𝐻 , where 𝐻 =

∑Γ
𝛾=1 𝐻𝛾 , and suppose that each 𝑒−𝑖𝑡𝐻𝛾 can be implemented exactly (or almost exactly),

for any desired time 𝑡, by a simple quantum circuit. Then, for the first-order product formula

P1 (𝑡) B
Γ∏
𝛾=1

𝑒−𝑖𝑡𝐻𝛾 , (34)

it can be shown that [Chi+21, Proposition 9]

𝑒−𝑖𝑡𝐻 − P1 (𝑡)
 ≤ 𝑡2

2

Γ∑︁
𝛾1=1


𝐻𝛾1 ,

Γ∑︁
𝛾2=𝛾1+1

𝐻𝛾2


 . (35)

Using the triangle inequality, the time evolution can be broken into 𝑟 steps of length 𝑡/𝑟 , such that𝑒−𝑖𝑡𝐻 − P1 (𝑡)
 ≤ 𝑟

𝑒−𝑖𝑡𝐻/𝑟 − P1 (𝑡/𝑟)
 . (36)

Thus, to implement the time-evolution unitary with an overall error of at most 𝜖prod, it suffices to use

𝑟 =
𝑡2

2𝜖prod

Γ∑︁
𝛾1=1


𝐻𝛾1 ,

Γ∑︁
𝛾2=𝛾1+1

𝐻𝛾2


 (37)

time steps. By choosing a sufficiently large 𝑟, time evolution can be simulated to any desired precision with only
polynomial overhead in the simulation time.

As mentioned above, the asymptotic performance of this approach can be improved by using higher-order
approximations. For example, for the second-order formula

P2 (𝑡) B
Γ∏
𝛾=1

𝑒−𝑖𝑡𝐻𝛾/2
1∏
𝛾=Γ

𝑒−𝑖𝑡𝐻𝛾/2, (38)

it can be shown that [Chi+21, Proposition 10]

𝑒−𝑖𝑡𝐻 − P2 (𝑡)
 ≤ 𝑡3

12

Γ∑︁
𝛾1=1




Γ∑︁
𝛾3=𝛾1+1

𝐻𝛾3 ,


Γ∑︁

𝛾2=𝛾1+1
𝐻𝛾2 , 𝐻𝛾1



 + 𝑡3

24

Γ∑︁
𝛾1=1


𝐻𝛾1

𝐻𝛾1 ,

Γ∑︁
𝛾2=𝛾1+1

𝐻𝛾2



 . (39)

Suzuki recursively defined 𝑝th-order product formulae for all even 𝑝 as [Suz91]

P𝑝+2 (𝑡) B P2
𝑝 (𝑠𝑝𝑡)P𝑝

(
(1 − 4𝑠𝑝)𝑡

)
P2
𝑝 (𝑠𝑝𝑡), 𝑝 ∈ 2N, 𝑝 ≥ 2 (40)

where

𝑠𝑝 B (4 − 41/(𝑝+1) )−1. (41)

The error of these higher-order formulae satisfies [Chi+21, Theorem 6 and Appendix E]𝑒−𝑖𝑡𝐻 − P𝑝 (𝑡)
 ≤ 2Υ𝑝+1 𝑡

𝑝+1

𝑝 + 1
�̃�
(𝑝)
comm, (42)
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where Υ B 2 × 5𝑝/2−1 and

�̃�
(𝑝)
comm B

Γ∑︁
𝛾𝑝+1 ,𝛾𝑝 ,...,𝛾1=1

[𝐻𝛾𝑝+1 [𝐻𝛾𝑝 , . . . [𝐻𝛾2 , 𝐻𝛾1 ]]]
 . (43)

For constant 𝑝, the number of Trotter steps that ensures an error of at most 𝜖prod for a given time 𝑡 scales as𝑂 (𝑡1+1/𝑝𝜖−1/𝑝
prod ).

Thus, higher-order product formulae offer asymptotically better performance for large 𝑡 and small 𝜖prod. However, the
rapid growth of �̃� (𝑝)

comm with 𝑝 restricts the order that should be used in practice for particular finite values of 𝑡 and 𝜖prod.
Nonetheless, it was found in Ref. [Chi+18] that even for small systems with tens of qubits, formulae with 𝑝 = 4 or 𝑝 = 6
can outperform lower-order formulae.

A significant portion of the current work consists of deriving good bounds on �̃� (𝑝)
comm for particular nuclear EFT

Hamiltonians by exploiting their known structure and a priori knowledge about the physical system. This allows us to
minimize the gate counts needed to achieve a particular precision. In this work, we compute �̃� (𝑝)

comm with 𝑝 = 1, 2 for
relevant Hamiltonians, and also find loose upper bounds on �̃� (𝑝)

comm for higher-order (𝑝 ≥ 4) formulae for some general
fermionic Hamiltonians.

2.5 Spectroscopy via Quantum Phase Estimation
To benchmark nuclear-simulation algorithms and hardware, and to enable ab initio theoretical determinations of nuclear
spectra for large atomic isotopes, nuclear spectroscopy will be a desired task for quantum computers. A common
approach to determining an energy eigenvalue of a Hamiltonian is to use a Quantum Phase Estimation (QPE) routine.
The QPE algorithm assumes an oracle has prepared an eigenstate (or a state with non-vanishing overlap with the
eigenstate) whose eigenvalue is to be estimated. Textbook phase estimation involves circuits for inverse QFT on 𝑛
ancillary qubits and controlled-𝑈2 𝑗 for all 𝑗 ∈ [0, 𝑛 − 1], where in our case, 𝑈 is the unitary operator implementing
(often an approximation to) 𝑒−𝑖𝑡𝐻 . Here, 0 < 𝑡 < 2𝜋/∥𝐻∥. Let us first assume that𝑈 implements 𝑒−𝑖𝑡𝐻 exactly. We
will remove this assumption shortly. Consider an input eigenstate |𝜆⟩, where 2𝜋𝜆 B −𝑡𝐸 is an eigenvalue of the operator
−𝑡𝐻, with 𝐸 being the eigenenergy to be estimated. Note that the condition on 𝑡 ensures that 0 ≤ |𝜆 | < 1. The circuit
first performs 𝑛 Hadamard gates on 𝑛 ancilla qubits that are initialized in |0⟩⊗𝑛, followed by controlled-𝑈2 𝑗 on the
register holding the eigenstate, where the control is upon the 𝑗 th ancilla qubit. Finally, the circuit applies an inverse QFT
to the ancillary register. This gives

|𝜆⟩ ⊗ |0⟩⊗𝑛 QPE−−−→ |𝜆⟩ ⊗
2𝑛−1∑︁
𝑘=0

(
1
2𝑛

2𝑛−1∑︁
𝑗=0

𝑒2𝜋𝑖 (𝜆−2−𝑛𝑘 ) 𝑗
)
|𝑘⟩ (44)

= |𝜆⟩ ⊗
2𝑛−1∑︁
𝑘=0

(
1
2𝑛

2𝑛−1∑︁
𝑗=0

𝑒2𝜋𝑖Δ𝜆 𝑗
)
𝑒2𝜋𝑖(𝜆−2−𝑛𝑘) 𝑗 |𝑘⟩ . (45)

Here, 𝜆 is the closest 𝑛-bit approximation to 𝜆, that is 𝜆 = 𝜆 + Δ𝜆 with 0 ≤ |Δ𝜆 | ≤ 2−𝑛−1. Now if Δ𝜆 = 0, measuring
the ancillary register will obtain |𝜆⟩ = |𝜆⟩ with probability unity. For Δ𝜆 ≠ 0, the measurement obtains |𝜆⟩ with a fixed
probability of at least 4/𝜋2, which is obtained by bounding the absolute square of the geometric sum in the parentheses
in Eq. (45), see e.g., Ref. [Cle+98]. To improve the guarantee on the probability, and for a fixed number of ancilla qubits
𝑛, one needs to compromise on the absolute error. Explicitly, it can be shown that, to reach an absolute error 2−𝑚−1 on
the eigenvalue with 𝑚 < 𝑛, with a guaranteed success probability of 1 − 𝛿, the number of ancilla qubits required is given
by

𝑛 = 𝑚 +
⌈
log2

(
1

2𝛿
+ 1

2

)⌉
. (46)

The eigenvalue estimate, 𝜆, is obtained by rounding off the resulting 𝑛-bit string to its most significant 𝑚 bits [Cle+98].
Among the variations of the standard QPE is the iterative algorithm which replaces 𝑛 ancilla qubits and the costly

QFT routines with a single ancilla qubit and 𝑛 iterations of 1-qubit rotations, measurements, and classical feedback,
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with the same probability of success as before, see Refs. [KSV02a; NC10]. Other improvements to the standard QPE, as
well as other phase-estimation algorithms, have also been developed [KOS07; NWZ09; Ber+09; Hig+07; LT22; GTC19;
LT20; Som19]; nonetheless, we consider only the iterative QPE in this work to keep the presentation simple.

For QPE, there are multiple sources of error in the extracted energy, but for the time being let us consider two
primary sources: the error inherent to QPE due to the 𝑚-bit approximation of the output eigenvalue, and the error due to
the approximate time evolution, which in this work amounts to using the product-formulae algorithms. One possibility
is to use the error analysis from Ref. [Tra+19] to bound the difference between the full Hamiltonian and the Hamiltonian
induced by Trotterization. However, for simplicity, we follow the error analysis from Refs. [Bab+18a; Ste+22] and
estimate the error through the root-mean squared of the two error sources:

𝑡Δ𝐸 =

√︂( 𝜋
2𝑚

)2
+

(
𝑡Δ𝐸prod

)2
. (47)

As we will see, if a model simulation involves other sources of error beyond the ones accounted for in Eq. (47), they can
be simply added to the product-formula error in this equation. We come back to this point in Section 5.3. Let us now
proceed to bound 𝑡Δ𝐸prod.

QPE Costs with 𝑝 = 1 Product Formula. If 𝐻eff is the effective Hamiltonian induced by the first-order product
formula, i.e„ P1 (𝑡) = 𝑒−𝑖𝑡𝐻eff , then

𝑡Δ𝐸prod ≤ 𝑡 ∥𝐻 − 𝐻eff∥ ≈
𝑒−𝑖𝑡𝐻 − P1 (𝑡)

 ≤ 𝑟
𝑒−𝑖𝑡𝐻/𝑟 − P1 (𝑡/𝑟)

 = 𝑟𝜖prod (𝑡/𝑟), (48)

where 𝜖prod is defined in Eq. (37). Recall that 𝑡 is upper bounded by 2𝜋/∥𝐻∥. Therefore the largest possible 𝑡Δ𝐸prod,
that is 2𝜋Δ𝐸prod/∥𝐻∥, is bounded by 𝑟𝜖prod (2𝜋/(∥𝐻∥ 𝑟)).

QPE Costs with 𝑝 = 2 Product Formula. For 𝑝 = 2 formulae, we have the similar bound

𝑡Δ𝐸prod ≈
𝑒−𝑖𝑡𝐻 − P2 (𝑡)

 ≤ 𝑟
𝑒−𝑖𝑡𝐻/𝑟 − P2 (𝑡/𝑟)

 = 𝑟𝜖prod (𝑡/𝑟), (49)

where 𝜖prod = 16𝑡3
3𝑟2 �̃�

(2)
comm, with �̃� (2)

comm defined in Eq. (43).

3 Nuclear EFT Hamiltonians and their Qubit Encodings
In this section, the discretized EFT Hamiltonians of this work are explicitly represented in terms of Pauli operators on
qubits, using the mappings introduced in Section 2.3. The interactions on a 2D representative plane of the 3D lattice are
depicted schematically in Fig. 3.

3.1 The Pionless-EFT Hamiltonian
We start with the simplest Hamiltonian representing interactions among the nucleons. At low energies, the lattice-EFT
Hamiltonian involves only the propagation of nucleons on the spatial lattice plus short-range (contact) interactions
between the nucleons [HKV20]. We use the form of the Hamiltonian given in Ref. [Rog+20b], which assumes that
the isotriplet and isosinglet scattering lengths are the same, hence only a single leading-order low-energy constant
is sufficient for each of the two and three-nucleon contact interactions. Then, the Hamiltonian consists of three
contributions:

𝐻 /𝜋 = 𝐻free + 𝐻𝐶 /𝜋 + 𝐻𝐷 /𝜋 , (50)
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Pionless EFT One-Pion-Exchange EFT Dynamical-Pion EFT

Figure 3: Schematic representation of various interactions in the different EFTs on a representative 2D plane of the 3D lattice. Hollow
black circles denote fermionic sites. Red dots indicate the pion sites (if present in the theory). The pion lattice points are shifted
slightly compared to nucleon lattice points for visual aid. Pions are only able to interact with the nucleons on the same spatial site,
denoted by the purple dashed line. In all the EFTs, the nucleons are able to move between lattice sites. Only in the dynamical-pion
EFT are the pions both present and able to move. In the one-pion exchange EFT, the interactions are denoted by dashed red lines and
the interaction-range cutoff is denoted by an orange circle centered around any given nucleon (here a representative nucleon site is
denoted by a filled pink circle).

where 𝐻free describes free fermions and 𝐻𝐶 /𝜋 and 𝐻𝐷 /𝜋 are on-site interaction terms:

𝐻free = −ℎ
∑︁
⟨x,y⟩

∑︁
𝜎

(
𝑎†𝜎 (x)𝑎𝜎 (y) + 𝑎†𝜎 (y)𝑎𝜎 (x)

)
+ 6ℎ

∑︁
x

∑︁
𝜎

𝑁𝜎 (x), (51)

𝐻𝐶 /𝜋 =
𝐶 /𝜋

2

∑︁
x

∑︁
𝜎≠𝜎′

𝑁𝜎 (x)𝑁𝜎′ (x), (52)

𝐻𝐷 /𝜋 =
𝐷 /𝜋

6

∑︁
x

∑︁
𝜎≠𝜎′≠𝜎′′

𝑁𝜎 (x)𝑁𝜎′ (x)𝑁𝜎′′ (x). (53)

Here, ℎ B 1
2𝑀𝑎2

𝐿

, ⟨x, y⟩ denotes nearest-neighbor points on the three-dimensional lattice, and𝐶 /𝜋 and 𝐷 /𝜋 are low-energy
constants which are constrained by fitting to scattering data, with values given in Table 2.

ℎ [MeV] 𝐶 /𝜋 [MeV] 𝐷 /𝜋 [MeV]
10.58 -98.23 127.84

Table 2: Parameter values for the pionless-EFT Hamiltonian with lattice spacing 𝑎𝐿 = 1.4 fm, taken from Ref. [Rog+20b]. The
values of these low-energy constants vary with the lattice scale.

3.1.1 Encoding the Free-Fermion Terms (Verstraete-Cirac Encoding)

Each point x (y, etc.) on the lattice is first mapped to a qubit index 𝑖 ( 𝑗 , etc.) along a Jordan-Wigner path. We then
specify the VC paths along which the composite auxiliary Majorana operators 𝑖 �̃�(𝑖) ¯̃𝜇( 𝑗) or 𝑖�̃�(𝑖) ¯̃𝜈( 𝑗) act, as depicted in
Fig. 17 of Appendix A. The form of the hopping terms, therefore, depends on which axis they are along. Given our
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choice, the hopping terms in 𝐻free in Eq. (51) can be shown to map to the following operators:

hopping along the 𝑥 axis: ℎ𝑥𝜎 (𝑖, 𝑗) = 𝑎†𝜎 (𝑖)𝑎𝜎 ( 𝑗) + 𝑎†𝜎 ( 𝑗)𝑎†𝜎 (𝑖) → �̃�†𝜎 (𝑖)�̃�𝜎 ( 𝑗) + �̃�†𝜎 ( 𝑗)�̃�𝜎 (𝑖), (54)

hopping along the 𝑦 axis: ℎ
𝑦
𝜎 (𝑖, 𝑗) = 𝑎†𝜎 (𝑖)𝑎𝜎 ( 𝑗) + 𝑎†𝜎 ( 𝑗)𝑎†𝜎 (𝑖) →

(
�̃�†𝜎 (𝑖)�̃�𝜎 ( 𝑗) + �̃�†𝜎 ( 𝑗)�̃�𝜎 (𝑖)

)
𝑖 �̃�(𝑖) ¯̃𝜇( 𝑗), (55)

hopping along the 𝑧 axis: ℎ𝑧𝜎 (𝑖, 𝑗) = 𝑎†𝜎 (𝑖)𝑎𝜎 ( 𝑗) + 𝑎†𝜎 ( 𝑗)𝑎†𝜎 (𝑖) →
(
�̃�†𝜎 (𝑖)�̃�𝜎 ( 𝑗) + �̃�†𝜎 ( 𝑗)�̃�𝜎 (𝑖)

)
𝑖�̃�(𝑖) ¯̃𝜈( 𝑗). (56)

As an example, the hopping operators for the spin-down proton are as follows:

ℎ̃𝑥↓𝑝 (𝑖, 𝑗) =
1
2

(
𝑋
↓𝑝
𝑖
𝑌
↓𝑝
𝑗

+ 𝑌 ↓𝑝
𝑖
𝑋
↓𝑝
𝑗

)
𝑍
↑𝑛
𝑖
𝑍
↓𝑛
𝑖
𝑍𝑖′𝑍𝑖′′𝑍

↑𝑝
𝑗
, (57)

ℎ̃
𝑦

↓𝑝 (𝑖, 𝑗) =
1
2
(𝑌 ↓𝑝
𝑖
𝑋
↓𝑝
𝑗

− 𝑋↓𝑝
𝑖
𝑌
↓𝑝
𝑗
)𝑍↑𝑛
𝑖
𝑍
↓𝑛
𝑖
𝑋𝑖′𝑍

↑𝑛
𝑗
𝑍
↓𝑛
𝑗
𝑌 𝑗′ , (58)

ℎ̃𝑧↓𝑝 (𝑖, 𝑗) =
1
2
(𝑌 ↓𝑝
𝑖
𝑋
↓𝑝
𝑗

− 𝑋↓𝑝
𝑖
𝑌
↓𝑝
𝑗
)𝑍↑𝑛
𝑖
𝑍
↓𝑛
𝑖
𝑍𝑖′𝑋𝑖′′𝑍

↑𝑛
𝑗
𝑍
↓𝑛
𝑗
𝑍 𝑗′𝑌 𝑗′′ . (59)

Here, it is assumed that 𝑗 > 𝑖. The terms for all other species can be obtained similarly by noting the definitions in
Eqs. (15) to (22), the Jordan-Wigner and associated VC paths in Appendix A, and the chosen ordering of the physical
and auxiliary degrees of freedom on each lattice site as shown in Fig. 2. In general, the highest Pauli weight for hopping
terms is 12, which appears in ℎ̃𝑧↑𝑝 (𝑖, 𝑗).

Finally, the terms proportional to the number operator in 𝐻free in Eq. (51) take a simple form when converted to a
qubit Hamiltonian, as the number operator 𝑁𝜎 (𝑥) = 𝑎†𝜎 (𝑥)𝑎𝜎 (𝑥) becomes

�̃�𝜎 (𝑖) =
1
2
(1 − 𝑍𝜎𝑖 ), (60)

where 𝑖 is the qubit index associated with lattice site 𝑥.

3.1.2 Encoding the Contact Terms

Using Eq. (60), the contact terms in Eqs. (52) and (53) can be straightforwardly written in terms of Pauli operators:

�̃�𝐶 /𝜋 =
𝐶 /𝜋

8

∑︁
𝑖

∑︁
𝜎≠𝜎′

(1 − 𝑍𝜎𝑖 ) (1 − 𝑍𝜎′
𝑖 ), (61)

�̃�𝐷 /𝜋 =
𝐷 /𝜋

48

∑︁
𝑖

∑︁
𝜎≠𝜎′≠𝜎′′

(1 − 𝑍𝜎𝑖 ) (1 − 𝑍𝜎′
𝑖 ) (1 − 𝑍𝜎′′

𝑖 ). (62)

3.1.3 Pionless EFT and the Compact Encoding

Here, we consider an alternative to the VC encoding. To motivate this, first note that for the pionless-EFT Hamiltonian,
the operators acting on different species of the nucleon are essentially independent in the following sense. Not only do
𝑎
†
𝜎 (x)𝑎𝜎 ( 𝑗) + 𝑎†𝜎 ( 𝑗)𝑎𝜎 (x), 𝑁𝜎 (x)𝑁𝜎′ (x), and 𝑁𝜎 (x)𝑁𝜎′ (x)𝑁𝜎′′ (x) operators commute with the total number

operator
∑

x,𝜎 𝑁𝜎 (x), but they also commute with the number operator for each species
∑

x 𝑁𝜎 (x) individually. As
a result, 𝑎†𝜎 (x)𝑎𝜎 (y) + 𝑎†𝜎 (y)𝑎𝜎 (x), 𝑁𝜎 (x)𝑁𝜎′ (x), and 𝑁𝜎 (x)𝑁𝜎′ (x)𝑁𝜎′′ (x) are each block diagonal across
the occupation basis for each respective species of the nucleon. That is, the subspace with only 𝜂 nucleons can be
decomposed as ⊕

𝑛1+𝑛2+𝑛3+𝑛4=𝜂

H𝑛1
↑𝑝 ⊗ H𝑛2

↓𝑝 ⊗ H𝑛3
↑𝑛 ⊗ H𝑛4

↓𝑛 , (63)

where H𝑛
𝜎 denotes the subspace of 𝑛 nucleons of species 𝜎. The terms 𝑎†𝜎 (x)𝑎𝜎 (y) + 𝑎†𝜎 (y)𝑎𝜎 (x), 𝑁𝜎 (x)𝑁𝜎′ , and

𝑁𝜎 (x)𝑁𝜎′ (x)𝑁𝜎′′ (x) are then block diagonal according to this decomposition. Since a number-preserving fermionic
encoding must be able to represent the entire algebra of number-preserving operators (i.e., the algebra acting on the
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subspace with a fixed fermion number), one can represent the terms in 𝐻free, 𝐻𝐶 /𝜋 , and 𝐻𝐷 /𝜋 as sums of tensor products
of operators from separate fermionic encodings (i.e., each fermion species 𝜎 is encoded with a separate encoding). In
other words, there is no need to implement the fermionic anticommutation relations between different nucleon species
when implementing Hamiltonian evolution via a product formula that uses a Hamiltonian decomposition in which all
terms of different species commute. Thus, each fermionic Hilbert space can be encoded independently.

One can use this observation to encode all four species of the nucleons separately and then “stack” these encodings
together as a tensor product of separate fermionic encodings. In particular, we will use the compact encoding of
Refs. [Der+21; DK21] to implement the evolution of the pionless EFT with reduced circuit depths, but with a larger
qubit overhead. Using the compact encoding on a cubit lattice, the encoded number and hopping operators are

�̃�𝜎 (𝑖) =
1
2
(1 − 𝑍𝜎𝑖 ), (64)

ℎ̃𝜎 (𝑖, 𝑗) = − 𝑖
2
�̃�𝜎 (𝑖, 𝑗)

(
�̃�𝜎 ( 𝑗) − �̃�𝜎 (𝑖)

)
, (65)

where 𝑖 denotes the qubit index of site x, and �̃�𝜎 ( 𝑗) and �̃�𝜎 (𝑖, 𝑗) are given in Eqs. (26) and (27), respectively, with 𝜎
subscript denoting each encoded species. Here, the hopping term ℎ̃𝜎 (𝑖, 𝑗) is given by the sum of two Pauli strings
each with a weight of at most 4. This should be compared with the weight-12 operators for the VC encoding as per
Eq. (59), which demonstrates how a lower circuit depth is achieved with a stacked compact encoding. Conveniently, the
expression for the contact terms in the stacked compact encoding is identical to that in Section 3.1.2. Note that one
could also “stack” VC encodings of the pionless-EFT Hamiltonian, but this gives slightly larger overheads. This is
because now two auxiliary qubits need to be allocated to each nucleon species, and in turn the hopping interactions will
have a Pauli weight of at most 6 instead of 12. This means there will need to be 3 qubits per fermion in a stacked VC
encoding in contrast to 1.5 qubits per fermion in the regular VC encoding, with only a moderate gain in circuit depth.
Hence, we will not consider the stacked VC encoding further.

For Hamiltonians that are not block diagonal in the occupation basis for each fermionic species individually, it is
not generally possible to represent the terms in the Hamiltonian as sums of tensor products of individually encoded
operators. Notably, the idea of stacking different fermionic encodings will not work for the other models studied in this
work as they do not satisfy this condition.5 We emphasize that the concept of stacking encodings is an established
technique (e.g., it was used in Ref. [CBC21]).

3.2 The One-Pion-Exchange Hamiltonian
Next, let us examine how a Hamiltonian involving the effect of pions is encoded. Explicitly encoding the pion fields
and their interactions adds to the number of qubits needed for the simulation and further increases the circuit depth.
As discussed in Section 2.1, instead of explicitly including pions, it may be useful to integrate them out. This leads
to the generation of a long-range Yukawa-type interaction among the nucleons, i.e., a static potential corresponding
to the exchange of one or more static pions among the nucleons. Since pions are not massless, the effective range of
pion-exchange potentials drops off exponentially as a function of the distance among the nucleons, with a length scale
set by the Compton wavelength of the pions, i.e., proportional to the inverse pion mass.

Within this formulation of nuclear EFTs, the effective Hamiltonian at leading order in Weinberg’s organizational
scheme of interactions is given by [Wei90; Wei91]

𝐻OPE = 𝐻free + 𝐻𝐶 + 𝐻𝐶
𝐼2 + 𝐻LR, (66)

where 𝐻free is as in Eq. (51), 𝐻𝐶 , 𝐻𝐶
𝐼2 are on-site contact interactions, and 𝐻LR is a long-range interaction that accounts

5For example, the terms comprising 𝐻LR in Eq. (69) do not satisfy this condition as they mix nucleons of different species.
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�̃� 𝐼=1 [MeV−2] �̃� 𝐼=0 [MeV−2] 𝐶 [MeV] 𝐶𝐼2 [MeV]
−5.021 × 10−5 −5.714 × 10−5 1

4𝑎3
𝐿

(3�̃� 𝐼=1 + �̃� 𝐼=0) 1
4𝑎3

𝐿

(�̃� 𝐼=1 − �̃� 𝐼=0)

Table 3: The values of low-energy constants for the OPE EFT Hamiltonian. The values of 𝐶 and 𝐶𝐼2 are calculated from �̃� 𝐼=1 and
�̃� 𝐼=0, which are taken from Eqs. (43) and (44) of Ref. [Bor+08].

for the OPE contribution:

𝐻𝐶 =
𝐶

2

∑︁
x

: 𝜌2 (x) : , (67)

𝐻𝐶
𝐼2 =

𝐶𝐼2

2

∑︁
x

∑︁
𝐼

: 𝜌2
𝐼 (x) : , (68)

𝐻LR =
∑︁

𝛼,𝛽,𝛾, 𝛿

∑︁
𝛼′ ,𝛽′ ,𝛾′ , 𝛿′

∑︁
x,y

[𝐺 ( |x − y |)]𝛼′𝛽′𝛼𝛽𝛾′ 𝛿′𝛾𝛿 : 𝑎†
𝛼′𝛽′ (x)𝑎𝛾′ 𝛿′ (x)𝑎

†
𝛼𝛽

(y)𝑎𝛾𝛿 (y) : . (69)

Here, x, y ∈ Λ(𝐿) as before, 𝐼, 𝐽 ∈ {1, 2, 3}, and 𝛼, 𝛽, 𝛾, 𝛿, 𝛼′, 𝛽′, 𝛾′, 𝛿′ ∈ {1, 2}. The nucleonic bilinear operators
𝜌(x) and 𝜌𝐼 (x) are defined in Eqs. (5) and (7), respectively, and the values of 𝐶 and 𝐶𝐼2 (and the parameters they are
calculated from) are given in Table 3. The function 𝐺 ( |x − y |) in Eq. (69) is defined as

[𝐺 ( |x − y |)]𝛼′𝛽′𝛼𝛽𝛾′ 𝛿′𝛾𝛿 B
1

12𝜋

(
𝑔𝐴

2 𝑓𝜋

)2 ∑︁
𝐼

[𝜏𝐼 (x)]𝛽′ 𝛿′ [𝜏𝐼 (y)]𝛽𝛿
{
𝑚2
𝜋

𝑒−𝑚𝜋𝑟

𝑟

[
[𝑆12]𝛼′𝛾′𝛼𝛾

(
1 + 3

𝑚𝜋𝑟
+ 3
𝑚2
𝜋𝑟

2

)
+

∑︁
𝑆

[σ𝑆 (x)𝛼′𝛾′ [σ𝑆 (y)]𝛼𝛾
]
− 4𝜋

3
𝑎−3
𝐿

∑︁
𝑆

[σ𝑆 (x)𝛼′𝛾′ [σ𝑆 (y)]𝛼𝛾𝛿x,y
}
, (70)

where 𝑟 = |x − y |, and 𝑟 ≠ 0 is assumed in all but the last term in the curly brackets. Finally, 𝑆12 is defined as

[𝑆12]𝛼′𝛾′𝛼𝛾 B 3[x̂ · σ(x)]𝛼′𝛾′ [ŷ · σ(y)]𝛼𝛾 −
∑︁
𝑆

[𝜎𝑆 (x)]𝛼′𝛾′ [𝜎𝑆 (y)]𝛼𝛾 . (71)

For future convenience, we define 𝐻LR (𝑟) to be the subset of terms of 𝐻LR in which the sum over spatial sites runs over
only the points that satisfy 𝑟 = |x − y |, i.e., the sum over x and y in Eq. (69) is replaced by

∑
|x−y |=𝑟 .

The free Hamiltonian can be encoded using the VC encoding in the same way as in Section 3.1.1, hence we focus on
the contact and long-range interactions.

3.2.1 Encoding Contact Terms

Given the definition of 𝜌 in Eq. (5), 𝐻𝐶 in Eq. (67) can be written as a sum of number operators, giving

�̃�𝐶 =
𝐶

8

∑︁
𝑖

∑︁
𝜎,𝜎′

(1𝜎𝑖 − 𝑍𝜎𝑖 ) (1𝜎
′

𝑖 − 𝑍𝜎′
𝑖 ), (72)

with 𝑖 being the qubit index of lattice site x for each nucleon species 𝜎 (or 𝜎′), which runs from 1 to 𝐿3. The 𝐻𝐶
𝐼2 term

in Eq. (68) is slightly more complex as it mixes the creation and annihilation operators of different species of fermions
on the same site [see the definition of 𝜌𝐼 in Eq. (7)]. Explicitly,

𝐻𝐶
𝐼2 =

𝐶𝐼2

2

∑︁
x

:
[
𝑁2
↑𝑝 + 𝑁

2
↓𝑝 + 𝑁

2
↑𝑛 + 𝑁

2
↓𝑛 − 6𝑁↑𝑝𝑁↑𝑛 + 2𝑁↑𝑝𝑁↓𝑝 − 2𝑁↑𝑝𝑁↓𝑛 − 2𝑁↓𝑝𝑁↑𝑛 + 2𝑁↑𝑛𝑁↓𝑛 − 6𝑁↓𝑝𝑁↓𝑛

− 4
(
𝑎
†
↑𝑝𝑎↓𝑝𝑎

†
↓𝑛𝑎↑𝑛 + h.c.

)]
: , (73)
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where all the operators have an implicit x dependence. To keep the presentation compact, we will not write out the
encoded Hamiltonian for all these terms in full, but rather demonstrate how the term with the highest Pauli weight arises:

𝑎
†
↑𝑝 (𝑖)𝑎↑𝑛 (𝑖)𝑎

†
↓𝑛 (𝑖)𝑎↓𝑝 (𝑖) + h.c. → 1

16
(𝑋↑𝑝
𝑖

− 𝑖𝑌 ↑𝑝
𝑖

) (𝑋↑𝑛
𝑖

+ 𝑖𝑌 ↑𝑛
𝑖
) (𝑋↓𝑛

𝑖
− 𝑖𝑌 ↓𝑛

𝑖
) (𝑋↓𝑝

𝑖
+ 𝑖𝑌 ↓𝑝

𝑖
)𝑍↑𝑛
𝑖
𝑍
↑𝑝
𝑖

+ h.c.

= −1
8
𝑋
↑𝑝
𝑖
𝑌
↑𝑛
𝑖
𝑋
↓𝑛
𝑖
𝑌
↓𝑝
𝑖

+ (7 other terms), (74)

with 𝑖 being the qubit index of lattice site x as before. The seven terms not shown are those including other possibilities
with zero, two, and four 𝑋 (or 𝑌 ) Pauli matrices. Thus, such a term in 𝐻𝐶

𝐼2 consists of 8 strings, each with Pauli weight
4. All these Pauli strings commute. The rest of the terms in Eq. (73) depend on number operators, which map trivially
according to Eq. (60). These will end up in strings with Pauli weights of at most two.

3.2.2 Encoding Long-Range Terms

The long-range Hamiltonian in Eq. (69) contains terms of the general form

: 𝜌𝑆1 ,𝐼 (x)𝜌𝑆2 ,𝐼 (y) := −
[ ∑︁
𝛼′ ,𝛽′ ,𝛾′ , 𝛿′

𝑎
†
𝛼′𝛽′ (x) [𝜎𝑆1 ]𝛼′𝛾′ [𝜏𝐼 ]𝛽′ 𝛿′𝑎𝛾′ 𝛿′ (x)

] [ ∑︁
𝛼,𝛽,𝛾, 𝛿

𝑎
†
𝛼𝛽

(y) [𝜎𝑆2 ]𝛼𝛾 [𝜏𝐼 ]𝛽𝛿𝑎𝛾𝛿 (y)
]
,

(75)

so it is a sum of fermionic terms of the form 𝑎
†
𝛼′ ,𝛽′ (x)𝑎𝛾′ 𝛿′ (x)𝑎

†
𝛼,𝛽

(y)𝑎𝛾𝛿 (y) + h.c. These can be expressed as
hopping-like terms, where the hopping occurs between nucleons on any pair of sites. As an example, the highest-weight
terms arise from

𝑎
†
↑𝑝 (𝑖)𝑎↓𝑛 (𝑖)𝑎

†
↑𝑝 ( 𝑗)𝑎↓𝑛 ( 𝑗) + h.c. → 1

16

[
(𝑋↑𝑝
𝑖

− 𝑖𝑌 ↑𝑝
𝑖

) (𝑋↓𝑛
𝑖

+ 𝑖𝑌 ↓𝑛
𝑖
)𝑍↑𝑝
𝑖
𝑍
↓𝑝
𝑖
𝑍
↑𝑛
𝑖
(𝑋↑𝑝

𝑗
− 𝑖𝑌 ↑𝑝

𝑗
) (𝑋↓𝑛

𝑗
+ 𝑖𝑌 ↓𝑛

𝑗
)𝑍↑𝑝

𝑗
𝑍
↓𝑝
𝑗
𝑍
↑𝑛
𝑗

+ 𝑍↑𝑛
𝑗
𝑍
↓𝑝
𝑗
𝑍
↑𝑝
𝑗
(𝑋↓𝑛

𝑗
− 𝑖𝑌 ↓𝑛

𝑗
) (𝑋↑𝑝

𝑗
+ 𝑖𝑌 ↑𝑝

𝑗
)𝑍↑𝑛
𝑖
𝑍
↓𝑝
𝑖
𝑍
↑𝑝
𝑖

(𝑋↓𝑛
𝑖

− 𝑖𝑌 ↓𝑛
𝑖
) (𝑋↑𝑝

𝑖
+ 𝑖𝑌 ↑𝑝

𝑖
)
]

= −1
8
𝑌
↑𝑝
𝑖
𝑋
↓𝑛
𝑖
𝑍
↓𝑝
𝑖
𝑍
↑𝑛
𝑖
𝑌
↑𝑝
𝑗
𝑋
↓𝑛
𝑗
𝑍
↓𝑝
𝑗
𝑍
↑𝑛
𝑗

+ (7 other terms). (76)

All of the 8 Pauli strings have an even number of 𝑋 operators, so they all commute. Each string has Pauli weight 8.

3.2.3 Simulation with a Truncated Long-Range Hamiltonian

Since the long-range terms decay exponentially with the distance between the nucleons, we can simplify the Hamiltonian
by introducing a cutoff, beyond which the interactions are weak enough to be neglected. This reduces the number of
terms that need to be simulated at the cost of introducing some additional error. As we will show, provided the cutoff
is sufficiently large, this error can be negligible. Similar analyses are performed for bounding the error in simulating
power-law interactions in, e.g., Ref. [Tra+19, Appendix B]).
Lemma 2 (Long-Range Cutoff Length). Let 𝐻ℓ be the same interaction as 𝐻LR but with the long-range interaction
truncated at length ℓ = |x − y |, where x and y are the positions of the two interacting nucleons on the lattice. Then,𝑒−𝑖𝐻ℓ 𝑡 − 𝑒−𝑖𝐻LR𝑡


𝜂
≤ 𝑡min

{
𝜂2 [(72𝑔1 (ℓ + 𝑎𝐿) + 648𝑔2 (ℓ + 𝑎𝐿))] ,

4𝜋𝜂
𝑚2
𝜋𝑎

3
𝐿

(ℓ + 𝑎𝐿)𝑔1 (ℓ + 𝑎𝐿) [720(𝑚𝜋ℓ + 𝑚𝜋𝑎𝐿 + 1) + 3888]
}
, (77)

where ∥· · · ∥𝜂 denotes the spectral norm of the enclosed operator in a sector with a fixed number of nucleons, 𝜂, as in
Eq. (10), and

𝑔1 (𝑟) B
1

12𝜋

(
𝑔𝐴

2 𝑓𝜋

)2
𝑚2
𝜋

𝑒−𝑚𝜋𝑟

𝑟
, 𝑔2 (𝑟) B 𝑔1 (𝑟)

(
1 + 3

𝑚𝜋𝑟
+ 3
𝑚2
𝜋𝑟

2

)
. (78)

The proof is presented in Appendix B.
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3.3 Dynamical-Pion EFT Hamiltonian
Instead of introducing a static OPE potential, the pions can be retained in the model as explicit dynamical degrees of
freedom that mediate interactions among the nucleons. In this model, the relativistic pions interact with non-relativistic
nucleons. Expressing pions as complex scalar fields, the discretized Hamiltonian can be written as [LBS04; Mad+18]

𝐻𝐷𝜋 = 𝐻free + 𝐻𝐶 + 𝐻𝐶
𝐼2 + 𝐻𝜋 + 𝐻𝑁 𝜋 , (79)

where 𝐻free is the free nucleon Hamiltonian as in Eq. (51) and 𝐻𝐶 , 𝐻𝐶
𝐼2 are nucleon-nucleon contact terms as per

Eqs. (67) and (68) in the previous section. The free pion Hamiltonian in Eq. (79) is

𝐻𝜋 =
𝑎3
𝐿

2

∑︁
x

∑︁
𝐼

[
Π2
𝐼 (x) + (∇𝜋𝐼 (x))2 + 𝑚2

𝜋𝜋
2
𝐼 (x)

]
, (80)

with ∇ being the finite-difference derivative (see Section 3.3.1). The self interaction of pions can be ignored at this
order in the chiral EFT expansion. Finally, 𝐻𝑁 𝜋 is the pion-nucleon interaction Hamiltonian, which can be split into the
axial-vector term, 𝐻AV, and the Weinberg-Tomozawa term, 𝐻WT:6

𝐻𝑁 𝜋 = 𝐻AV + 𝐻WT, (81)

with

𝐻AV =
𝑔𝐴

2 𝑓𝜋

∑︁
x

∑︁
𝛼,𝛽,𝛾, 𝛿

∑︁
𝐼,𝑆

𝑎
†
𝛼𝛽

(x) [𝜏𝐼 ]𝛽𝛿 [𝜎𝑆]𝛼𝛾𝜕𝑆𝜋𝐼 (x)𝑎𝛾𝛿 (x), (82)

𝐻WT =
1

4 𝑓 2
𝜋

∑︁
x

∑︁
𝐼1 ,𝐼2 ,𝐼3

∑︁
𝛼,𝛽, 𝛿

𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (x)Π𝐼3 (x)𝑎
†
𝛼𝛽

(x) [𝜏𝐼1 ]𝛽𝛿𝑎𝛼𝛿 (x). (83)

3.3.1 Encoding the Free Pion Hamiltonian

As mentioned in Section 2.3.2, to encode the dynamical pions, we choose to work with the field and conjugate-momentum
basis in position space. This retains the locality of the interaction terms and reduces the circuit depth required to
implement these interactions.

Part of the free pion Hamiltonian 𝐻𝜋 in Eq. (80) involves the 𝜋2
𝐼

operator, which becomes

𝜋2
𝐼 (x) →

[
𝑃1 +𝑄

𝑛𝑏−1∑︁
𝑚=0

2𝑚𝑍 (𝑚)
𝐼,x

]2

= 𝑃21 + 2𝑃𝑄
𝑛𝑏−1∑︁
𝑚=0

2𝑚𝑍 (𝑚)
𝐼,x +𝑄2

𝑛𝑏−1∑︁
𝑚,𝑚′=0

2𝑚+𝑚′
𝑍
(𝑚)
𝐼,x 𝑍

(𝑚′ )
𝐼,x , (84)

where 𝑃 B −𝜋max + 𝛿𝜋
2 (2𝑛𝑏 − 1) and 𝑄 B − 𝛿𝜋

2 [see Eq. (29)]. The term involving Π2
𝐼
(x) can be encoded similarly

since Π𝐼 (x) is diagonal in the Fourier basis, as discussed in Section 2.3.2. Finally, the terms proportional to the square
of the pion derivative operator can be encoded as

(∇𝜋𝐼 (x))2 =
∑︁
𝑗=1,2,3

[
𝜋𝐼 (x + 𝑎𝐿n̂ 𝑗 ) − 𝜋𝐼 (x)

𝑎𝐿

]2
→𝑄2

𝑎2
𝐿

∑︁
𝑗=1,2,3

[ 𝑛𝑏−1∑︁
𝑚,𝑚′=0

2𝑚+𝑚′
𝑍
(𝑚)
𝐼,x 𝑍

(𝑚′ )
𝐼,x +

𝑛𝑏−1∑︁
𝑛,𝑛′=0

2𝑛+𝑛
′
𝑍
(𝑛)
𝐼,x+𝑎𝐿n̂ 𝑗

𝑍
(𝑛′ )
𝐼,x+𝑎𝐿n̂ 𝑗

−
𝑛𝑏−1∑︁
𝑚,𝑛=0

2𝑚+𝑛+1𝑍
(𝑚)
𝐼,x 𝑍

(𝑛)
𝐼,x+𝑎𝐿n̂ 𝑗

]
,

(85)

where n̂ 𝑗 is the unit vector along the Cartesian coordinate 𝑗 , and {𝑚, 𝑚′} ({𝑛, 𝑛′}) are indices associated with the qubit
register of size 𝑛𝑏 used to encode the field in binary at position x (x + n̂ 𝑗). Generalization to symmetric or other
improved lattice derivatives is straightforward. In summary, the free pion Hamiltonian generates operators with Pauli
weight of at most two.

6In Eqs. (80) to (83), we have made an explicit choice to associate each bosonic site x ∈ Λ with the corresponding fermionic site, and then allow
the fermions and bosons to interact at that site. An alternative choice would be to place the bosonic sites halfway between the fermionic sites, and
allow each bosonic site to interact only with its nearest neighbors. Such choices affect the form of discrete derivatives and hence the discretization
effects, which are not the focus of this study.
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3.3.2 Encoding the Axial-Vector Term

Using the discrete-derivative relation as in the free Hamiltonian, the axial-vector Hamiltonian 𝐻AV in Eq. (82) can be
expressed as a qubit Hamiltonian as well. Explicitly, the highest-weight term in the summation over lattice sites and
spin and isospin components becomes

𝜋1 (x + 𝑎𝐿n̂1) − 𝜋1 (x)
𝑎𝐿

[
𝑎
†
↑𝑝 (x)𝑎↓𝑛 (x) + 𝑎

†
↓𝑛 (x)𝑎↑𝑝 (x)

]
→ 𝑄

2𝑎𝐿

(
𝑛𝑏−1∑︁
𝑛=0

2𝑛𝑍 (𝑛)
1,x+𝑎𝐿n̂ 𝑗

−
𝑛𝑏−1∑︁
𝑚=0

2𝑚𝑍 (𝑚)
1,x

) (
𝑋
↑𝑝
𝑖
𝑋
↓𝑛
𝑖

+ 𝑌 ↑𝑝
𝑖
𝑌
↓𝑛
𝑖

)
𝑍
↓𝑝
𝑖
𝑍
↑𝑛
𝑖
, (86)

where 𝑖 denotes the qubit index associated with the fermionic site x. There are 4𝑛𝑏 strings in this summation with Pauli
weight 5, and all strings in the sum commute. All other operators in 𝐻AV have Pauli weight 5 or less.

3.3.3 Encoding the Weinberg-Tomozawa Term

In order to map the Weinberg-Tomozawa Hamiltonian 𝐻WT in Eq. (83) to Pauli operators, first note that Π𝐼2 (𝑥) and
𝜋𝐼3 (𝑥), 𝐼2 ≠ 𝐼3, act on different Hilbert spaces, so they can be diagonalized simultaneously using the quantum Fourier
transform. Recalling that Π̃𝐼 𝑠 is the Fourier-transformed conjugate-momentum operator (i.e., in the basis for which it is
diagonal), one of the Weinberg-Tomozawa terms containing the highest Pauli-weight in the summation becomes

𝜋2 (x)Π̃3 (x)
[
𝑎
†
↑𝑝 (x)𝑎↑𝑛 (x) + 𝑎

†
↑𝑛 (x)𝑎↑𝑝 (x)

]
−→

(
𝑃1 +𝑄

𝑛𝑏−1∑︁
𝑚=0

2𝑚𝑍 (𝑚)
2,x

) (
𝑃′1 +𝑄′

𝑛𝑏−1∑︁
𝑙=0

2𝑙𝑍 (𝑙)
3,x

) (
𝑋
↑𝑝
𝑖
𝑋
↑𝑛
𝑖

+ 𝑌 ↑𝑝
𝑖
𝑌
↑𝑛
𝑖

)
𝑍
↓𝑝
𝑖
. (87)

Here 𝑃′ B −Πmax + 𝛿Π
2 (2𝑛𝑏 − 1) and 𝑄′ B − 𝛿Π

2 [see Eq. (33)]. The right-hand side of Eq. (87) can be decomposed as
a summation of 2(𝑛𝑏 + 1)2 Pauli string operators, each of which has a highest Pauli weight of 5. All of these Pauli
strings commute.

3.3.4 Simulation in the Truncated Field Space

As previously mentioned, in order to keep track of a finite number of bosonic degrees of freedom, one must impose a
cutoff and a digitization scale for the field strength of the pion. We follow the methods introduced in Ref. [JLP12] and
show that if the evolution is restricted to states with a given energy 𝐸 , then a high-fidelity representation of the exact
state is achievable with particular digitization and cutoff scales. In this section, we simply state the bounds to be used in
our simulation-cost analysis of nuclear EFTs and refer the reader to Appendix C for the details of the proof.

Lemma 3 (Dynamical-Pion Cutoff). Let |𝜓cut⟩ be a state with the field cutoff 𝜋max, conjugate-momentum field cutoff
Πmax, and total nucleon number 𝜂, such that ⟨𝜓 |𝐻 |𝜓⟩𝜂 ≤ 𝐸 . To achieve | ⟨𝜓 |𝜓cut⟩ | ≥ 1 − 𝜖cut with 3𝐿3 bosonic fields
(three types of pion fields at 𝐿3 lattice sites), it is sufficient to choose

𝜋max =
©«
√︄

3𝐿3

𝜖cut
+ 1ª®¬

©«
3𝑔𝐴
𝑓𝜋𝑎𝐿𝐴

+

√√√
𝐸 + 8𝜂 |𝐶 | + 4𝜂 |𝐶𝐼2 |

𝐴
+ 3𝜂

(
3𝑔𝐴
𝑓𝜋𝑎𝐿𝐴

)2
+

9𝜂𝑚2
𝜋𝑎

3
𝐿

𝐴

(
6𝑔𝐴

𝑚2
𝜋 𝑓𝜋𝑎

4
𝐿

)2ª®®¬ , (88)

Πmax =
©«
√︄

3𝐿3

𝜖cut
+ 1ª®¬

√√√
𝐸 + 8𝜂 |𝐶 | + 4𝜂 |𝐶𝐼2 |

𝐵
+ 3𝜂
𝐴𝐵

(
3𝑔𝐴
𝑓𝜋𝑎𝐿

)2
+

9𝜂𝑚2
𝜋𝑎

3
𝐿

𝐵

(
6𝑔𝐴

𝑚2
𝜋 𝑓𝜋𝑎

4
𝐿

)2

, (89)

where

𝐴 B
𝑚2
𝜋𝑎

3
𝐿

2
− 1

2 𝑓 2
𝜋𝑎𝐿

, 𝐵 B
𝑎3
𝐿

2
− 𝑎𝐿

2 𝑓 2
𝜋

. (90)
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The proof is presented in Appendix C. This result sets the number of qubits used to represent each pion field.
Recalling the relations 𝑛𝑏 = ⌈log(2𝜋max/𝛿𝜋 + 1)⌉ and Πmax = 𝜋

𝑎3
𝐿
𝛿𝜋

from Section 2.3.2 gives

𝑛𝑏 =
⌈

log2 (2𝜋𝑎3
𝐿Πmax𝜋max + 1)

⌉
. (91)

An alternative method of truncating the bosonic Hilbert space proposed in Ref. [Ton+22], cuts off the bosonic
occupation number (see also Refs. [Som15; Mac+18; KS19]), and introduces exponentially small error in the occupation-
number cutoff at any fixed lattice spacing, improving over the polynomial energy-based bound of Ref. [JLP12].
However, this bound only applies to Hamiltonians which are of a particular form. Unfortunately for our purposes, the
Weinberg-Tomozawa term in the pionful Hamiltonian violates the necessary assumptions for the improved bound to
apply. We note, however, that the Weinberg-Tomozawa term is often comparatively small (and identically zero in the
static-pion limit), so in practice one may be able to achieve better bounds using the work of Ref. [Ton+22]. There
are other works bounding the error associated with a cutoff on the bosonic space [Mas+22; KVS22]; however, the
assumptions in these works do not apply here either. In particular, the result of Ref. [KVS22] only applies when the
potential term in the Hamiltonian is a function of number operators, and the result of Ref. [Mas+22] only applies for
number-preserving bosonic Hamiltonians.

4 Circuit Implementation of Trotter Steps
To characterize the resources for time evolution via Trotterization, we evaluate the cost of implementing each of the
unitaries 𝑒−𝑖𝐻𝛾 𝛿𝑡 , as well as their controlled versions. The uncontrolled unitaries will be used for time evolution, while
the controlled versions are necessary for QPE. We consider two metrics: the 2-qubit gate depth of the circuit, 𝐷cost, and
the 𝑇-gate count, 𝑇cost. The latter is a relevant metric for fault-tolerant algorithms, whereas the former is mostly relevant
for non-error corrected computations prevalent in the near-term era of quantum computing (although the circuit depth is
not completely irrelevant in the fault-tolerant setting). When working in the circuit-depth model, we assume that the
2-qubit CNOT gates and 1-qubit 𝐻, 𝑇 , and 𝑍 rotations are available operations (although, in the near-term era, one can
assume arbitrary 1-qubit rotations are available). We put no constraints on the qubit connectivity. Generally, we resort
to the most straightforward optimization of the circuits to parallelize 2-qubit gates and reduce the circuit depths, but we
make no further attempt to improve this optimization in many instances. Additional improvements will not change the
scaling of the total circuit depth with the parameters of the simulation, although those will likely be important for any
near-term implementation of the algorithms presented in this work.

The only gates that require 𝑇 gates to be synthesized fault-tolerantly are 1-qubit 𝑍 rotations, 𝑅𝑧 (𝜃) = 𝑒−𝑖 𝜃𝑍/2.
Clifford operations (i.e., those that can be written in terms of CNOT, 𝐻, and 𝑇2 gates) are essentially “free” operations
in the fault-tolerant setting. To evaluate the 𝑇-gate cost, we use the following result from Ref. [PS14]: for a 1-qubit 𝑍
rotation 𝑅𝑧 , a 1-qubit �̃�𝑧 gate can be implemented using the repeat-until-success method such that𝑅𝑧 − �̃�𝑧 ≤ 𝜖syn, (92)

with

1.15 log(2/𝜖syn) + 9.2 (93)

𝑇 gates in expectation.
The time evolution of all Hamiltonian terms is performed by decomposing them into Pauli strings. In the controlled-

gate setting, each Pauli string takes two 𝑍 rotations to implement, and in the non-controlled setting each takes only one
𝑍 rotation [NC10]. Thus, the number of 𝑇 gates primarily depends on the number of Pauli strings.

4.1 Pionless-EFT Simulation Costs
Here, we consider the resource costs for the pionless-EFT Hamiltonian for both the VC and compact encodings. The
analysis is split into two parts: the kinetic (or hopping) term and the contact-interaction terms. We also report both the
2-qubit circuit depth and 𝑇-gate counts, where the latter is fully determined from the 𝑅𝑧 gate counts.
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4.1.1 Hopping Operators

We first consider the costs associated with implementing the kinetic terms in the VC encoding. The hopping operators
in terms of Pauli operators are given in Eqs. (57) to (59) for the spin-down proton and can be similarly deduced for other
species of the nucleons.

Lemma 4 (Kinetic-Energy Circuit Depth in the VC Encoding). There is a circuit implementing the kinetic terms
𝑒−𝑖𝑡 ℎ̃

𝑥
𝜎 (𝑖, 𝑗 ) , 𝑒−𝑖𝑡 ℎ̃

𝑦
𝜎 (𝑖, 𝑗 ) , 𝑒−𝑖𝑡 ℎ̃

𝑧
𝜎 (𝑖, 𝑗 ) with 2-qubit circuit depths of at most 16, 22, and 26, respectively. The controlled

evolutions can be implemented with circuit depths of at most 20, 26, and 30, respectively.

Proof. To implement the hopping terms, we appeal to a standard gate decomposition: the evolution of a 𝑘-local
Pauli operator can be implemented by 2(𝑘 − 1) CNOT gates (see e.g., Ref. [NC10, Sec. 4.7]), and controlled 𝑘-local
Pauli-operator evolution takes 2𝑘 CNOTs. If two Pauli strings are applied successively such that they have the same
Pauli operators on all but 𝑚 qubits, then the CNOT gates cancel on all but the 𝑚 qubits, giving a total of 2(𝑘 − 1) + 2𝑚
CNOT gates. In Section 3.1.1, it was shown that the hopping interactions along the 𝑧 direction generate two Pauli strings
with at most weight 12 (associated with proton-up hopping). Each of the two Pauli strings share all but two different
Pauli operations. It can be similarly shown that hopping terms along the 𝑥- and 𝑦-directions are two Pauli strings of at
most Pauli weight 7 and 10, respectively (associated with proton-up hopping). Therefore, for a generic spices 𝜎,

𝐷cost (𝑒−𝑖𝑡 ℎ̃
𝑥
𝜎 (𝑖, 𝑗 ) ) ≤ 2(7 − 1) + 4 = 16, (94)

𝐷cost (𝑒−𝑖𝑡 ℎ̃
𝑦
𝜎 (𝑖, 𝑗 ) ) ≤ 2(10 − 1) + 4 = 22, (95)

𝐷cost (𝑒−𝑖𝑡 ℎ̃
𝑧
𝜎 (𝑖, 𝑗 ) ) ≤ 2(12 − 1) + 4 = 26. (96)

When applying controlled implementations of these, two additional CNOT gates for each 𝑍 rotation are required.
There are two Pauli strings per hopping term, giving 𝐷cost (C[𝑒−𝑖𝑡 ℎ̃𝑥𝜎 (𝑖, 𝑗 ) ]) ≤ 20, 𝐷cost (C[𝑒−𝑖𝑡 ℎ̃

𝑦
𝜎 (𝑖, 𝑗 ) ]) ≤ 26,

𝐷cost (C[𝑒−𝑖𝑡 ℎ̃𝑧𝜎 (𝑖, 𝑗 ) ]) ≤ 30. Here and throughout, the notation C[·] denotes a controlled operation with respect
of to the state of a single qubit. □

Lemma 5 (Kinetic-Energy Circuit Depth in the Stacked Compact Encoding). There is a circuit implementing the kinetic
terms 𝑒−𝑖𝑡 ℎ̃𝜎 (𝑖, 𝑗 ) with circuit depth 𝐷cost (𝑒−𝑖𝑡 ℎ̃𝜎 (𝑖, 𝑗 ) ) ≤ 10. The controlled version can be implemented with circuit
depth 𝐷cost (𝐶 [𝑒−𝑖𝑡 ℎ̃𝜎 (𝑖, 𝑗 ) ]) ≤ 14.

Proof. The hopping interactions are composed of two Pauli strings of at most weight 4 with the same Pauli operators
on all but 2 qubits, which gives 𝐷cost (𝑒−𝑖𝑡 ℎ̃𝜎 (𝑖, 𝑗 )) ≤ 2(4 − 1) + 4 = 10 for hopping operators along any direction. For
controlled implementations, 𝐷cost (𝐶 [𝑒−𝑖𝑡 ℎ̃𝜎 (𝑖, 𝑗 ) ]) ≤ 14 since each string comes with a 𝑍 rotation that can be controlled
with two additional CNOTs per 𝑍 rotation. □

Crucially, the kinetic Hamiltonian can be implemented with depth 𝑂 (1) in both the VC and compact encodings. In
the Jordan-Wigner encoding, implementing this term would take depth 𝑂 (𝐿2), and other implementations involving the
fermionic Fourier transform, fermionic SWAP networks, or Givens rotations all have circuit depths that scale with the
number of fermionic modes [Kiv+18; Kiv+20].

4.1.2 Contact Operators

Lemma 6 (Contact-Term Circuit Depth in the VC Encoding [Rog+20b]). The circuit in Fig. 4 exactly implements the

term 𝑒
−𝑖𝑡

(
𝐻𝐶 /𝜋 (𝑖)+𝐻𝐷 /𝜋 (𝑖)

)
and has circuit depth 8. The controlled circuit has depth 22.

Proof. Despite the use of the VC encoding, the on-site contact terms we wish to implement have the same representation
when using the Jordan-Wigner encoding. This allows us to use the optimized circuit developed in Ref. [Rog+20b, Table III
and Eq. (B47)] (shown in Fig. 4) to implement the contact interactions. The circuit implements contact-term time evolution

at each site 𝑖, comprised of operators 𝑒−𝑖𝑡
(
𝐻𝐶 /𝜋 (𝑖)+𝐻𝐷 /𝜋 (𝑖)

)
= 𝑒

−𝑖𝑡
(
𝜃1

∑
𝜎 𝑍

𝜎
𝑖
+𝜃2

∑
𝜎<𝜎′ 𝑍𝜎

𝑖
𝑍𝜎′
𝑖

+𝜃3
∑

𝜎<𝜎′<𝜎′′ 𝑍𝜎
𝑖
𝑍𝜎′
𝑖
𝑍𝜎′′
𝑖

)
.

Concatenating circuits for all sites does not change the 2-qubit gate depth, so the overall 2-qubit gate depth is

𝐷cost (𝑒−𝑖𝑡 (𝐻𝐶 /𝜋 (𝑖)+𝐻𝐷 /𝜋 (𝑖) ) ) ≤ 8. (97)
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𝑅𝑧 (𝜃1) 𝑅𝑧 (𝜃3) 𝑅𝑧 (𝜃2) 𝑅𝑧 (𝜃2)

𝑅𝑧 (𝜃2) 𝑅𝑧 (𝜃3) 𝑅𝑧 (𝜃2) 𝑅𝑧 (𝜃3) 𝑅𝑧 (𝜃3) 𝑅𝑧 (𝜃2) 𝑅𝑧 (𝜃1)

𝑅𝑧 (𝜃1)

𝑅𝑧 (𝜃2) 𝑅𝑧 (𝜃1)

Figure 4: The circuit used to implement the time evolution of the contact interaction for the pionless EFT, taken from Ref. [Rog+20b].
𝑅𝑧 (·) denotes a 𝑍 rotation through the specified angle.

When performing the controlled evolution, each 1-qubit rotation is implemented in a controlled manner, giving a 2-qubit
gate depth of 14. On the other hand, only 8 of the 16 CNOT gates need to be controlled, since one can take advantage of
the relation 𝐶 [𝑈𝐴𝑈†] = 𝑈𝐶 [𝐴]𝑈† for any unitary operator 𝑈 to eliminate the need for control on 4 pairs of CNOT
gates. In total, this gives 𝐷cost (C[𝑒−𝑖𝑡 (𝐻𝐶 /𝜋 (𝑖)+𝐻𝐷 /𝜋 (𝑖) ) ) ]) ≤ 22. □

Lemma 7 (Contact-Term Circuit Depth in the Stacked Compact Encoding). There is a circuit implementing
𝑒
−𝑖𝑡 (𝐻𝐶 /𝜋 +𝐻𝐷 /𝜋 ) in the pionless-EFT Hamiltonian with 𝐷cost (𝑒−𝑖𝑡 (𝐻𝐶 /𝜋 (𝑖)+𝐻𝐷 /𝜋 (𝑖) ) ) ≤ 8 and the controlled version
𝐷cost (𝐶 [𝑒−𝑖𝑡 (𝐻𝐶 /𝜋 (𝑖)+𝐻𝐷 /𝜋 (𝑖) ) ]) ≤ 22.

Proof. Since �̃�𝜎 (𝑖) = 𝑍𝜎
𝑖

in both the CV and compact encoding, the circuit from Fig. 4 can be used again to give
circuit depths of 8 and 22 in the non-controlled and controlled cases, respectively. □

4.1.3 Total Pionless-EFT Circuit Depth

Here, we examine the costs of simulating the time evolution of pionless EFT for different orders of product formulae.

Lemma 8 (Pionless-EFT Trotter-Step Circuit Depth in the VC Encoding). The time evolution of the pionless-EFT
Hamiltonian in the VC encoding using the 𝑝 = 1 Trotter formula can be implemented in circuit depth𝐷cost (P ( /𝜋 )

1 (𝑡)) ≤ 520
and 𝐷cost (𝐶 [P ( /𝜋 )

1 (𝑡))] ≤ 630, where P ( /𝜋 )
1 (𝑡) is defined in Eq. (34).

Proof. To run the simulation, the Hamiltonian can be split into 6 layers 𝐻𝛾 with 𝛾 = 1, . . . , 6. Two layers correspond to
two sets of hopping terms along the 𝑥 direction as depicted in Fig. 5, in such a way that within each set, the hopping
terms commute so that their evolution can be implemented simultaneously. Similarly, hopping along 𝑦 and 𝑧 directions
each are split into two sets such that within each set, the hopping terms can be simulated simultaneously. Finally, the
contact interactions at all sites can be implemented simultaneously. Consequently, the total circuit depth is

𝐷cost (P ( /𝜋 )
1 (𝑡)) ≤ 2 × 4(16 + 22 + 26) + 8 = 520 (98)

independent of the system size, where we have used the circuit depths 16, 22, 26, and 8 for simulating hopping
terms associated with each of the four nucleon species, ℎ̃𝑥𝜎 (𝑖, 𝑗), ℎ̃

𝑦
𝜎 (𝑖, 𝑗), and ℎ̃

𝑦
𝜎 (𝑖, 𝑗), and the contact terms,

respectively, as per Lemmas 4 and 6. Similarly, the controlled evolution takes circuit depth 𝐷cost (𝐶 [P ( /𝜋 )
1 (𝑡)]) ≤

2 × 4(20 + 26 + 30) + 22 = 630. □

Lemma 9 (Pionless-EFT Trotter-Step Circuit Depth in the Stacked Compact Encoding). The time evolution of the
pionless-EFT Hamiltonian in the stacked compact encoding using the 𝑝 = 1 Trotter formula can be implemented in
circuit depth 𝐷cost (P ( /𝜋 )

1 (𝑡)) ≤ 68 and 𝐷cost (𝐶 [P ( /𝜋 )
1 (𝑡)]) ≤ 106.

Proof. As with the VC encoding, the kinetic terms of each of the fermion species can be split into 6 disjoint sets and all
terms within a set can be implemented simultaneously. Considering Lemmas 5 and 7, one arrives at the circuit depths
stated in the Lemma. □
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a) Disjoint hopping terms 
along the  direction x

b) Disjoint hopping terms 
along the  direction y

c) Disjoint hopping terms 
along the  direction z

Figure 5: A 2D cross section of the 3D lattice showing how the kinetic hopping terms along a) 𝑥, b) 𝑦, and c) 𝑧 directions are grouped
together for each 𝐻𝛾 (shown by different colors). The lines connecting the circles denote kinetic hopping terms. Terms with the same
color can be implemented simultaneously.

Pionless EFT Circuit Depths

Trotter Formula
Order 𝑝

2-Qubit Gate
Circuit Depth (VC)

Controlled 2-Qubit
Gate Circuit
Depth (VC)

2-Qubit Gate
Circuit Depth

(Compact)

Controlled 2-Qubit
Gate Circuit

Depth (Compact)
1 520 630 68 106
2 1014 1230 126 190

Table 4: Upper bounds on the 2-qubit gate depth for a single step of time evolution under the pionless-EFT Hamiltonian for both the
VC encoding and compact encoding.

Extending these circuits to simulate second-order formulae, we find the 2-qubit depth costs given in Table 4. Note
that according to Eq. (38) for the second-order formula, the last non-commuting layer (𝐻Γ) evolved for time 𝑡/2 can be
combined with the first non-commuting layer of the next evolution for time 𝑡/2. In other words, only one implementation
of 𝑒−𝑖𝑡𝐻Γ is required, while for the other terms, two separate half-time evolutions occur. Here, we take 𝐻Γ to be the layer
with the highest circuit depth in each encoding so as to minimize the overall second-order product-formula circuit depth.

4.1.4 Total Pionless-EFT 𝑇-Gate Cost

Here, we derive the number of 𝑇 gates to implement a single 𝑝 = 1 Trotter step for the pionless EFT.

Lemma 10 (Pionless-EFT Trotter-Step 𝑇-gate Costs in both the VC and Compact Encodings). Let P ( /𝜋 )
1 (𝑡) be the

𝑝 = 1 product formula for the pionless EFT with the VC encoding. For any 𝑡 ∈ R and 𝛿 > 0, there exists a circuit
that implements a unitary operator �̃� (𝑡) with

�̃� (𝑡) − P ( /𝜋 )
1 (𝑡)

 ≤ 𝛿, where �̃� (𝑡) has an expected 𝑇-gate count of
42𝐿3 [1.15 log(84𝐿3/𝛿) + 9.2], with 𝐿 being the number of lattice sites in each Cartesian direction. Furthermore, the
controlled unitary 𝐶 [�̃� (𝑡)] has an expected 𝑇-gate count of 84𝐿3 [1.15 log(168𝐿3/𝛿) + 9.2]. The same bounds when
using the compact encoding.

Proof. To implement P ( /𝜋 )
1 (𝑡) fault-tolerantly, we consider using the repeat-until-success method to synthesize 𝑍

rotations. Therefore, we count the number of 𝑅𝑧 gates, or in turn the Pauli strings, to obtain the required number of 𝑇
gates. For a single site on the lattice, the number of Pauli strings that need to be implemented can be obtained by noting
that there are 4 species of nucleons, each requiring 3 sets of kinetic terms along each Cartesian direction, with 2 Pauli
strings per term. There is an on-site contribution to 𝐻free in Eq. (51) which did not matter in the circuit-depth analysis
but involves 4 𝑅𝑧 gates at each site. Adding to this a total of 14 𝑅𝑧-rotations involved in each contact-term evolution per
site, the overall number of 𝑍 rotations is (4 × 3 × 2 + 4 + 14)𝐿3 = 42𝐿3. Thus, each rotation must be done to precision
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𝛿 = 42𝐿3, requiring 1.15 log(84𝐿3/𝛿) + 9.2 𝑇 gates per rotation by Eq. (93). The overall expected 𝑇-gate cost is

42𝐿3 (1.15 log(84𝐿3/𝛿) + 9.2). (99)

In the controlled case, each Pauli string takes twice as many 𝑍 rotations, thus requiring 84𝐿3 𝑅𝑧 gates, giving an
expected 𝑇-gate cost of 84𝐿3 (1.15 log(168𝐿3/𝛿) + 9.2).

The same bound holds for the compact encoding as the kinetic term takes the same number of Pauli strings to
implement, and the circuit for the contact terms has the same number of Pauli strings. □

4.2 One-Pion-Exchange EFT Simulation Costs
We now turn to the discussion of simulation costs for the OPE EFT. The hopping terms are the same for the OPE
Hamiltonian as for the pionless EFT, hence the circuit depths quoted in Section 4.1.1 apply equally to this model. We
thus proceed with analyzing the simulation cost of the on-site contact terms and the long-range interactions.

4.2.1 Contact Operators

Lemma 11. There exists a circuit implementing 𝑒−𝑖𝑡𝐻𝐶 (𝑖) and 𝑒−𝑖𝑡𝐻𝐶
𝐼2 (𝑖) exactly with circuit depths 𝐷cost (𝑒−𝑖𝑡𝐻𝐶 (𝑖) ) ≤

6 and𝐷cost (𝑒
−𝑖𝑡𝐻𝐶

𝐼2 (𝑖) ) ≤ 54. The controlled versions can be implemented exactly with circuit depths𝐷cost (𝐶 [𝑒−𝑖𝑡𝐻𝐶 (𝑖) ]) ≤
26 and 𝐷cost (𝐶 [𝑒

−𝑖𝑡𝐻𝐶
𝐼2 (𝑖) ]) ≤ 98.

Proof. 𝐻𝐶 (𝑖) as given in Eq. (72) acts on pairs of nucleons on each spatial lattice site, of which there are 6, but each 2
pairs with non-shared qubits can be implemented simultaneously, leading to only 3 non-commuting layers. Each term
has Pauli weight 2, hence each requiring CNOT-gate depth 2 to implement. This gives a total circuit depth of

𝐷cost (𝑒−𝑖𝑡𝐻𝐶 (𝑖) ) ≤ 6. (100)

For the controlled operation, besides the 3 sets of non-commuting layers of CNOT gates, each with depth 2, each
layer also contains 2 1-qubit 𝑍 rotations that need to be controlled, giving an additional 2-qubit depth of 4 in each
layer. Finally, the product of 𝑁𝜎 (𝑖)𝑁𝜎′ (𝑖) for 𝜎 ≠ 𝜎′ creates 4 1-qubit 𝑍 rotations associated with each of the 4
qubits representing the fermionic species at a site, which when controlled give a total of 8 CNOT gates. Therefore,
𝐷cost (𝐶 [𝑒−𝑖𝑡𝐻𝐶 (𝑖) ]) ≤ 3 × (2 + 4) + 8 = 26.

For 𝐻𝐶
𝐼2 (𝑖) given in Eq. (73), there are two types of term: ones consisting of only number operators and a term of

the form 𝑎
†
↑𝑝 (𝑖)𝑎↑𝑛 (𝑖)𝑎

†
↓𝑛 (𝑖)𝑎↓𝑝 (𝑖) + h.c. The latter contribution is decomposed in Eq. (74) into 8 non-commuting Pauli

operators of weight 4, hence each requiring a CNOT-gate depth 6 to implement. Out of the terms consisting of number
operators, 𝑁2

↑𝑝 (𝑖) + 𝑁
2
↓𝑝 (𝑖) + 𝑁

2
↑𝑛 (𝑖) + 𝑁

2
↓𝑛 (𝑖) contains no 2-qubit rotations, while the remainder of the terms in Eq. (73)

consist of all 𝑁𝜎 (𝑖)𝑁𝜎′ (𝑖) operators with 𝜎 ≠ 𝜎′, hence exhibiting the same structure as 𝐻𝐶 (𝑖) above. This means that
these terms can be implemented in a total circuit depth 6. Overall,

𝐷cost (𝑒
−𝑖𝑡𝐻𝐶

𝐼2 (𝑖) ) ≤ (8 × 6) + 6 = 54. (101)

The controlled operation of the term 𝑎
†
↑𝑝 (𝑖)𝑎↑𝑛 (𝑖)𝑎

†
↓𝑛 (𝑖)𝑎↓𝑝 (𝑖) + h.c. demands a circuit depth of 8 × 8 = 64 since each

of the eight Pauli strings now needs 8 CNOT gates. The controlled 𝑁2
↑𝑝 (𝑖) + 𝑁

2
↓𝑝 (𝑖) + 𝑁

2
↑𝑛 (𝑖) + 𝑁

2
↓𝑛 (𝑖) operator results

in 4 controlled 𝑍 rotations on each of the qubits, hence a CNOT-gate depth 8. The remaining terms require the same
2-qubit gate depth as the controlled simulation of 𝐻𝐶 (𝑖), which takes a circuit depth of 26. Putting this all together
gives 𝐷cost (𝐶 [𝑒

−𝑖𝑡𝐻𝐶
𝐼2 (𝑖) ]) ≤ 64 + 8 + 26 = 98. □

4.2.2 Long-Range Operators

We now consider the circuit depths to implement the long-range terms. Recall that these terms are truncated such that
only those acting between sites within certain distance from each other are included.
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Lemma 12. There exists a circuit that implements 𝑒−𝑖𝑡𝐻LR (𝑖, 𝑗 ) between all pairs of points (𝑖, 𝑗) at distance |x − y | ≤
ℓ, where 𝑖 ( 𝑗) denotes the qubit index of spatial site x (y), respectively. The circuit has a 2-qubit gate depth
𝐷cost (𝑒−𝑖𝑡𝐻LR (𝑖, 𝑗 ) ) ≤ 14336. The controlled version has a circuit depth 𝐷cost (𝐶 [𝑒−𝑖𝑡𝐻LR (𝑖, 𝑗 ) ]) ≤ 16384.

Proof. The long-range terms, as given in Eq. (69), consist of pairs of creation and annihilation operators acting on
different sites. As per Section 3.2.2, the terms decompose into a set of at most 8 weight-8 Pauli strings. Each term
requires a CNOT-gate depth of 2× (8− 1) = 14 to simulate. For a given pair of sites, one needs to determine the number
of terms coupling nucleons on those sites, which can be obtained by counting all possible combinations of terms. At site
x, the creation operator can act on 4 possible terms, as can the annihilation operator, giving a total of 16 = 24 possible
terms. The same is true at site y, so for a pair of sites, there are 28 possible combinations. Nonetheless, each of the 16
terms at each site consists of 4 number operators and 6 Hermitian-conjugate pairs. These generate 16 combinations
of the form 𝑁𝜎 (x)𝑁𝜎′ (y), 4 × 6 = 24 operators of the form 𝑁𝜎 (x)𝑎†𝛼,𝛽 (y)𝑎𝛾𝛿 (y) + h.c. with 𝛼 ≠ 𝛾, 𝛽 ≠ 𝛿 (and 24
operators with x ↔ y), and (12 × 12)/2 = 72 combinations that involve no number operators, for a total of 136 terms.
To simplify the circuit-depth analysis, we skip such a refined analysis and simply assume the 28 possible terms can
be reduced to 27 = 128 pairs, where each pair is composed of 8 Pauli strings with a Pauli weight of at most 8, as in
Eq. (76). This still leads to a rigorous upper bound on the circuit depth since a number operator has a Pauli weight of
half or less compared with the 𝑎†

𝛼,𝛽
(y)𝑎𝛾𝛿 (y) operator with 𝛼 ≠ 𝛾, 𝛽 ≠ 𝛿, hence justifying the division of the total

number of terms by 2 and using the highest-weight term to obtain an upper bound. Thus, one can simulate a pair of
terms between given sites with circuit depth7

𝐷cost (𝑒−𝑖𝑡𝐻LR (𝑖, 𝑗 ) ) ≤ 27 × 14 × 8 = 14336. (102)

For the controlled version, one obtains 𝐷cost (𝐶 [𝑒−𝑖𝑡𝐻LR (𝑖, 𝑗 ) ]) ≤ 27 × 16 × 8 = 16384. □

4.2.3 Total OPE-EFT Circuit Depth

Here, we examine the costs of simulating a single time step of evolution of the OPE EFT for different orders of product
formulae.

Lemma 13 (OPE-EFT Trotter-Step Circuit Depth). The time evolution of the OPE-EFT Hamiltonian using the 𝑝 = 1
Trotter formula can be implemented in circuit depth 𝐷cost (P (OPE)

1 (𝑡)) ≤ 572 + 14336 𝑅(ℓ) and 𝐷cost (𝐶 [P (OPE)
1 (𝑡))] ≤

732 + 16384 𝑅(ℓ), where 𝑅ℓ B ⌈4𝜋(ℓ + 1)3/3⌉ and P1 (𝑡) is defined in Eq. (34).

Proof. First, the free Hamiltonian, 𝐻free, can be implemented as already discussed in Section 4.1.3 for the pionless-EFT
case, with a circuit depth of 512 (and 608 for the controlled case). The contact terms 𝐻𝐶 and 𝐻𝐶

𝐼2 for all lattice sites
can be simulated with a circuit depth 60 (and 124 for the controlled case), independent of system size.

Now to simulate 𝐻LR, more than just a single pair of lattice sites must be implemented, i.e., one needs to consider
all possible pairs of interacting terms with interaction length less than the cutoff ℓ, while taking advantage of possible
parallelizations to reduce the circuit depth. For each interaction type, i.e., with given directionality and range, the
interactions can be divided into two non-commuting layers, where within each layer all interactions commute and can
be applied in parallel (see Fig. 6 for a few examples). This is because each site participates in only two interaction bonds
of a given type, so by walking along bonds from site to site, the colors alternate. Therefore, to obtain the total number of
interaction layers to be applied in series, it suffices to find the number of all possible interaction types. The number of

7An improved circuit depth with a more refined counting of the terms and their contributions can be obtained as follows. As mentioned,
there are 16 combinations of the form 𝑁𝜎 (x)𝑁𝜎′ (y) , which are at most of Pauli weight 2. Next, there are 4 × 6 = 24 operators of the form
𝑁𝜎 (x)𝑎†

𝛼,𝛽
(y)𝑎𝛾𝛿 (y) + h.c. with 𝛼 ≠ 𝛾, 𝛽 ≠ 𝛿 (and 24 operators with x ↔ y). Each of these operators can be decomposed into 8 Pauli strings

of weight at most 5, and all these Pauli strings commute. Finally, there are (12 × 12)/2 = 72 combinations that involve no number operators. They
can consist of a maximum of 8 Pauli strings with a weight of at most 8, as shown in Eq. (76). Therefore, each long-range Hamiltonian 𝐻LR (x, y) for
x ≠ y, when expressed in terms of Pauli operators, consists of 16 strings with Pauli weight 2, 48 × 8 = 384 strings of Pauli weight of at most 5, and
72 × 8 = 576 strings of Pauli weight of at most 8, giving a total circuit depth 16 × 2 + 384 × 8 + 576 × 14 = 11168. This is lower than the circuit
depth assuming a total of 128 combinations of pairs of fermionic operators but each with the highest number of Pauli strings and the highest weight.
This number can be further improved by noting that not all the terms within each set have the maximum weight. In general, we do not account for
such fine-grained resource counting unless the benefit is significant.
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Figure 6: A sample of interaction terms present in the long-range Hamiltonian. In each figure, the interactions denoted by the same
color are commuting and can be simulated in parallel, while the two sets with different colors in each figure are non-commuting and
must be applied in series. Similar interactions can be pictured along other 3D lattice directions and with various lengths up to cutoff
ℓ. All these interaction types, nonetheless, can be separated into two disjoint sets in a similar way.

sites in a cubic lattice within distance ℓ of the origin is upper bounded by8
4𝜋
3 (ℓ +

√
3

2 )3. This is twice the number of
interaction types that need to be simulated on the 3D lattice. Hence, the circuit depth satisfies

𝐷cost (𝑒−𝑖𝑡𝐻LR ) ≤ 2 × 14336 × 1
2

⌈
4𝜋
3

(ℓ + 1)3
⌉
= 14336 𝑅(ℓ), (103)

where the factor of 2 arises from the two disjoint sets of interactions associated with each type. Furthermore, the
controlled evolution takes depth 𝐷cost (𝐶 [𝑒−𝑖𝑡𝐻LR ]) ≤ 16384 𝑅(ℓ).

Adding the circuit depth of the hopping, contact, and long-range terms gives the claimed costs. □

4.2.4 Total OPE EFT 𝑇-Gate Cost

We now examine the number of 𝑇 gates to implement a single 𝑝 = 1 Trotter step for the OPE EFT.

Lemma 14 (OPE-EFT Trotter Step 𝑇-gate Costs). For any 𝑡 ∈ R and 𝛿 > 0, there exists a circuit that imple-
ments a unitary operator �̃� (𝑡) such that

�̃� (𝑡) − P (OPE)
1 (𝑡)

 ≤ 𝛿, where �̃� (𝑡) has an expected 𝑇-gate count of

𝑔(𝐿, ℓ) (1.15 log(2𝑔(𝐿, ℓ)/𝛿) + 9.2), where 𝑔(𝐿, ℓ) B
(
52 + 1024

⌈ 4𝜋
3 (ℓ + 1)3⌉) 𝐿3. Here 𝐿 is the total number of

lattice sites in each Cartesian direction, and ℓ is the cutoff length introduced in Section 3.2.3. The expected number of 𝑇
gates for the controlled unitary 𝐶 [�̃� (𝑡)] is 2𝑔(𝐿, ℓ) (1.15 log(4𝑔(𝐿, ℓ)/𝛿) + 9.2).

Proof. To implement P (OPE)
1 (𝑡) fault-tolerantly, we use the repeat-until-success method to synthesize the 𝑅𝑧 gates, and

assume an equal error for each of the 𝑇 gates in the synthesis. The number of 𝑇 gates is determined from the total
number of 1-qubit 𝑍 rotations, which can be counted as follows. 𝐻free is implemented with 28𝐿3 total 𝑍 rotations as
with the pionless EFT. For 𝐻𝐶 , there are 6 possible pairs of 𝑍𝜎

𝑖
𝑍𝜎

′
𝑖

rotations with 𝜎 ≠ 𝜎′, as well as four possible 𝑍𝜎
𝑖

rotations, all generated out of 𝑁𝜎 (𝑖)𝑁𝜎′ ( 𝑗) terms. Each of these requires one 𝑍 rotation to implement, giving 10𝐿3 𝑍
rotations in total. However, 4 of these rotations can be combined with 1-qubit rotations from implementing 𝑒−𝑖𝑡𝐻free .
For 𝐻𝐶

𝐼2 , the 𝑎†↑𝑝 (𝑖)𝑎↑𝑛 (𝑖)𝑎
†
↓𝑛 (𝑖)𝑎↓𝑝 (𝑖) + h.c. term contains 8 Pauli strings, leading to 8 𝑍 rotations. Out of the terms

consisting of number operators, 𝑁2
↑𝑝 (𝑖) + 𝑁

2
↓𝑝 (𝑖) + 𝑁

2
↑𝑛 (𝑖) + 𝑁

2
↓𝑛 (𝑖) consists of 4 𝑍 rotations, while the remainder of

the terms have the same structure as 𝐻𝐶 (𝑖), leading to 10 𝑍 rotations. However, 4 of these can be combined with
the 𝑍 rotations from the 𝑁2

↑𝑝 (𝑖) + 𝑁
2
↓𝑝 (𝑖) + 𝑁

2
↑𝑛 (𝑖) + 𝑁

2
↓𝑛 (𝑖) operator. So in total, simulating 𝐻𝐶

𝐼2 requires 18𝐿3 𝑍

rotations. For 𝐻LR, between any two lattice sites, there are 27 Hermitian terms to implement, and each decomposes
into 8 Pauli strings. For each lattice point, there are up to

⌈ 4𝜋
3 (ℓ + 1)3⌉ points within distance ℓ asymptotically, which

8The exact expression is not known except asymptotically. Exact values for small instances can be found in Ref. [OEI23, A117609].

30



determines the number of interaction terms to be simulated at each site. Hence, the total number of 𝑍 rotations is
8 × 27 ×

⌈ 4𝜋
3 (ℓ + 1)3⌉ 𝐿3 = 1024

⌈ 4𝜋
3 (ℓ + 1)3⌉ 𝐿3.

Now defining the function

𝑔(𝐿, ℓ) B
(
28 + 10 − 4 + 18 + 1024

⌈
4𝜋
3

(ℓ + 1)3
⌉)
𝐿3, (104)

each rotation should be done to precision 𝛿/𝑔(𝐿, ℓ), giving 1.15 log(2𝑔(𝐿, ℓ)/𝛿) + 9.2 𝑇 gates per rotation, on average.
Thus, the expected overall 𝑇-gate cost is

𝑔(𝐿, ℓ) (1.15 log(4𝑔(𝐿, ℓ)/𝛿) + 9.2). (105)

In the controlled case, each Pauli string takes twice as many 𝑍 rotations, giving 2𝑔(𝐿, ℓ) 𝑍 rotations, and an overall
requirement of 2𝑔(𝐿, ℓ) (1.15 log(2𝑔(𝐿, ℓ)/𝛿) + 9.2) expected 𝑇 gates. □

4.3 Dynamical-Pion EFT Simulation Costs
We now discuss the simulation costs for the dynamical-pion EFT. The costs of simulating the free-nucleon Hamiltonian
are essentially the same as in the previous models, so here we focus on the pion and pion-nucleon terms in the
Hamiltonians.

4.3.1 The operator proportional to 𝜋2
𝐼

Lemma 15. There exists a circuit that implements the term 𝑒−𝑖𝑡𝐻𝜋2 with 𝐻𝜋2 B
𝑚2

𝜋𝑎
3
𝐿

2
∑

x,𝐼 𝜋𝐼 (𝑥)2 on 𝑛𝑏 qubits with
circuit depth 𝐷cost (𝑒−𝑖𝑡𝐻𝜋2 ) ≤ 2 ⌈𝑛𝑏/2⌉ + 2𝑛𝑏 − 4. The controlled version can be implemented in 𝐷cost (𝐶 [𝑒−𝑖𝑡𝐻𝜋2 ) ≤
𝑛2
𝑏
+ 2 ⌈𝑛𝑏/2⌉ + 3𝑛𝑏 − 4.

Proof. One can use the decomposition introduced earlier in Eq. (84) to write

𝑒−𝑖𝑡
𝑚2

𝜋𝑎3
𝐿

2 𝜋2
𝐼
(x) = 𝑒

−𝑖𝑡
𝑚2

𝜋𝑎3
𝐿

2

[
𝑃21+2𝑃𝑄

∑𝑛𝑏−1
𝑚=0 2𝑚𝑍 (𝑚)

𝐼,x
+𝑄2 ∑𝑛𝑏−1

𝑚,𝑚′=0 2𝑚+𝑚′
𝑍

(𝑚)
𝐼,x

𝑍
(𝑚′ )
𝐼,x

]
, (106)

where 𝑃 and 𝑄 are constants defined after Eq. (84). This implementation uses 𝑛𝑏 (𝑛𝑏 − 1)/2 𝑍𝑍 rotations, or 𝑛𝑏 (𝑛𝑏 − 1)
CNOT gates, between pairs of qubits. Nonetheless, it can be shown that the operations can be parallelized, improving
the circuit depth. Consider an 𝑛𝑏-qubit circuit which involves all possible 𝑍𝑍 rotations among pairs of qubits, and
let 𝑑 denote the distance between the qubits. The distance 𝑑 takes values between 1 and 𝑛𝑏 − 1. As is clear from the
examples shown in Fig. 7, all pairs of interactions with a fixed value of 𝑑 can be either implemented all in parallel (when
𝑑 ≥ ⌈𝑛𝑏/2⌉) or can be split into two sets (when 𝑑 < ⌈𝑛𝑏/2⌉) where interactions within each set can all be implemented
in parallel. This means that there are

2 ×
(⌈𝑛𝑏

2

⌉
− 1

)
+ 1 ×

(
𝑛𝑏 −

⌈𝑛𝑏
2

⌉)
(107)

separate layers of 𝑍𝑍 rotations, or twice this value for the layers of CNOT gates, which should be implemented in series.
Hence, the 2-qubit circuit depth of the circuit is twice that in Eq. (107). Note that this depth scales as 𝑛𝑏, which is an
improvement over the 𝑛2

𝑏
scaling of the naive implementation.9 Thus, the circuit depth of the 𝑒−𝑖𝑡𝐻𝜋2 operator is

𝐷cost (𝑒−𝑖𝑡𝐻𝜋2 ) ≤ 4
(⌈𝑛𝑏

2

⌉
− 1

)
+ 2

(
𝑛𝑏 −

⌈𝑛𝑏
2

⌉)
= 2

⌈𝑛𝑏
2

⌉
+ 2𝑛𝑏 − 4, (108)

where we have taken into account the fact that each 𝜋𝐼 (x) acts on a distinct set of qubits, so the full evolution can be
done in a circuit depth independent of the system size.

9Our strategy is different from that of Ref. [Sha+20], which gives a CNOT-gate count of (𝑛𝑏 + 2) (𝑛𝑏 − 1)/2. Here, we focus on optimizing the
circuit depth rather than the CNOT count.
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Figure 7: Examples of 8-qubit and 7-qubit systems, where colored lines between the filled circles represent entangling 𝑍𝑍 rotations
between each pair of qubits. Interactions with the same color commute and can be applied simultaneously. The total number of
interactions in each case is 𝑛𝑏 (𝑛𝑏 − 1)/2, but these can be applied in 2 × (⌈𝑛𝑏/2⌉ − 1) + 1 × (𝑛𝑏 − ⌈𝑛𝑏/2⌉) separate layers. Note
that further optimization is possible to reduce the number of interaction sets that are applied in series, but the circuit depth will still
scale with 𝑛𝑏 .

The controlled-unitary circuit depth can be obtained by considering that, first of all, there are 𝑛𝑏 1-qubit 𝑍
rotations associated with the term proportional to 𝑃𝑄 in Eq. (106), that once controlled, lead to 2-qubit circuit
depth 2𝑛𝑏. Then, there are operators proportional to 𝑄2, which involve 𝑛𝑏 (𝑛𝑏 − 1)/2 𝑍𝑍 rotations, leading to the
same number of 1-qubit 𝑍 rotations when decomposed into CNOT gates. When controlled, each of these produces
2 CNOT gates, which must be added to the circuit depth of uncontrolled evolution in Eq. (108). Finally, if the
control is performed upon separate ancilla qubits for each 𝜋2

𝐼
(x) term, evolution of each can be performed in parallel

with the rest, keeping the circuit depth system-size independent. Therefore, in total, we arrive at a circuit depth
𝐷 [𝐶 [𝑒−𝑖𝑡𝐻𝜋2 )]] ≤ 2𝑛𝑏 + 𝑛𝑏 (𝑛𝑏 − 1) + (2 ⌈𝑛𝑏/2⌉ + 2𝑛𝑏 − 4) = 𝑛2

𝑏
+ 2 ⌈𝑛𝑏/2⌉ + 3𝑛𝑏 − 4. □

4.3.2 The operator proportional to (∇𝜋𝐼 )2

Lemma 16. There is a circuit that implements the term 𝑒
−𝑖𝑡𝐻(∇𝜋)2 with 𝐻(∇𝜋 )2 B 𝑎𝐿

2
∑

⟨x,y⟩,𝐼 (𝜋𝐼 (x) − 𝜋𝐼 (y))2 on 𝑛𝑏
qubits, where ⟨x, y⟩ denotes nearest-neighbor sites, with circuit depth 𝐷cost (𝑒−𝑖𝑡𝐻(∇𝜋)2 ) ≤ 12 ⌈𝑛𝑏/2⌉ + 24𝑛𝑏 − 24. The
controlled version can be implemented in circuit depth 𝐷cost (𝐶 [𝑒−𝑖𝑡𝐻(∇𝜋)2 ]) ≤ 24𝑛2

𝑏
+ 12 ⌈𝑛𝑏/2⌉ + 36𝑛𝑏 − 24.

Proof. The decomposition in Eq. (85) can be used to write

𝑒−𝑖𝑡
𝑎𝐿

2 (𝜋𝐼 (x)−𝜋𝐼 (y) )2
= 𝑒−𝑖𝑡

𝑎𝐿
2 𝜋𝐼 (x)2

𝑒−𝑖𝑡
𝑎𝐿

2 𝜋𝐼 (y)2
𝑒𝑖𝑡𝑎𝐿 𝜋𝐼 (x) 𝜋𝐼 (y)

= 𝑒
−𝑖𝑡 𝑎𝐿𝑄2

2
∑𝑛𝑏−1

𝑚,𝑚′=0 2𝑚+𝑚′
𝑍

(𝑚)
𝐼,x

𝑍
(𝑚′ )
𝐼,x 𝑒

−𝑖𝑡 𝑎𝐿𝑄2
2

∑𝑛𝑏−1
𝑛,𝑛′=0 2𝑛+𝑛′𝑍 (𝑛)

𝐼,y
𝑍

(𝑛′ )
𝐼,y 𝑒

𝑖𝑡𝑎𝐿𝑄
2 ∑𝑛𝑏−1

𝑚,𝑛=0 2𝑚+𝑛𝑍 (𝑚)
𝐼,x

𝑍
(𝑛)
𝐼,y . (109)

Each of the first two exponentials has a circuit depth of 2 ⌈𝑛𝑏/2⌉ + 2𝑛𝑏 − 4 according to Lemma 15. These two can be
simulated simultaneously as they act on distinct sites. The last exponential in Eq. (109) consists of 𝑛2

𝑏
𝑍𝑍 rotations on

distinct qubits, giving a CNOT-gate depth of 2𝑛2
𝑏
. Nonetheless, the same parallelization strategy as in Lemma 15 can be

applied to improve this depth. In particular, the interactions involved are a special case of the general circuit considered
before, in which now instead of all 𝑍𝑍 rotations among the 2𝑛𝑏 qubits, only interactions with length 𝑑 ≥ ⌈2𝑛𝑏/2⌉ are
allowed. This means that only

1 ×
(
2𝑛𝑏 −

⌈
2𝑛𝑏

2

⌉)
= 𝑛𝑏 (110)
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separate layers of 𝑍𝑍 rotations, or twice this value for the layers of CNOT gates, need to be implemented in series.
Therefore, each 𝑒𝑖𝑡𝑎𝐿 𝜋𝐼 (x) 𝜋𝐼 (y) has a 2-qubit circuit depth of 2𝑛𝑏.

Now for the full time-evolution operator, observe that
∑

⟨x,y⟩ 𝑒
−𝑖𝑡 𝑎𝐿2 (𝜋𝐼 (x)−𝜋𝐼 (y) )2 acts on adjacent sites. We apply

the same strategy used for the fermionic-hopping simulation to separate the terms into two disjoint sets along each of
the three Cartesian directions, where within each set, all terms can be applied together. Furthermore, kinetic operators
associated with each isospin component of the pion act on distinct sets of qubit registers and can be all applied at once.
Putting everything together gives

𝐷cost (𝑒−𝑖𝑡𝐻(∇𝜋)2 ) ≤ 6 ×
(
2
⌈𝑛𝑏

2

⌉
+ 2𝑛𝑏 − 4 + 2𝑛𝑏

)
= 12

⌈𝑛𝑏
2

⌉
+ 24𝑛𝑏 − 24. (111)

For the controlled evolution, besides the circuit depth for the uncontrolled evolution, we count and add the circuit
depth associated with controlled 1-qubit 𝑍 rotations. There are 𝑛𝑏 + 𝑛𝑏 (𝑛𝑏 − 1)/2 1-qubit 𝑍 rotations associated
with each of the 𝑒−𝑖𝑡

𝑎𝐿
2 𝜋𝐼 (x)2 and 𝑒−𝑖𝑡

𝑎𝐿
2 𝜋𝐼 (y)2 operators, and 𝑛2

𝑏
1-qubit 𝑍 rotations for the 𝑒𝑖𝑡𝑎𝐿 𝜋𝐼 (x) 𝜋𝐼 (y) operator.

Again, introducing separate ancilla qubits for each ⟨x, y⟩ keeps the circuit depth independent of system size. Overall,
𝐷cost (𝐶 [𝑒−𝑖𝑡𝐻(∇𝜋)2 ]) ≤ 12 ⌈𝑛𝑏/2⌉ +24𝑛𝑏−24+6×2 (2𝑛𝑏 + 𝑛𝑏 (𝑛𝑏 − 1)) +6×2𝑛2

𝑏
= 24𝑛2

𝑏
+12 ⌈𝑛𝑏/2⌉ +36𝑛𝑏−24. □

4.3.3 The operator proportional to Π2
𝐼

Lemma 17. The operation 𝑒−𝑖𝑡𝐻Π2 with 𝐻Π2 B
𝑎3
𝐿

2
∑

x,𝐼 Π𝐼 (𝑥)2, acting on 𝑛𝑏 qubits, can be implemented with
circuit depth 𝐷cost (𝑒−𝑖𝑡𝐻Π2 ) ≤ 2𝑛2

𝑏
+ 2 ⌈𝑛𝑏/2⌉ − 4. The controlled version can be implemented with circuit depth

𝐷cost (𝐶 [𝑒−𝑖𝑡𝐻Π2 ]) ≤ 3𝑛2
𝑏
+ 2 ⌈𝑛𝑏/2⌉ + 𝑛𝑏 − 4.

Proof. To implement the operator composed of the conjugate-momentum field while working in the field basis, we
transform Π via a QFT to Π̃, which has a diagonal representation in the field basis (see Section 2.3.2). Then, the
operator to be implemented is

𝑒−𝑖𝑡
𝑎3
𝐿
2 Π𝐼 (𝑥 )2

= 𝑈
(𝐼 )
QFT

†
𝑒−𝑖𝑡

𝑎3
𝐿
2 Π̃𝐼 (𝑥 )2

𝑈
(𝐼 )
QFT, (112)

where𝑈 (𝐼 )
QFT is the unitary implementing the QFT on an 𝑛𝑏-qubit register encoding 𝜋𝐼 , which has 2-qubit circuit depth

𝑛𝑏 (𝑛𝑏 − 1) [NC10, Sec. 5.1]. The 𝑒−𝑖𝑡
𝑎3
𝐿
2 Π̃𝐼 (𝑥 )2 operator can be implemented in the same way as the 𝑒−𝑖𝑡

𝑚2
𝜋𝑎3

𝐿
2 𝜋𝐼 (𝑥 )2

operator, with circuit depth 2 ⌈𝑛𝑏/2⌉ + 2𝑛𝑏 − 4 according to Lemma 15. Finally, terms associated with different 𝐼 and x
can be implemented simultaneously. Therefore, in total,

𝐷cost (𝑒−𝑖𝑡𝐻Π2 ) = 2𝐷cost (𝑈 (𝐼 )
QFT) + 𝐷cost (𝑒−𝑖𝑡𝐻Π̃2 ) ≤ 2 × 𝑛𝑏 (𝑛𝑏 − 1) + 2

⌈𝑛𝑏
2

⌉
+ 2𝑛𝑏 − 4 = 2𝑛2

𝑏 + 2
⌈𝑛𝑏

2

⌉
− 4. (113)

For the controlled version, since the QFT unitaries do not have to be controlled, the circuit depth of the controlled

evolution is equal to twice that of𝑈QFT, plus that of 𝐶 [𝑒−𝑖𝑡
𝑎3
𝐿
2 Π̃𝐼 (𝑥 )2 ], which has a circuit depth analyzed in Lemma 15.

Putting these together gives 𝐷cost (𝐶 [𝑒−𝑖𝑡𝐻Π2 ]) ≤ 2 × 𝑛𝑏 (𝑛𝑏 − 1) + 𝑛2
𝑏
+ 2 ⌈𝑛𝑏/2⌉ + 3𝑛𝑏 − 4 = 3𝑛2

𝑏
+ 2 ⌈𝑛𝑏/2⌉ + 𝑛𝑏 − 4,

where again we have assumed that one ancilla qubit is available per 𝐼 and x. □

4.3.4 The Axial-Vector Hamiltonian

Lemma 18. Let 𝐻AV be the pion-nucleon axial-vector interaction in Eq. (82). There exists a circuit implementing
𝑒−𝑖𝑡𝐻AV on 𝑛𝑏 qubits with circuit depth 𝐷cost (𝑒−𝑖𝑡𝐻AV ) ≤ 1296 + 864𝑛𝑏. The controlled version takes circuit depth
𝐷cost (𝐶 [𝑒−𝑖𝑡𝐻AV ]) ≤ 1296 + 1728𝑛𝑏.

Proof. 𝐻AV given in Eq. (82) involves a summation over spin 𝑆 and isospin 𝐼, giving 3 × 3 = 9 different combinations.
Each term with given 𝑆 and 𝐼 is composed of at most 4 combinations of creation and annihilation operators, which
can be considered as 2 Hermitian-conjugate pairs for simplicity. Further, each of the 9 × 2 = 18 terms consists of
4𝑛𝑏 Pauli strings with Pauli weight of at most 5 [see Eq. (86)]. These 4𝑛𝑏 terms can be divided into 2 sets of terms

33



n b
n b

H
H

H
H

R (0)
Z R (1)

Z R̄(nb−1)
Z R̄(nb−1)

ZR̄(0)
Z

<latexit sha1_base64="ayHcZL6VvdOaLiU9/4jQFBsY1kc=">AAACFnicbVBNS8NAEN34WetX1aOXxSJ4sSQi6rHoxZNUsCo0oWy2k7q42YTdibSE/Aov/hUvHhTxKt78N27bHPwaGHi8N8ObeWEqhUHX/XSmpmdm5+YrC9XFpeWV1dra+qVJMs2hzROZ6OuQGZBCQRsFSrhONbA4lHAV3p6M9Ks70EYk6gKHKQQx6ysRCc7QUt3aro8wwPws4xISJTjV0LeuoClDWlA/ZngTRrkvMB8URbdWdxvuuOhf4JWgTspqdWsffi/hWQwKuWTGdDw3xSBnGoU1LKp+ZiBl/Jb1oWOhYjGYIB+/VdBty/RolGjbCumY/b6Rs9iYYRzaydGZ5rc2Iv/TOhlGR0EuVJohKD4xijJJMaGjjGhPaOAohxYwroW9lfIbphm3uZiqDcH7/fJfcLnX8A4a3vl+vXlcxlEhm2SL7BCPHJImOSUt0iac3JNH8kxenAfnyXl13iajU065s0F+lPP+Ba8joFU=</latexit> N
u
cl

eo
n
ic

re
gi

st
er

at
x

Figure 8: The circuit used to implement evolution under the term 𝑔𝐴𝑄
2 𝑓𝜋𝑎𝐿

(∑𝑛𝑏−1
𝑛=0 2𝑛𝑍 (𝑛)

1,y − ∑𝑛𝑏−1
𝑚=0 2𝑚𝑍 (𝑚)

1,x

)
𝑋
↑𝑝
𝑖
𝑋
↓𝑛
𝑖
𝑍
↓𝑝
𝑖
𝑍
↑𝑛
𝑖

appearing in Eq. (86). 𝐻 denotes a Hadamard gate, 𝑅 (𝑘 )
𝑧 is a 𝑍 rotation with angle − 𝑡𝑔𝐴𝑄

2 𝑓𝜋𝑎𝐿 2𝑘 , and �̄� (𝑘 )
𝑧 is a 𝑍 rotation with angle

𝑡𝑔𝐴𝑄
2 𝑓𝜋𝑎𝐿 2𝑘 . The superscript 𝑖 denotes the qubit index of site x, and y is a nearest-neighbor site to x. The two bosonic registers
encoding 𝜋1 (x) and 𝜋1 (y) each involve 𝑛𝑏 qubits. A similar circuit can be used to evolve under the other Pauli string in Eq. (86).

each containing 2𝑛𝑏 𝑍 operators, so that within each set, the strings share four fermionic Pauli operations. It is then
easy to see that each set can be implemented with 2-qubit circuit depth 2(4 − 1) + 4𝑛𝑏. A representative circuit of a
highest-weight term implementation is shown in Fig. 8. Finally, note that 𝐻AV couples nucleons on nearest-neighbor
sites, hence introducing the familiar factor of 6 into the overall circuit depth (i.e., two sets of disjoint interactions along
each of the three Cartesian coordinates). Putting everything together gives

𝐷cost (𝑒−𝑖𝑡𝐻AV ) ≤ 6 × 18 × 2 × (6 + 4𝑛𝑏) = 1296 + 864𝑛𝑏 . (114)

For the controlled version, one should account for extra 2 × 4𝑛𝑏 1-qubit 𝑍 rotations to be controlled within each term.
Therefore, 𝐷cost (𝐶 [𝑒−𝑖𝑡𝐻AV ]) ≤ (1296 + 864𝑛𝑏) + 6 × 18 × (2 × 4𝑛𝑏) = 1296 + 1728𝑛𝑏. □

4.3.5 The Weinberg-Tomozama Hamiltonian

Lemma 19. Let 𝐻WT be the pion-nucleon axial-vector interaction in Eq. (83). There exists a circuit implementing
𝑒−𝑖𝑡𝐻WT on 𝑛𝑏 qubits with circuit depth 𝐷cost (𝑒−𝑖𝑡𝐻WT ) ≤ 98𝑛2

𝑏
+ 94𝑛𝑏 + 96. The controlled version takes circuit depth

𝐷cost (𝑒−𝑖𝑡𝐻WT ) ≤ 146𝑛2
𝑏
+ 190𝑛𝑏 + 144.

Proof. Implementing 𝑒−𝑖𝑡𝐻WT presents a small difficulty as it involves both the Π𝐼2 (𝑥) and 𝜋𝐼3 (𝑥) operators for 𝐼2 ≠ 𝐼3
simultaneously [see Eq. (83)]. Thus to implement this term, we must ensure that the relevant registers are in the proper
basis. Define

𝑒−𝑖𝑡𝐻
(𝐼2 ,𝐼3 )
WT (x) = 𝑒

− 𝑖𝑡

4 𝑓 2
𝜋

∑
𝛼,𝛽,𝛿 𝜖𝐼1 𝐼2 𝐼3 𝜋𝐼2 (x)Π𝐼3 (x)𝑎†

𝛼𝛽
(x) [𝜏𝐼1 ]𝛽𝛿𝑎𝛼𝛿 (x)

, (115)

where 𝐼1 is fixed for given 𝐼2 and 𝐼3 because of the Levi-Civita tensor. Then, at each site x, one may decompose the
operator 𝑒−𝑖𝑡𝐻WT (x) as

𝑒−𝑖𝑡𝐻WT (x) ≈ 𝑒−𝑖𝑡𝐻
(1,2)
WT (x)𝑒−𝑖𝑡𝐻

(3,2)
WT (x)𝑒−𝑖𝑡𝐻

(1,3)
WT (x)𝑒−𝑖𝑡𝐻

(2,3)
WT (x)𝑒−𝑖𝑡𝐻

(2,1)
WT (x)𝑒−𝑖𝑡𝐻

(3,1)
WT (x) , (116)
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Figure 9: The circuit used to implement 𝑒−𝑖𝑡𝐻WT (x) according to the decomposition proposed in Eq. (117).

up to a Trotter error that is calculated in Appendix F. This decomposition lets us implement the evolution in the basis of
𝜋𝐼 (x) fields using only 6 QFT unitaries. Explicitly, denoting the QFT acting on the qubit register associated with the
isospin index 𝐼 by𝑈 (𝐼 )

QFT, 𝑒−𝑖𝑡𝐻WT (x) can be implemented as

𝑒−𝑖𝑡𝐻WT (x) = 𝑈 (2)†
QFT 𝑒

−𝑖𝑡 �̃� (1,2)
WT (x)𝑒−𝑖𝑡 �̃�

(3,2)
WT (x)𝑈 (2)

QFT𝑈
(3)†
QFT 𝑒

−𝑖𝑡 �̃� (1,3)
WT (x)𝑒−𝑖𝑡 �̃�

(2,3)
WT (x)𝑈 (3)

QFT𝑈
(1)†
QFT 𝑒

−𝑖𝑡 �̃� (2,1)
WT (x)𝑒−𝑖𝑡 �̃�

(3,1)
WT (x)𝑈 (1)

QFT,

(117)

where �̃� (𝐼2 ,𝐼3 )
WT contains the QFT-transformed field Π̃𝐼3 in place of Π𝐼3 . The circuit shown in Fig. 9 implements this

operator in such a way that four of the QFT operations can be implemented in parallel with four of the 𝑒−𝑖𝑡𝐻
(𝐼2 ,𝐼3 )
WT (x)

operators. Therefore, the circuit depth satisfies

𝐷cost [𝑒−𝑖𝑡𝐻WT (x) ] ≤2 max
(𝐼2 ,𝐼3 )

[
𝐷cost (𝑒−𝑖𝑡 �̃�

(𝐼2 ,𝐼3 )
WT (x) )

]
+ 2𝐷cost (𝑈 (𝐼 )

QFT)

+ 4 max
[

max
(𝐼2 ,𝐼3 )

[
𝐷cost (𝑒−𝑖𝑡 �̃�

(𝐼2 ,𝐼3 )
WT (x) )

]
, 𝐷cost (𝑈 (𝐼1 )

QFT)
]
. (118)

We now bound the 2-qubit circuit depths for various terms in Eq. (118). First, each QFT unitary is implemented on
𝑛𝑏 qubits with circuit depth 𝑛𝑏 (𝑛𝑏 −1). Second, each �̃� (𝐼2 ,𝐼3 )

WT involves an 𝑎†𝜏𝐼1𝑎 operator, which consists of at most four
types of nucleonic operators or 2 Hermitian-conjugate pairs for simplicity. Each of those pairs can be encoded into up to
2(𝑛𝑏 + 1)2 Pauli strings, with the highest Pauli weight equal to 5, as demonstrated in Eq. (87). The 2-qubit gate depth
can be bounded by dividing the 2(𝑛𝑏 + 1)2 terms into 2 sets of terms each containing one of the two different fermionic
strings. Within each set, the strings share 3 fermionic Pauli operations, which accompany either 𝑛2

𝑏
terms of 𝑍𝑍 type,

2𝑛𝑏 terms of 𝑍 type, or unity, hence these can be implemented with a circuit depth of up to 2(3 − 1) + 4𝑛2
𝑏
+ 4𝑛𝑏. A

representative circuit of a highest-weight term implementation is shown in Fig. 10. Therefore, the circuit depth for each
𝑒−𝑖𝑡𝐻

(𝐼2 ,𝐼3 )
WT (x) is upper bounded by 2 × 2 ×

(
4 + 4𝑛2

𝑏
+ 4𝑛𝑏

)
= 16(𝑛2

𝑏
+ 𝑛𝑏 + 1). Finally, note that 𝑒−𝑖𝑡𝐻WT (x) for all x

can be applied simultaneously. Putting everything together, the full circuit depth for simulating 𝐻WT is

𝐷cost [𝑒−𝑖𝑡𝐻WT ] ≤ 2 × 16(𝑛2
𝑏 + 𝑛𝑏 + 1) + 2 × 𝑛𝑏 (𝑛𝑏 − 1) + 4 max

[
16(𝑛2

𝑏 + 𝑛𝑏 + 1), 𝑛𝑏 (𝑛𝑏 − 1)
]

= 98𝑛2
𝑏 + 94𝑛𝑏 + 96. (119)
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Figure 10: Circuit implementing evolution under 1
4 𝑓 2

𝜋

(
𝑃1 +𝑄∑𝑛𝑏−1

𝑚=0 2𝑚𝑍 (𝑚)
2,x

) (
𝑃′1 +𝑄′ ∑𝑛𝑏−1

𝑙=0 2𝑙𝑍 (𝑙)
3,x

)
𝑋
↑𝑝
𝑖
𝑋
↑𝑛
𝑖
𝑍
↓𝑝
𝑖

[see

Eq. (87)]. 𝐻 denotes a Hadamard gate, 𝑅 ( 𝑓 )
𝑧 is a 𝑍 rotation with angle 𝑡𝑃𝑃′

4 𝑓 2
𝜋

, 𝑅 (𝑘 )
𝑧 is a 𝑍 rotation with angle 𝑡𝑄𝑃′

4 𝑓 2
𝜋

2𝑘 ,

�̄�
(𝑘 )
𝑧 is a 𝑍 rotation with angle 𝑡𝑄

′𝑃
4 𝑓 2

𝜋

2𝑘 , and 𝑅 (𝑘,𝑙)
𝑧 is a 𝑍 rotation with angle 𝑡𝑄𝑄

′

4 𝑓 2
𝜋

2𝑘+𝑙 . The superscript 𝑖 denotes the qubit index of
site x. The two bosonic registers encoding 𝜋2 (x) and Π̃3 (x) each involve 𝑛𝑏 qubits. A similar circuit can be used to evolve under
the other Pauli string in Eq. (87).

In order to apply the controlled version, we introduce one ancilla qubit per 𝐼 and x. Then, none of the QFT unitaries
need to be controlled, and 4 of those can still be implemented in parallel with 𝑒−𝑖𝑡 �̃�

(𝐼2 ,𝐼3 )
WT (x) . Each of the 6 𝑒−𝑖𝑡 �̃�

(𝐼2 ,𝐼3 )
WT (x)

operators, on the other hand, need to be controlled, which in addition to the circuit depth of the uncontrolled version of
each, 2 × 2 × (𝑛𝑏 + 1)2 controlled 1-qubit 𝑍 rotations should be counted, giving 8(𝑛𝑏 + 1)2 additional CNOT gates.
This gives an overall circuit depth 𝐷cost (𝐶 [𝑒−𝑖𝑡𝐻WT ]) ≤ (98𝑛2

𝑏
+ 94𝑛𝑏 + 96) + 6 × 8(𝑛𝑏 + 1)2 = 146𝑛2

𝑏
+ 190𝑛𝑏 + 144.

□

4.3.6 Total Dynamical-Pion EFT Circuit-Depth Costs

Now we examine the cost of simulating a single time step of evolution of the dynamical-pion EFT Hamiltonian for
different orders of product formulae.

Lemma 20 (Dynamical-pion EFT Trotter-Step Circuit Depth). The time evolution of the EFT Hamiltonian with dynamical
pions using the 𝑝 = 1 Trotter formula can be implemented in circuit depths 𝐷cost (P𝐷𝜋1 ) ≤ 97𝑛2

𝑏
+ 959𝑛𝑏 + 1392 +

max
{
572, 𝑛2

𝑏
+ 16

⌈
𝑛𝑏
2
⌉
+ 27𝑛𝑏 − 32

}
and 𝐷cost (𝐶 [P𝐷𝜋1 ]) ≤ 145𝑛2

𝑏
+ 1919𝑛𝑏 + 1440 + max{732, 27𝑛2

𝑏
+ 16 ⌈𝑛𝑏/2⌉ +

41𝑛𝑏 − 32}.

Proof. A single Trotter step of evolution with the dynamical-pion Hamiltonian can be implemented as

P𝐷𝜋1 = 𝑒−𝑖𝑡𝐻free𝑒−𝑖𝑡𝐻𝐶 𝑒
−𝑖𝑡𝐻𝐶

𝐼2 𝑒−𝑖𝑡𝐻𝜋2 𝑒
−𝑖𝑡𝐻(∇𝜋)2 𝑒−𝑖𝑡𝐻Π2 𝑒−𝑖𝑡𝐻AV𝑒−𝑖𝑡𝐻WT . (120)

The 𝐻free and pion-only terms, i.e., 𝐻𝜋2 , 𝐻(∇𝜋 )2 , and 𝐻Π2 , can be implemented simultaneously as they act on different
sets of qubits. Thus,

𝐷cost (P𝐷𝜋1 ) = max
{
𝐷cost (𝑒−𝑖𝑡𝐻free ) + 𝐷cost (𝑒−𝑖𝑡𝐻𝐶 ) + 𝐷cost (𝑒

−𝑖𝑡𝐻𝐶
𝐼2 ), 𝐷cost (𝑒−𝑖𝑡𝐻𝜋2 )

+ 𝐷cost (𝑒−𝑖𝑡𝐻(∇𝜋)2 ) + 𝐷cost (𝑒−𝑖𝑡𝐻Π2 )
}
+ 𝐷cost (𝑒−𝑖𝑡𝐻AV ) + 𝐷cost (𝑒−𝑖𝑡𝐻WT )

≤ max
{
572, 2𝑛2

𝑏 + 16
⌈𝑛𝑏

2

⌉
+ 26𝑛𝑏 − 32

}
+ 98𝑛2

𝑏 + 958𝑛𝑏 + 1392. (121)
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Proceeding similarly for the controlled implementation of the product formula, and assuming that one ancilla qubit
is allocated to each fermionic register at site x and another ancilla qubit is allocated to each bosonic register at site x,
the circuit depth is 𝐷cost (𝐶 [P𝐷𝜋1 ]) = max{732, 28𝑛2

𝑏
+ 16 ⌈𝑛𝑏/2⌉ + 40𝑛𝑏 − 32} + 146𝑛2

𝑏
+ 1918𝑛𝑏 + 1440. □

4.3.7 Total Dynamical-Pion EFT 𝑇-Gate Costs

Here, we obtain the number of 𝑇 gates to implement a single 𝑝 = 1 Trotter step for the dynamical-pion EFT.

Lemma 21 (Dynamical-Pion EFT Trotter-Step 𝑇-gate Costs). For any 𝑡 ∈ R and 𝛿 > 0, there exists a circuit that
implements �̃� (𝑡) such that

�̃� (𝑡) − P𝐷𝜋1 (𝑡)
 ≤ 𝛿 with an expected𝑇-gate count of 𝑔(𝐿, 𝑛𝑏) (1.15 log(2𝑔(𝐿, 𝑛𝑏)/𝛿)+9.2),

where 𝑔(𝐿, 𝑛𝑏) = (45𝑛2
𝑏
+ 114𝑛𝑏 + 76)𝐿3. Here, 𝑛𝑏 is the number of qubits encoding each on-site pion field and 𝐿 is

the total number of lattice sites in each Cartesian direction. The controlled unitary 𝐶 [�̃� (𝑡)] can be implemented with
2𝑔(𝐿, 𝑛𝑏) (1.15 log(4𝑔(𝐿, 𝑛𝑏)/𝛿) + 9.2) 𝑇 gates in expectation.

Proof. To implement P𝐷𝜋1 (𝑡) fault-tolerantly, we use the repeat-until-success method to synthesize 𝑅𝑧 gates, and give
an equal error allowance to each of the 𝑇 gates in the synthesis. We begin by determining the number of 𝑍 rotations for
simulating each of the Hamiltonian terms.

Let us first consider the nucleon-only Hamiltonian terms. For 𝑒−𝑖𝑡𝐻free , the 𝑅𝑧-gate count of 28𝐿3 is given in
Lemma 10. For 𝑒−𝑖𝑡𝐻𝐶 and 𝑒−𝑖𝑡𝐻𝐶

𝐼2 , the 𝑅𝑧-gate costs are reported in Lemma 14 and are 10𝐿3 and 18𝐿3 𝑇 gates,
respectively. Note that 4𝐿3 of these can be combined with those in the 𝑒−𝑖𝑡𝐻free circuit.

Next, consider the pion-only Hamiltonian terms. For 𝑒−𝑖𝑡𝐻𝜋2 in Eq. (106), there are 𝑛𝑏 1-qubit 𝑍 rotations and
𝑛𝑏 (𝑛𝑏 − 1)/2 𝑍𝑍 rotations for each species of pion at each spatial site, which, after expressing entangling rotations in
terms of CNOT gates, gives (𝑛𝑏 (𝑛𝑏 − 1)/2 + 𝑛𝑏) ×3𝐿3 = 3𝑛𝑏 (𝑛𝑏 +1)𝐿3/2 𝑅𝑧 gates in total. For 𝑒−𝑖𝑡𝐻(∇𝜋)2 in Eq. (109),
there are 𝑛𝑏 1-qubit 𝑍 rotations on the register encoding 𝜋𝐼 (x) and 𝑛𝑏 1-qubit 𝑍 rotations encoding 𝜋𝐼 (y) for each 𝐼 and
nearest-neighbor sites x and y. Then, there are 𝑛𝑏 (𝑛𝑏 − 1)/2 𝑍𝑍 rotations on the 𝜋𝐼 (x) register and the same number
on the 𝜋𝐼 (y) register. Finally, there are 𝑛2

𝑏
𝑍𝑍 rotations entangling the two registers. After expressing the entangling

operations in terms of CNOT gates, this gives
(
2𝑛𝑏 + 2 × 𝑛𝑏 (𝑛𝑏 − 1)/2 + 𝑛2

𝑏

)
× 3𝐿3 = 3(2𝑛2

𝑏
+ 𝑛𝑏)𝐿3 𝑅𝑧 gates in total.

For 𝑒−𝑖𝑡𝐻Π2 in Eq. (112), we apply a QFT and an inverse QFT, each using 𝑛𝑏 (𝑛𝑏 − 1) 1-qubit 𝑍 rotations [NC10, Sec.
5.1]. The rest is essentially the same circuit as for 𝑒−𝑖𝑡𝐻𝜋2 , using 𝑛𝑏 (𝑛𝑏 + 1)/2 𝑅𝑧 gates. So, in total, for all pion species
throughout the lattice, implementing 𝑒−𝑖𝑡𝐻Π2 involves applying (2𝑛𝑏 (𝑛𝑏 − 1) + 𝑛𝑏 (𝑛𝑏 + 1)/2)×3𝐿3 = 3(5𝑛2

𝑏
−3𝑛𝑏)𝐿3/2

𝑅𝑧 gates.
Next, consider the pion-nucleon Hamiltonian terms. For 𝑒−𝑖𝑡𝐻AV as discussed in Lemma 18, there are 18 terms

with different spin and isospin structure, each composed of at most 4𝑛𝑏 Pauli strings, giving in total 72𝑛𝑏 1-qubit
𝑍 rotations. So implementing 𝑒−𝑖𝑡𝐻AV amounts to applying 72𝑛𝑏𝐿3 𝑅𝑧 gates in total. For 𝑒−𝑖𝑡𝐻WT in Eq. (117),
we implement 6 QFT unitaries or their inverses, each using 𝑛𝑏 (𝑛𝑏 − 1) 1-qubit 𝑍 rotations. Then, each of the
6 𝑒−𝑖𝑡𝐻

(𝐼2 ,𝐼3 )
WT involves 2(𝑛𝑏 + 1)2 1-qubit 𝑍 rotations. So, in total, implementing this term amounts to applying

6
(
𝑛𝑏 (𝑛𝑏 − 1) + 2(𝑛𝑏 + 1)2) 𝐿3 = 6(3𝑛2

𝑏
+ 3𝑛𝑏 + 2)𝐿3 𝑅𝑧 gates.

We now define 𝑔(𝐿, 𝑛𝑏) to be the total number of 𝑍 rotations required for the full Hamiltonian, that is,

𝑔(𝐿, 𝑛𝑏) = (33𝑛2
𝑏 + 90𝑛𝑏 + 64)𝐿3. (122)

Each rotation is implemented to precision 𝛿/𝑔(𝐿, 𝑛𝑏) using 1.15 log(2𝑔(𝐿, 𝑛𝑏)/𝛿) + 9.2 𝑇 gates per rotation, on average.
The overall cost is therefore

𝑔(𝐿, 𝑛𝑏) (1.15 log(2𝑔(𝐿, 𝑛𝑏)/𝛿) + 9.2). (123)

In the controlled case, each Pauli string takes twice as many 𝑍 rotations, giving 2𝑔(𝐿, 𝑛𝑏) 𝑍 rotations, and an overall
requirement of 2𝑔(𝐿, 𝑛𝑏) (1.15 log(4𝑔(𝐿, 𝑛𝑏)/𝛿) + 9.2) 𝑇 gates in expectation. □

5 Errors from Product-Formula Simulations and Beyond
In this section, we consider the errors associated with the product-formulae algorithm, as well as other sources of error
that have been introduced, such as by truncating the Hamiltonians or during the circuit synthesis.
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5.1 General Trotter Error Bounds for Number-Preserving Hamiltonians
An key aspect of our attempts to minimize the gate counts of the simulation routine is putting better upper bounds on the
Trotter error (i.e., the error associated with implementing time evolution via product formulae). With this in mind, we
first consider the general case of product-formula-based simulations in which the Hamiltonian i) preserves the number
of fermions and ii) can be Trotterized using local terms that also preserve the number of fermions. Our bounds are
derived from those in Ref. [Chi+21] which characterize the Trotter error in terms of the commutators of the terms in the
Hamiltonian.

As already presented in Section 2.4, the key quantity appearing in the 𝑝th-order product-formula error bound is
�̃�comm, defined in Eq. (43). While this quantity can be trivially bounded by �̃�comm ≤ ∑Γ

𝛾𝑝+1 ,𝛾𝑝 ,...,𝛾1 max𝛼 ∥𝐻𝛼∥ 𝑝+1, we
would like to find a bound with better scaling. To begin, observe that each fermionic operator can be written as a sum of
terms of the following form.
Definition 22 (Number-Preserving Fermionic Operators). Let ®𝑖 B {𝑖1, 𝑖2, . . . , 𝑖𝑘®𝑖 } label fermionic modes. A number-
preserving fermionic operator (NPFO) ℎ®𝑖 can be expressed as

ℎ®𝑖 B 𝑎† (𝑖1)𝑎† (𝑖2) . . . 𝑎† (𝑖𝑚)𝑎(𝑖𝑚+1) . . . 𝑎(𝑖2𝑚)𝑁 (𝑖2𝑚+1) . . . 𝑁 (𝑖𝑘®𝑖 ), (124)

where 𝑖1 ≠ 𝑖2 ≠ · · · ≠ 𝑖𝑘®𝑖 , and there are an equal number of creation and annihilation operators. If there is a constant
prefactor to the NPFO, we call this the weight of the NPFO.

With this definition in mind, we obtain a general upper bound on �̃�comm for a class of fermionic Hamiltonians that
includes the ones we study. In particular, we use the fact that, if all the local terms are number-preserving, the simulation
remains in the subspace with a given number of fermions. By projecting into the 𝜂-fermion space, the bound on �̃�comm
can be greatly reduced.
Theorem 23. Let {𝐻𝛾𝑖 } be a set of translation-invariant Hamiltonians with disjoint support such that

𝐻𝛾𝑖 = 𝐽
(𝛾𝑖 )

∑︁
®𝑗

ℎ
(𝛾𝑖 )
®𝑗
, (125)

where each ℎ (𝛾𝑖 )®𝑗
is an NPFO with locality 𝑘 (𝛾𝑖 ) . Here, ®𝑗 denotes a subset of fermionic modes on a lattice, and locality

𝑘 (𝛾𝑖 ) is the number of modes ℎ (𝛾𝑖 )®𝑗
acts on. Then,

[𝐻𝛾𝑝+1 , . . . , [𝐻𝛾2 , 𝐻𝛾1 ]
]
𝜂
≤

(
𝑝+1∏
𝑛=1

��𝐽 (𝛾𝑛 ) ��) 𝑝+1∏
𝑚=2

[
2𝑘 (𝛾𝑚 ) (𝑘 (𝛾𝑚 ) − 1)

(
𝑚−1∑︁
𝑛=1

𝑘 (𝛾𝑛 ) − (𝑚 − 2)
) (

𝑚−1∑︁
𝑛=1

𝑘 (𝛾𝑛 ) − (𝑚 − 1)
)

× 21+min{𝑘 (𝛾𝑚 ) ,
∑𝑚−1

𝑛=1 𝑘
(𝛾𝑛 )−(𝑚−2) }/2

] ⌈
𝜂

⌈𝑘min/2⌉

⌉
, (126)

where 𝑘min = min1≤𝑖≤𝑝+1
{
𝑘 (𝛾𝑖 )

}
.

The full proof is presented in Appendix E. The main idea is to observe that commutators of NPFOs can be written
as sums of NPFOs. Further, when the NPFO is normal ordered, it will only be non-zero when acting on states with
fermions present. Having rewritten the nested commutator as a sum of NFPOs, we then decompose it into subsets of
NPFOs that do not have intersecting support. The fermionic semi-norm of these subsets must be 𝑂 (𝜂) as each NPFO in
the subset is only non-zero when fermions are present, but they also have disjoint support. The prefactor then depends
on how many subsets the nested commutator needs to be separated into, which in turn depends on the locality of the
NPFOs that occur in the Hamiltonian.
Corollary 24. For Hamiltonians of the form given in Theorem 23, the error in the 𝑝th-order product formula is𝑒−𝑖𝑡𝐻 − P𝑝 (𝑡)


𝜂
= 𝑂

(
𝑡 𝑝+1𝜂

)
. (127)

Notably, Corollary 24 means that the number of Trotter steps to reach a certain error scales as 𝑂 (𝜂1/𝑝) and,
consequently, is independent of the lattice size. There are other bounds in the literature for fermionic Hamiltonians that
are also independent of system size (e.g., Refs. [CBC21; SHC21]). However, these results consider a more restricted
form of Hamiltonian, do not give explicit numerical prefactors of the error bounds, or have worse scaling in 𝜂.
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Comparison of �̃�comm Upper Bound for the 𝑝 = 1 formula
General Bound from Theorem 23 Manual Computation in Theorem 25

2.7 × 106 1.1 × 104

Table 5: Upper bounds on �̃�comm with 𝑝 = 1 for two fermions/nucleons as computed by the general formula in Theorem 23 compared
to the manual computation done directly as given in Theorem 25.

5.2 Low-Order Trotter Error for Nuclear EFTs
We now focus on computing the quantity �̃�comm for low-order product formulae applied to the nuclear EFTs that we
consider. Although it is possible, in principle, to calculate the nested commutators for 𝑝 > 2 in a similar manner, the
calculation is quite involved and we do not perform it here.

5.2.1 Analytical 𝑝 = 1 and 𝑝 = 2 Bounds for Pionless EFT

The following theorems obtain bounds on the error in first- and second-order product-formula simulations of the time
evolution of the pionless-EFT Hamiltonian defined in Section 3.1. These bounds are derived using the improved
commutator error-bound relations of Ref. [Chi+21] that are summarized in Section 2.4 [see in particular Eqs. (35)
and (39)].

Theorem 25 (𝑝 = 1 Pionless-EFT Trotter Error). For the pionless-EFT Hamiltonian described in Section 3.1,𝑒−𝑖𝑡𝐻/𝜋 − P ( /𝜋 )
1 (𝑡)


𝜂
≤ 𝑡2

(
15ℎ2𝜂 + 6ℎmax

{
𝐴1

⌊𝜂
2

⌋
, 𝐴2

⌊𝜂
3

⌋
, 𝐴3

⌊𝜂
4

⌋})
, (128)

where ℎ = 1
2𝑀𝑎2

𝐿

is the coefficient of the hopping term, and

𝐴1 = 2|𝐶 /𝜋 |, 𝐴2 = 2|3𝐶 /𝜋 + 𝐷 /𝜋 | + |𝐷 /𝜋 |, 𝐴3 = 2|6𝐶 /𝜋 + 4𝐷 /𝜋 | + 4|𝐷 /𝜋 |, (129)

Here, 𝐶 /𝜋 and 𝐷 /𝜋 are the low-energy constants of two- and three-nucleon contact terms.

The proof is presented in Appendix F.1.1. The fundamental idea is to decompose the Hamiltonian into 7 sets of
terms: 6 sets corresponding to the kinetic hopping terms on the lattice, and one corresponding to the on-site interaction
term acting between fermions of different species, as described in Section 4.1.3. Within each set, all terms commute
with each other, but they do not necessarily commute with terms in the other sets. We then compute the commutators for
each of these pairs of sets. The resulting terms can be written as sets of disjoint normal-ordered fermionic creation and
annihilation operators. Since normal-ordered fermionic operators are zero if the annihilation operators act on fermionic
modes with no fermions present, the disjoint sets of fermionic Hamiltonians have the property that their fermionic
semi-norm does not scale with the lattice size, but instead scales as the number of fermions (see Theorem 34 for the
proof).

The 𝑝 = 1 error bound in Theorem 25, which is computed using the pionless-EFT Hamiltonian by evaluating
commutators manually, can be compared against the general bound obtained from Theorem 23. As can be seen from
Table 5, the “manual” method is better by a factor of 102 for the first-order product formula. This indicates that the
number of Trotter steps needed to reach a given accuracy is lower by a factor of 102 than if the analysis was based on the
loose bound of Theorem 23. In other words, one can get significant gains from taking into account the actual structure of
the Hamiltonian. However, evaluating explicit nested commutators for a general high-order formula may be impractical
for complicated Hamiltonians.

Theorem 26 (𝑝 = 2 Pionless-EFT Trotter Error). For the pionless-EFT Hamiltonian described in Section 3.1:𝑒−𝑖𝐻/𝜋 𝑡 − P ( /𝜋 )
2 (𝑡)


𝜂
≤ 𝑡3

12

(
125ℎ3𝜂 + 216ℎ2 (max{𝑛2, 𝑛3, 𝑛4} + max{𝑐3, 𝑐4}) (130)

+ 60ℎ2 max{𝑤1, 𝑤2, 𝑤3} + 12ℎ
(
2 max{𝑞2, 𝑞3, 𝑞4} + max{𝑞′3, 𝑞

′
4}

) )
, (131)
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where ℎ = 1
2𝑀𝑎2

𝐿

is the coefficient of the hopping term, and

𝑛2 = |𝐶 /𝜋 |
⌊𝜂

2

⌋
, 𝑛3 = |3𝐶 /𝜋 + 𝐷 /𝜋 |

⌊𝜂
3

⌋
, 𝑛4 = |6𝐶 /𝜋 + 4𝐷 /𝜋 |

⌊𝜂
4

⌋
, (132)

𝑐3 = |𝐷 /𝜋 |
⌊𝜂

3

⌋
, 𝑐4 = 4|𝐷 /𝜋 |

⌊𝜂
4

⌋
, (133)

𝑤2 = 2|𝐶 /𝜋 |
⌊𝜂

2

⌋
, 𝑤3 =

(
|𝐷 /𝜋 | + 2|3𝐶 /𝜋 + 𝐷 /𝜋 |

) ⌊𝜂
3

⌋
, 𝑤4 =

(
4|𝐷 /𝜋 | + 2|6𝐶 /𝜋 + 4𝐷 /𝜋 |

) ⌊𝜂
4

⌋
, (134)

𝑞2 = 2|𝐶 /𝜋 |2
⌊𝜂

2

⌋
, 𝑞3 = 4

����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� (12
����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� + ��𝐷 /𝜋
��) ⌊𝜂

3

⌋
, (135)

𝑞4 = 24
����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� (6 ����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� + ��𝐷 /𝜋
��) ⌊𝜂

4

⌋
, (136)

𝑞′3 =

(
8|𝐷 /𝜋 |

����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� + 2
3
𝐷2

/𝜋

) ⌊𝜂
3

⌋
, 𝑞′4 = 8|𝐷 𝜋 |

(
6
����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� + |𝐷 /𝜋 |
) ⌊𝜂

4

⌋
, (137)

Here, 𝐶 /𝜋 and 𝐷 /𝜋 are the low-energy constants of two- and three-nucleon contact terms.

The proof is presented in Appendix F.1.2.

5.2.2 Analytical 𝑝 = 1 Bounds for OPE and Dynamical-Pion EFTs Trotterization Error

Similar product-formula error bounds can be derived for the OPE and dynamical-pion EFTs. Due to the significantly
more complex interactions, we refrain from writing down the corresponding error expressions and defer both the
statements and proofs to Appendices F.2 and F.3, where we consider the 𝑝 = 1 case. Here instead, we simply describe
the scaling of the simulation error in terms of evolution time and system parameters. An additional error arises from the
truncated interaction range for the OPE Hamiltonian (see Section 3.2.3 and Appendix B) and the truncated digitized-field
Hilbert space for the dynamical-pion Hamiltonian (see Section 3.3.4 and Appendix C), which introduce truncation
errors 𝜖trunc and 𝜖cut, respectively—we save this discussion for Section 5.3. For the moment, we only consider the
Trotterization error from simulating the truncated Hamiltonians using product formulae, i.e. the error associated with
Hamiltonians explicitly constructed in Sections 3.2 and 3.3.

The OPE EFT can be simulated using a 𝑝th-order product formula with an error that scales asP𝑝 (𝑡) − 𝑒−𝑖𝑡𝐻OPE

𝜂
= 𝑂

(
𝑡 𝑝+1𝜂

)
. (138)

For the dynamical-pion EFT with 𝑝 = 1,P1 (𝑡) − 𝑒−𝑖𝑡𝐻𝐷𝜋

𝜂
= 𝑂

(
𝜋2

maxΠ
2
max𝑡

2𝐿3
)
, (139)

where 𝜋max,Πmax are defined in Lemma 3. For a 𝑝th-order product formula, we haveP𝑝 (𝑡) − 𝑒−𝑖𝑡𝐻𝐷𝜋

𝜂
= 𝑂

(
𝜋
𝑝+1
maxΠ

𝑝+1
max 𝑡

𝑝+1𝐿3
)
. (140)

While the prefactor for the 𝑝 = 1 case is calculated in Appendix F.3, the explicit calculation for the 𝑝 = 2 case is
cumbersome and is not reported in this work.

5.3 Errors Beyond Product-Formula Error
In general, the product-formula error discussed previously in Section 5.2.2 is not the only source of error. The
Hamiltonians themselves are approximated, as already discussed, and this introduces an additional error in time evolution
that we will account for in this section. Recall that in the OPE case, the long-range OPE interactions are cut off, while in
the dynamical-pion case, the pion field and its conjugate momentum are truncated and digitized. Here, we present
the dependence of the full error on both product-formula and truncation errors for each model. The pionless-EFT
simulation error only arises from product-formula error and was presented in Section 5.2.1.
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Near-Term Evolution Error Budget Fault-Tolerant Evolution Error Budget
Pionless EFT 𝑟𝜖prod = 𝜖 𝑟𝜖prod = 𝑟𝑁𝑅𝑧

𝜖syn = 𝜖/2
One-Pion Exchange 𝑟𝜖prod = 𝜖trunc = 𝜖/2 𝑟𝜖prod = 𝜖trunc = 𝑟𝑁𝑅𝑧

𝜖syn = 𝜖/3
Dynamical Pions 𝑟𝜖prod = 2

√
2𝜖cut = 𝜖/2 𝑟𝜖prod = 2

√
2𝜖cut = 𝑟𝑁𝑅𝑧

𝜖syn = 𝜖/3

Table 6: Error budget for the time-evolution task in different models. Here, near term refers to non-error-corrected circuits which do
not require 𝑇 gates to be synthesized, 𝑟 is the number of Trotter steps, and 𝑁𝑅𝑧

is the number of 1-qubit 𝑅𝑧 gates for each Trotter step.
The total error on the time-evolution operator is denoted by 𝜖 .

Lemma 27. Let 𝐻OPE be the full OPE-EFT Hamiltonian as defined in Section 3.2, and let �̃�OPE be the OPE Hamiltonian
with the long-range terms truncated to only include terms in which nucleons interact up to a maximum distance ℓ. Then,𝑒−𝑖𝑡𝐻OPE − P𝑟 (𝑡/𝑟)

 ≤ 𝑟𝜖prod (𝑡/𝑟) + 𝜖trunc, (141)

where 𝜖prod (𝑡/𝑟) is the standard product-formula error and 𝜖trunc = 𝑡
𝐻OPE − �̃�OPE

.
Proof. The result can be deduced by a straightforward application of the triangle inequality:𝑒−𝑖𝑡𝐻 − P𝑟 (𝑡/𝑟)

 ≤
𝑒−𝑖𝑡𝐻 − 𝑒−𝑖𝑡 �̃�

 + 𝑒−𝑖𝑡 �̃� − P𝑟 (𝑡/𝑟)
 ≤ 𝜖trunc (𝑡) + 𝑟𝜖prod (𝑡/𝑟), (142)

as claimed. □

For the pionful Hamiltonians, as discussed previously, we introduce a finite cutoff scale for the strength of the pion
field and its conjugate momentum. This introduces an associated error denoted by 𝜖cut.

Lemma 28. Let 𝐻𝐷𝜋 be the full dynamical -pion EFT Hamiltonian as per Section 3.3, and let 𝜌 = |𝜓⟩ ⟨𝜓 | and
𝜌cut = |𝜓cut⟩ ⟨𝜓cut | be the density matrices associated with the states of the untruncated (|𝜓⟩) and truncated (|𝜓cut⟩)
bosonic fields, respectively. Then,𝑒−𝑖𝑡𝐻𝐷𝜋 𝜌𝑒𝑖𝐻𝐷𝜋 𝑡 − P𝑟 (𝑡/𝑟)𝜌cutP𝑟† (𝑡/𝑟)


1 ≤ 𝑟𝜖prod (𝑡/𝑟) + 2

√︁
2𝜖cut, (143)

where ∥ · ∥1 denotes the Schatten 1-norm, 𝐹 (𝜌, 𝜌cut) = | ⟨𝜓 |𝜓cut⟩ |2 = (1 − 𝜖cut)2, and 𝜖prod (𝑡/𝑟) is the product-formula
error for time 𝑡/𝑟 .

Proof. Once again, the triangle inequality can be used to derive this result:𝑒−𝑖𝑡𝐻 𝜌𝑒𝑖𝐻𝑡 − P𝑟 (𝑡/𝑟)𝜌cutP𝑟† (𝑡/𝑟)


1 ≤
𝑒−𝑖𝑡𝐻 𝜌𝑒𝑖𝑡𝐻 − 𝑒−𝑖𝑡𝐻 𝜌cut𝑒

𝑖𝑡𝐻


1 +
𝑒−𝑖𝑡𝐻 𝜌cut𝑒

𝑖𝑡𝐻 − P(𝑡)𝜌cutP(𝑡)


1 (144)

≤ ∥𝜌 − 𝜌cut∥1 +
𝑒−𝑖𝑡𝐻 𝜌cut𝑒

𝑖𝑡𝐻 − P𝑟 (𝑡/𝑟)𝜌cutP𝑟† (𝑡/𝑟)


1 (145)

≤ 2
√︁

1 − 𝐹 (𝜌, 𝜌cut) + 𝑟𝜖prod (𝑡/𝑟) (146)

≤ 2
√︁

2𝜖cut + 𝑟𝜖prod (𝑡/𝑟), (147)

where we have used the fact that, for a positive semi-definite matrix 𝐴, ∥𝐴∥1 = tr(𝐴), and that, for Hermitian 𝐴 − 𝐵,
tr(𝐴 − 𝐵) = tr

√︁
(𝐴 − 𝐵)† (𝐴 − 𝐵) = ∥𝐴 − 𝐵∥tr ≤ 2

√︁
1 − 𝐹 (𝐴, 𝐵), with ∥𝐴 − 𝐵∥tr being the trace distance between 𝐴

and 𝐵 and 𝐹 (𝐴, 𝐵) being the fidelity between 𝐴 and 𝐵. □

Besides 𝜖prod, 𝜖trunc, and 𝜖cut, there is also an error associated with imperfect synthesis of 𝑅𝑧 gates using 𝑇 gates.
This latter error source is only relevant for simulations in the fault-tolerant setting, and is bounded by the total number
of 𝑅𝑧 gates in each operator’s implementation times the synthesis error 𝜖syn introduced in Eq. (92). In both the near- and
fault-tolerant cases, our strategy in the following section is to split the total error on the time-evolution operator equally
among the applicable sources of error. This choice is summarized in Table 6.

For the phase estimation task described in Section 2.5, we must account for additional error in the measurement of
the eigenvalue, besides the Trotter, truncation, and gate-synthesis errors (where the latter, as mentioned, is only relevant
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Near-Term QPE Error Budget Fault-Tolerant QPE Error Budget
Pionless EFT 𝑟𝜖prod =

√
3𝜋/2𝑚 𝑟𝜖prod = 𝑟𝑁𝑅𝑧

𝜖syn =
√

3𝜋/2𝑚+1

One-Pion Exchange 𝑟𝜖prod = 𝜖trunc =
√

3𝜋/2𝑚+1 𝑟𝜖prod = 𝜖trunc = 𝑟𝑁𝑅𝑧
𝜖syn =

√
3𝜋/(3 × 2𝑚)

Dynamical Pions 𝑟𝜖prod = 2
√

2𝜖cut =
√

3𝜋/2𝑚+1 𝑟𝜖prod = 2
√

2𝜖cut = 𝑟𝑁𝑅𝑧
𝜖syn =

√
3𝜋/(3 × 2𝑚)

Table 7: Error budget for the spectroscopy task using QPE in different models. Here, near term refers to non-error-corrected circuits
which do not require 𝑇 gates to by synthesized, 𝑚 is the bit accuracy of the energy eigenvalue, 𝑟 is the number of Trotter steps, and
𝑁𝑅𝑧

is the number of 1-qubit 𝑅𝑧 gates for each Trotter step. The total error on the time-evolution operator is denoted by 𝜖 , and 𝜖prod
and 𝜖trunc should be evaluated at time 𝑡 = 2𝜋/∥𝐻∥.

for fault-tolerant simulations). For the purposes of this work, we ignore the error incurred in the eigenstate-preparation
task. As in Section 2.5, we follow the error analysis from Refs. [Bab+18a; Ste+22] and add the phase estimation error to
the rest of incurred errors in quadrature. For the OPE EFT,

Δ𝐸

∥𝐻∥ =

√︄(
1

2𝑚+1

)2
+

(
𝑟𝜖prod + 𝜖trunc + 𝑟𝑁𝑅𝑧

𝜖syn

2𝜋

)2
, (148)

where 𝑚 is the bit accuracy of the energy eigenvalue, 𝑟 is the number of Trotter steps performed in the QPE algorithm,
and 𝑁𝑅𝑧

is the number of 𝑅𝑧 gates per Trotter step. For the pionless EFT, we set 𝜖trunc = 0 in Eq. (148), while for the
dynamical-pion EFT, we replace 𝜖trunc with 2

√
2𝜖cut. Finally, for near-term implementations, we set 𝜖syn = 0. Note that

𝜖prod and 𝜖trunc should be evaluated at time 𝑡 = 2𝜋/∥𝐻∥. Generally, we choose to split the error budget equally between
all the error terms in the parentheses on the right in Eq. (148). Our choice is summarized in Table 7 for the various
EFTs of this work.

6 Resource Estimates for the Full Simulation
Given the circuit and error-bound analyses of the previous sections, we are ready to combine all the results to assess
resource requirements for simulating nuclear EFTs. This section focuses on two simulation tasks: time-evolving the
nucleons across the lattice and energy spectroscopy via a quantum-phase-estimation algorithm. We assume that state
preparation can be done with separate resources and with high fidelity.

6.1 Time Evolution
Here, we estimate the resources to simulate time evolution. We consider a characteristic time for the nucleons to cross
the lattice, defined as

𝑇cross B
𝑎𝐿𝐿𝑀𝑁

𝑃
= 𝑎𝐿𝐿

√︂
𝑀𝑁

2𝐸kin
, (149)

where 𝑃 is the total momentum of a single nucleon, 𝐸kin is the single-nucleon kinetic energy, 𝑀𝑁 is the mass of a single
nucleon, 𝑎𝐿 is the lattice spacing, and 𝐿 is the unitless lattice dimension (i.e., the number of lattice points along each
Cartesian axis). This is (approximately) the relevant timescale for events such as scattering experiments where particles
are fired at each other across the lattice.

To be concrete, let us set 𝑎𝐿 = 1.6 fm, 𝐿 = 10, 𝐸kin = 10 MeV, and further allow a total error of at most 0.1 on the
spectral norm of the time-evolution operator. The scaling of the circuit depths and 𝑇 gates in terms of the number of
fermions is plotted in Fig. 11 for the crossing time for the three EFT models considered in this work. The cost increases
with the number of fermions. The theory with dynamical pions is the most costly, while the pionless EFT is the least
costly.

Our work provides significant improvement over previous simulation algorithms for pionless EFTs [Rog+20b]. As
shown in Fig. 12, for the 𝑝 = 2 product formula, our circuit depths can be a factor of ∼ 106 smaller for around 40
fermions on a 10 × 10 × 10 lattice. The majority of these gains come from two sources: i) a significantly smaller error
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Figure 11: Plots showing the 2-qubit circuit depth (left) and 𝑇-gate count (right) as a function of the number of nucleons for simulating
the evolution according to different EFTs for the crossing time with a total error of at most 0.1. All costs are for the 𝑝 = 1 product
formula and assume a 10 × 10 × 10 lattice with 𝑎𝐿 = 1.6 fm, with a kinetic energy per nucleon 𝐸kin = 10 MeV.

Circuit Depth 𝑇-Gate Count Number of Qubits
Pionless EFT (VC) 5.8 × 108 4 × 1012 6,000

Pionless EFT (Compact) 7.6 × 107 4 × 1012 10,000
One-Pion Exchange 1.8 × 1020 2.0 × 1024 6,000

Dynamical Pions 1.6 × 1044 5.2 × 1049 138,000

Table 8: Simulation costs for the crossing time for different EFTs to a total error of 0.1 in the time-evolution operator with 40 nucleons
present. All costs are for the 𝑝 = 1 product formula and assume a 10 × 10 × 10 lattice with 𝑎𝐿 = 1.6 fm, with a kinetic energy per
nucleon of 𝐸kin = 10 MeV.
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Figure 12: Comparison of the pionless EFT 2-qubit circuit
depths for this work and Ref. [Rog+20b] for simulating evolution
for the crossing time to a total error of 0.1 using a 𝑝 = 2 product
formula. We assume a 10 × 10 × 10 lattice with 𝑎𝐿 = 1.6 fm,
with a kinetic energy per nucleon of 𝐸kin = 10 MeV.
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Figure 13: Comparison of the pionless EFT 2-qubit circuit
depths for VC and compact encodings and 𝑝 = 1, 2 product
formulae, for simulating evolution for the crossing time to a total
error of 0.1. We assume a 10×10×10 lattice with 𝑎𝐿 = 1.6 fm,
with a kinetic energy per nucleon of 𝐸kin = 10 MeV.
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Figure 14: Circuit depth (left) and 𝑇-gate cost (right) as a function of the number of nucleons for quantum phase estimation to
1 MeV of precision on a 10 × 10 × 10 lattice with 𝑎𝐿 = 1.6 fm with an energy cutoff of 140 MeV, and with correctness probability
1 − 𝛿 = 0.3.

bound for product formulae, obtained by direct computation of pertinent commutators, and ii) using a local fermionic
encoding rather than the Jordan-Wigner encoding, which allows for significant circuit parallelization. These both
contribute roughly equally to the circuit-depth reduction. Despite this, Table 8 shows that, for the current analysis and
simulation regime considered, and for comparable regimes, the simulation will not be feasible on a near-term quantum
computer.

Finally, we compare the efficiency of 𝑝 = 1 and 𝑝 = 2 formulae, and that of the different fermionic encodings. First,
Fig. 13 shows that the 𝑝 = 2 formula drastically outperforms 𝑝 = 1 for the pionless EFT. Second, the stacked compact
encoding allows for a small but meaningful reduction in circuit depths. Since the compact encoding uses more qubits,
whether it is worthwhile will depend on the number of qubits and circuit depths available.

6.2 Energy Spectroscopy via QPE
The cost of performing QPE to determine an energy eigenvalue with a given precision is illustrated in Fig. 14 for all
EFTs, assuming that the corresponding eigenstate has already been prepared.10 For concreteness, we consider phase
estimation with the 𝑝 = 1 product formula to a precision of Δ𝐸 = 1 MeV on a 10 × 10 × 10 lattice with 𝑎𝐿 = 1.6 fm
with a success probability of 0.3. To use the analytical bounds in the case of the EFT with dynamical pions, we must set
a cutoff on ∥𝐻𝐷𝜋 ∥. We assume that states are bounded by an energy of 𝐸max = 140 MeV (approximately the mass of
the pion) such that no dynamical pions are produced in the process. Thus, we replace ∥𝐻𝐷𝜋 ∥ with 𝐸max = 140 MeV in
Eq. (148). As observed, pionless EFT is still the cheapest and dynamical-pion EFT is the most expensive for this task
too. Finally, Fig. 15 shows a comparison of circuit depths between different fermionic encoding and between different
orders of product formula for the case of pionless EFT for the QPE task.

6.3 Discussion
Both the time evolution and QPE benchmarks described above involve computational resources that are currently
unavailable. Indeed, these tasks appear to be challenging even in the fault-tolerant era.

The comparison between the different models shows that, as expected, the pionless EFT is the least resource-intensive
to simulate. Perhaps surprisingly, given the large number of long-range interactions which need to be implemented,
the OPE EFT is drastically less expensive to simulate than the dynamical-pion EFT both in terms of circuit depth and

10QPE can also be used to prepare the state we wish to learn the energy of using projective measurements. However, we leave this to a future work.
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Figure 15: Quantum-phase-estimation circuit depth costs for the pionless EFT for 𝑝 = 1 and 𝑝 = 2 product formulae and for the VC
and compact encodings on a 10× 10× 10 lattice with 𝑎𝐿 = 1.6 fm to 1 MeV of precision, with an energy cutoff of 140 MeV and with
correctness probability 1 − 𝛿 = 0.3.

𝑇-gate costs and the number of qubits. As such, when going beyond pionless EFT, working with the OPE EFT is
advantageous, despite the cost of replacing local interactions with non-local ones. Part of the reason the OPE EFT is
more competitive against the dynamical-pion EFT is due to the larger associated Trotter error resulting from norms
of the terms involving pion fields appearing in the error bounds. Placing more stringent bounds on these terms using
strategies beyond those used in this work may reduce the resource estimates in the future. On the other hand, for the OPE
EFT, all-to-all connectivity is key. whereas for pionless EFT and dynamical-pion EFTs, one only needs to implement
interaction terms between nearby sites. Although we have assumed an all-to-all architecture here, when implementing
simulations on certain realistic architectures, such a feature may not be available, leading to additional overhead. This
may change the comparative advantage of simulating this EFT or other local formulations.

The circuit-depth costs for the pionless EFT show that the 𝑝 = 2 product formula can offer significant savings
over the 𝑝 = 1 case, particularly as 𝜂 grows larger. Higher-order product formulae beyond 𝑝 = 2 will likely be even
more efficient, but bounding their errors in terms of nested commutators is a daunting task. Furthermore, the compact
encoding gives modest reductions in circuit depth over the VC encoding, by a factor of about 7, at the expense of a
modest increase in the number of qubits. For near-term devices in particular, this trade-off may be advantageous, but the
opposite may hold for fault-tolerant systems.

7 Summary, Conclusions, and Outlook
In this work, we have evaluated the cost of simulating various effective field theories of low-energy nuclear physics using
near-term and fault-tolerant quantum computers. We compared the performance of different simulation methods and
investigated how the choices of the EFT formulation, fermionic and bosonic encodings, truncation and digitization of
the bosonic Hilbert spaces, cutoffs for long-range interactions, product-formulae order, decomposition of the simulation
unitaries into elementary gates, and bounding the error in the chosen algorithm, impact the simulation cost for performing
basic tasks such as time evolution and energy spectroscopy. Along the way, we have developed new methods, applied
the existing ones in new contexts, obtained new insights, and improved upon prior results. In this section, we summarize
these methods and strategies, along with our findings and conclusions. Despite presenting an extensive study of quantum
simulation of low-energy nuclear EFTs, our work can be expanded and complemented in several directions, as we
discuss in the final part of this section.
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7.1 Summary of Methods and Results
Here, we briefly outline the techniques used to implement the time evolution of nuclear EFTs and the various trade-offs
made, along with a number of general results concerning non-relativistic fermionic simulations.

Representation of the Hamiltonian. Throughout, we have used a real-space representation of the Hamiltonian on
a discretized lattice in the second-quantization formulation. The fact that both the kinetic and interaction terms in
all the EFTs have some notion of spatial locality suggests that gate counts are likely to be smaller for the real-space
representation. Our choice to work in second quantization rather than first quantization is motivated by the fact that
the models we study are similar to the Fermi-Hubbard model, for which much optimization has been done in the
second-quantization formulation [CBC21]. Furthermore, there is an additional cost associated with antisymmetrization
in the first quantization approach, which needs to be analyzed carefully before comparing the cost of first- and
second-quantization of nuclear-EFT simulations. Indeed, as studied in the context of quantum-chemistry simulations,
there may be benefits in the first-quantization approach [Su+21].

Fermionic encodings. The commonly used Jordan-Wigner and Bravyi-Kitaev encodings involve large gate overheads.
Here, we exploit the locality of nuclear EFT Hamiltonians and the fact that they preserve the total number of fermions to
apply the Verstraete-Cirac encoding. This allows the hopping terms to be implemented in 𝑂 (1) depth, independent of
the system’s volume. For the pionless EFT, the fact that the Hamiltonian does not mix different species allows us to
apply the compact encoding in a way that improves the circuit depths even further.

Parallelizable circuit implementation. The use of local fermionic encodings in this work means that, for all the
nuclear EFTs we study, the interactions are spatially local in the sense that their representation on qubits only acts on the
qubits that represent the fermionic modes the Hamiltonian actually acts on. This allows all of the interaction terms to be
highly parallelized, i.e., implemented on disjoint sets of qubits simultaneously, giving circuit depths independent of the
number of fermionic modes.

Truncating long-range interactions. The one-pion exchange EFT involves long-range interactions among nucleons.
Not only is the interaction complicated by the presence of different spin, isospin, and orbital angular-momentum
structures, but there are also many such interactions to implement. We take advantage of the rapid decay of the OPE
interaction, characterized by the Compton wavelength of the pion, to truncate the interaction range and bound the
associated error. This is a source of systematic error in the algorithm and is taken into account in assessing the final
simulation cost.

Truncating pions’ Hilbert spaces. For the EFTs with pions explicitly present, one must choose a representation for the
bosonic field and introduce a finite cutoff to the (otherwise unbounded) Hilbert space. We choose the discretized-space
field basis used by Jordan, Lee, and Preskill [JLP12] for a scalar field theory, as each of the three isospin components of
the pion field can be naturally expressed in this basis. The same techniques as in Ref. [JLP12] are then used to determine
the finite cutoff on the field strength, and the corresponding digitization scale, bounding the energy expectation values in
any state in the theory. This cutoff and the digitization scale then impact the resource requirements of the simulation,
and have been taken into account in the analysis of this work.

Error bounds for product formulae. We also exploit properties of the Hamiltonians to reduce the Trotter error.
We prove general upper bounds on the error associated with a class of fermionic Hamiltonians, including the nuclear
Hamiltonians of this work. Notably, by taking advantage of the translational invariance, locality, and number-preserving
properties of the Hamiltonian, we prove the following:

Theorem 29 (Informal Statement of Theorem 23: Trotter Error for Fermion-Only Systems). Let𝐻 =
∑
𝛾 𝐻𝛾 ,

where 𝐻𝛾 are translation-invariant terms that act only on fermionic modes, preserving the total number of
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fermions, and suppose 𝑒−𝑖𝑡𝐻𝛾 can be implemented with an efficient circuit. Consider the evolution of a
state with exactly 𝜂 fermions. Then, the error from the 𝑝th-order product formula, P𝑝 (𝑡), isP𝑝 (𝑡) − 𝑒−𝑖𝑡𝐻

𝜂
≤ 𝐶𝑝𝑡 𝑝+1𝜂, (150)

where 𝐶𝑝 is a factor depending on 𝑝, the spectral norm of the local terms, and the degree of locality of the
Hamiltonian.

This gives 𝑂 (𝜂) scaling in the error, or 𝑂 (𝜂1/𝑝) scaling in the number of Trotter steps to implement the formula for a
fixed evolution time and allowed error, which is independent of the lattice size and the number of fermionic modes.
Although similar results have been achieved for the Fermi-Hubbard model in Refs. [SHC21; CBC21; SM23], our results
simultaneously i) apply to a more general class of Hamiltonians than the Fermi-Hubbard models studied in these works,
and ii) explicitly compute the prefactor 𝐶𝑝 .

Additionally, for the EFTs that explicitly include bosons, we have the following.
Theorem 30 (Informal Statement of Theorem 38: General Error Bound). Let 𝐻 =

∑
𝛾 𝐻𝛾 , where 𝐻𝛾

are terms of the form of the dynamical-pion EFT considered in this work, which acts on both fermionic
and bosonic modes, preserving the number of fermions. Consider the evolution of a state with exactly 𝜂
fermions. Then, the error from the 𝑝th-order product formula, P𝑝 (𝑡), isP𝑝 (𝑡) − 𝑒−𝑖𝑡𝐻

𝜂
≤ 𝐶𝑝𝜋𝑝+1

maxΠ
𝑝+1
max 𝐿

3𝑡 𝑝+1, (151)

where 𝐶𝑝 is a factor depending on 𝑝 and the degree of locality of the Hamiltonian, and 𝜋max and Πmax are
the cutoff values for the bosonic field strength and its conjugate momentum, respectively. Furthermore,
𝜋max and Πmax scale as

𝜋max = 𝑂

(√︂
𝜂𝐿3𝐸

𝜖

)
, Πmax = 𝑂

(√︂
𝜂𝐿3𝐸

𝜖

)
, (152)

where 𝜖 is the target precision and 𝐸 is the energy scale.

Explicit error-bound calculation. The above theorems give bounds for general Hamiltonians satisfying the relevant
conditions, and the scaling in the number of fermions is likely optimal. However, the combinatorial prefactor 𝐶𝑝 is
often very loose as the formula only accounts for the locality of the interaction rather than its explicit form. By explicitly
considering the Hamiltonians for the nuclear EFTs of this work and computing the commutators of the terms in the
sum, we achieve much tighter bounds. In particular, for the 𝑝 = 1 product-formula simulation of the pionless EFT, we
improve the bound by a factor of about 106 by evaluating and bounding the relevant commutators explicitly.

Asymptotic simulation cost of nuclear EFTS. Table 9 gives the asymptotic scaling of the 2-qubit circuit depth,
𝑇-gate count, and qubits to simulate the constant-time evolution of the different EFTs for a certain set of parameters,
collected from the analyses of this work.

7.2 Conclusions and Takeaways
Detailed results of this study for the full simulation costs of nuclear EFTs are presented in Sections 6 and 7.1. Here, we
summarize some of the main conclusions that can be taken away from the lengthy analyses of this work, potentially
informing other studies of similar model Hamiltonians.

Leveraging the structure of the Hamiltonian and symmetries. Product-formulae error estimates and the associated
circuit depths can be drastically improved by taking advantage of the symmetries and structure of the Hamiltonian, and
using fermionic-to-qubit encodings that respect them. This is the primary reason for the significant improvement in the
simulation cost of the pionless EFT compared with the result of Ref. [Rog+20b].
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Scaling of Resources for Fixed-Time Evolution
Circuit Depth 𝑇-Gate Count Number of Qubits

Pionless EFT 𝑂

(
𝜂1/𝑝

𝜖 1/𝑝

)
𝑂

(
𝜂1/𝑝𝐿3 log(𝜂1/𝑝𝐿3/𝜖 1+1/𝑝 )

𝜖 1/𝑝

)
𝑂 (𝐿3)

One-Pion Exchange 𝑂

(
𝜂1/𝑝 log3 (𝜂/𝜖 )

𝜖 1/𝑝

)
𝑂

(
𝜂1/𝑝𝐿3 log3 (𝜂/𝜖 ) log(𝜂1/𝑝𝐿3 log3 (𝜂/𝜖 )/𝜖 1+1/𝑝)

𝜖 1/𝑝

)
𝑂 (𝐿3)

Dynamical Pions 𝑂

(
𝐸3𝐿12𝜂9/2𝑛2

𝑏

𝜖 3+1/𝑝

)
𝑂

(
𝐸3𝐿15𝜂9/2𝑛2

𝑏
log(𝐸3𝐿15𝜂9/2𝑛2

𝑏
/𝜖 4+1/𝑝)

𝜖 3+1/𝑝

)
𝑂

(
𝐿3𝑛𝑏

)
Table 9: Scaling of resources for constant-time simulation using the 𝑝th-order product formula in terms of fermion number 𝜂,
energy scale 𝐸 , precision 𝜖 , and lattice size 𝐿. Here, 𝑛𝑏 is the size of each bosonic qubit register, which asymptotically scales as
log(𝜂𝐿3𝐸/𝜖). In all cases, the resources scale as 𝑡1+1/𝑝 , where 𝑡 is the total evolution time.

Local versus non-local formulation of the pionful EFT. Going beyond pionless EFT, which is the least costly EFT
considered here, the OPE EFT outperforms the dynamical-pion EFTs in the number of qubits required, circuit depth,
and 𝑇-gate count. As such, it seems the locality of the interactions in the pionful EFTs does not significantly reduce
simulation costs and requires significantly more qubits to simulate. However, at least part of the comparative advantage
may be due to the fact that we only have poor bounds on the norms of the dynamical-pion Hamiltonians, and future
improvements in error-bound analysis may bring the cost down considerably.

First-order versus higher-order product formulae. Although we have only studied 𝑝 = 1, 2 product formulae, it is
clear that 𝑝 = 2 outperforms 𝑝 = 1. This is consistent with the conclusions of previous work for the case of pionless
EFT, albeit with different error analysis [Rog+20b]. While higher-order formulae may continue to improve the error
bound, one is faced with the issue of placing tight bounds on nested commutators of Hamiltonian terms, which is
challenging for complex nuclear Hamiltonians.

Feasibility of simulating nuclear Hamiltonians. With current techniques and error guarantees, even small-scale
quantum simulations of nuclear EFTs are unlikely to be feasible on the noisy intermediate-scale quantum (NISQ) devices.
In fact, quantum simulation of nuclear EFTs is currently unlikely to compete with state-of-the-art classical methods
for spectroscopy or other static properties of nuclei. This holds even without accounting for the cost of quantum-state
preparation, which may be significant. Nonetheless, the case for the promise of using quantum computation in nuclear
physics in the fault-tolerant era remains strong, as it is believed that ab initio classical methods will not be able to
accurately simulate large nuclear isotopes, nor can they systematically access general dynamical properties [Bec+23].

7.3 Outlook: Further Work and Improvements
While we have examined many aspects of simulating nuclear EFTs, there is still considerable room for further
improvements. Indeed, the design space for quantum simulation (e.g., formulations, encodings, algorithms) is large, so
there may be many ways to further optimize the cost of time evolution and other tasks. Here, we enumerate areas that
can advance the current state of the art.

Partial error correction via fermionic encodings. As mentioned in Section 2.3.1, fermionic encodings work by
restricting to a particular subspace of the simulator Hamiltonian. For the VC encoding, this subspace is defined by a
set of stabilizer operators, similarly to a quantum error-correcting code. Indeed, one can use fermionic encodings to
perform partial error correction. This is because at least some subset of physical errors will move the state outside
of the simulating subspace. By measuring the stabilizers at the end of the simulation, one can detect errors. This
is a general property of many fermionic encodings, and its effectiveness may influence the choice of encoding. For
example, Ref. [Jia+19] designs an encoding that can correct all 1-qubit errors on a two-dimensional square lattice. The
error-correction properties of the compact and VC encodings have also previously been used in optimizing simulation of
the Fermi-Hubbard model [CBC21]. It may be worth comparing the feasibility of this partial error correction for the VC
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and (stacked) compact encoding for the pionless EFT. Naturally, other encodings exist, many of which have better error
correction/detection properties. However, typically as the code distance increases, the representations of the operators
become more complicated [CGX22].

Fermionic quantum computers for simulating fermionic models. The fermionic encodings discussed all introduce
some form of overhead to simulate fermions. However, it is possible to run quantum computations on devices that are
based on fermions. This can be used to remove any overhead associated with fermionic interactions compared to the
qubit-based systems we have assumed here, see e.g., Ref. [Gon+23] for recent progress.

Cost reduction and circuit optimization. A more fine-grained analysis of the cost of simulating each Hamiltonian
term, which we have avoided in a number of instances, can be performed to further improve the total cost. For example,
instead of assigning the highest weight to each operator in a given class (e.g., long-range nucleon-nucleon interactions),
one could account for the true weight of each operator. Beyond this, other optimization strategies can be utilized to
improve the circuit depths and 𝑇-gate costs. For example, we have used standard circuit decompositions for various
unitaries. However, these decompositions are by no means optimal. Previous work demonstrated that the circuits can
be heuristically optimized using various optimization algorithms [SPK13; Chi+18; ML23; THL]. There are also less
conventional ways of decomposing the circuits. For example, the subcircuit model introduced in Ref. [CBC21] is
potentially more appropriate for circuit compilation than standard gate-set techniques for NISQ-era devices.

Better error bounds on bosonic simulations. Much of the significant cost of simulating the EFT that explicitly
includes pions is due to a loose bound on the error associated with introducing a cutoff of the pion-field strength.
In particular, we have used the energy-based truncation methods from Ref. [JLP12], as other improved methods of
calculating the field strength cutoff, such as that of Ref. [Ton+22], cannot be applied to the Hamiltonian in this work in
their current form. We strongly suspect that this bound can be improved.

Better error analysis and empirical scaling. The bounds on the quantity �̃�comm in Eq. (43), which determines the
product-formulae error bound, are unlikely to be tight. An alternative method is to simply simulate the system classically
and determine the actual error, which can be extrapolated to larger systems [Chi+18; Ste+22; Ngu+22]. However, this is
not a straightforward task even for rather small systems of nucleons. Recall that the simulations involve 6 qubits per site
on a 3D lattice in the VC encoding, so even an unphysically small lattice of size 𝐿 = 2 requires simulating the dynamics
of 48 qubits, which is at the edge of what is feasible with the most powerful classical computers. Using other encodings,
including the non-local Jordan-Wigner encoding, does not improve the situation much (and can increase the number
of non-commuting operators due to the induced non-locality). One can potentially resort to non-exact but efficient
classical Hamiltonian-simulation methods, such as tensor networks, but even such methods are not widely applicable to
3D quantum many-body systems. In fact, one may need to await the availability of large-scale quantum computers to
be able to perform simulation tasks and discover empirical scalings for the algorithms (e.g., by benchmarking against
known results from experiment). Until such knowledge is available, strategies for improving and effectively calculating
error bounds will be highly valuable in estimating resource requirements more accurately.

Beyond product formulae. There exist various other time-evolution algorithms with better asymptotic scaling in
terms of error and evolution time [Ber+15; BCK15; LC17; LC19; LW18; Haa+21]. These typically involve more
complex circuits that use additional ancilla qubits. Empirical studies suggest that, for certain problems, product formulae
perform better for instances of modest size [Chi+18], as mentioned above, but it might still be worth studying whether
such approaches can be valuable for nuclear-EFT simulations in some regimes. Alternatively, techniques such as
Trotter-error extrapolation might be used to reduce the error [RWW22].

Different quantum-phase-estimation routines. The phase estimation routine used in Section 6.2 is a standard variant
of QPE. However, there are many alternative QPE methods that may improve the gate counts, and in particular, some
may be more suitable for near-term devices [SHF14; OTT19; Som19; Cli+23; LT22]. These can be explored in the
context of quantum simulation of nuclear EFTs in the future.
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More restricted nuclear systems. In this work, we have considered nuclear systems in the presence of all species of
nucleons and pions. However, there are some use cases where one may be able to remove some species. For example,
when studying neutron matter (e.g., in neutron stars), the interactions between particles can be simplified, reducing the
resource requirements for simulation.

Boundary conditions. Here, we have considered simulation with open boundary conditions. However, periodic
boundary conditions may cause less boundary distortion in the wavefunctions. Most of the analysis of this work will
remain similar for the periodic case, but with a small overhead to account for terms crossing the boundary.

Instantaneous-pion EFT: Combining classical and quantum routines. The instantaneous-pion EFT is a limiting
case of the dynamical-pion EFT in which the pions undergo no dynamics, and serve as a background static-field
configuration in which nucleon dynamics take place. Such a formulation leaves local pion-nucleon interactions in the
description, and is in fact equivalent to the long-range one- (and multi-) pion exchange EFT considered in this work.
Simulating such a model happens to be less costly than the dynamical-pion EFT, as can be verified by taking Π𝐼 = 0 in
the dynamical-pion EFT analysis. Nonetheless, the pion-field configurations need to be sampled classically, e.g., using
Monte Carlo importance-sampling methods with the static-pion action as the sampling weight. Each configuration is
then used to initialize the state of the pion fields in the quantum algorithms of this work, so that the quantum dynamics
of the nucleons coupled to these pion states can be studied on a quantum computer. Such a hybrid classical-quantum
algorithm may be worthwhile in the near term, but concrete determination of its resource requirements necessitates
an error analysis that combines both classical Monte Carlo and quantum-simulation algorithm errors. Similar hybrid
approaches to quantum simulation have recently been proposed in other contexts, e.g., in Refs. [HLL20; GL21].
However, such algorithms are limited when the classical calculation has a sign problem, so fully quantum approaches
may be necessary in general.

Improved EFT Hamiltonians. Our analysis has been limited to pionless nuclear EFT at leading order (contact two-
and three-body interactions) and pionful nuclear EFTs at leading order in Weinberg power counting (contact interactions
plus OPE potential, or alternatively, leading pion-nucleon couplings in the dynamical-pion theory). A clear next step is
to devise simulation algorithms with bounded errors for higher-order EFTs, which would involve derivatively coupled
nucleons, multi-pion exchange potentials, or in the dynamical-pion case, higher-order pion-nucleon couplings and pion
self-interactions. All these add further complexity that will increase resource requirements, but they are essential in
accurate and high-precision studies of medium- and large-mass nuclei. While the general strategy of this work applies,
concrete simulation costs will need similar dedicated studies.

Holistic uncertainty quantification. Considering the numerous systematic errors in the simulation, from model
uncertainties (e.g., the finite EFT order, lattice-discretization effects, finite-volume effects, field truncation and digitization
effects), to algorithmic approximations (e.g., product-formula order, time digitization, gate synthesis), a more holistic
approach to uncertainty quantification may be needed to obtain realistic resource estimates. In particular, it may not
be justified to overly suppress algorithmic errors at the cost of drastically increasing resources while accuracy will be
limited by other systematic uncertainties.

State preparation. In this work, we have ignored the cost of state preparation, which may be very expensive. In
general, ground-state preparation is QMA-hard,11 so there should not be efficient general-purpose algorithms for this
task. However, there are many provably convergent methods (which require exponential time in general) [Mot+20;
Cub23], and many heuristic approaches such as the variational quantum eigensolver and the unitary coupled-cluster
ansatz, that have been explored with various degrees of success [Til+22]. Alternatively, given the tremendous success
of classical ab initio quantum many-body methods in nuclear physics, it is reasonable to suppose that known nearly
exact or approximate nuclear wavefunctions obtained from such methods may enable more efficient initialization of the
quantum-simulation algorithms [Her20], although more work is needed to make this approach concrete and understand
its performance in detail. Additionally, the local fermionic encodings used in this work incur state-preparation overhead

11QMA (or Quantum Merlin Arthur) is a quantum version of the classical complexity class NP (or Non-deterministic Polynomial-time) [KSV02b].
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to initialize the simulation in the appropriate encoded state. However, we expect this cost to be much less than the
overall cost of the simulation, and in the fault-tolerant regime, to be much less than the fault-tolerant overhead.

Other applications in nuclear physics. In this work, we focused on understanding the costs of time evolution and
spectroscopy. Naturally, there are numerous other relevant properties of nuclear systems, such as scattering amplitudes,
reaction rates, thermal properties, and structure and response functions. Examining algorithmic resource requirements
for determining these properties is left for future work. However, time evolution is a basic subroutine that should be
useful for accessing all these quantities, so the circuit constructions and cost analysis of this work should be relevant.
If state preparation and measurement involve different bases than those considered here (e.g, momentum- versus
position-space fields), one can implement the relevant basis transformations between various stages of the simulation, as
demonstrated for both bosonic and fermionic field theories in, e.g., Refs. [Bar+21; Mue+23].
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A Overview of the Verstraete-Cirac Encoding
In this appendix, we review the Verstraete-Cirac encoding in 2D and 3D, including details of the subspace in which the
simulation needs to be restricted to for the encoding to work.

The 2D case. Consider the case of a 2D lattice first. For the VC encoding to function correctly, the simulation should
be restricted to a subspace that satisfies

𝑃
𝜇

𝑖 𝑗
|𝜓⟩ = |𝜓⟩ , (153)

where 𝑃𝜇
𝑖 𝑗
B 𝑖𝜇𝑖 �̄� 𝑗 on a set of edges defined along appropriate directed paths. Each auxiliary Majorana operator needs

to appear in exactly one 𝑃𝑖′ 𝑗′ along those paths. A possible configuration of paths on a 4 × 4 lattice is shown in Fig. 16,
corresponding to the Jordan-Wigner ordering of the physical modes chosen in the left panel. The consequence of this
construction is that, for the hopping term linking site indices 𝑖 and 𝑗 , whose indices are linked by a 𝑃𝜇

𝑖 𝑗
, the following

property holds: (
𝑎† (𝑖)𝑎( 𝑗) + 𝑎† ( 𝑗)𝑎(𝑖)

)
𝑃
𝜇

𝑖 𝑗
|𝜓⟩ =

(
𝑎† (𝑖)𝑎( 𝑗) + 𝑎† ( 𝑗)𝑎(𝑖)

)
|𝜓⟩ . (154)

Furthermore, it is easy to see that, while the right-hand side of Eq. (154) turns into a non-local spin interaction via the
original Jordan-Wigner transform, the left-hand side is mapped to a local term with the help of the auxiliary modes in
the code space, recalling the definitions in Eqs. (19) to (22). In other words, the choice of auxiliary-mode pairing and of
the paths allows for the cancellation of Jordan-Wigner strings between geometrically local interactions separated by the
chosen qubit indexing. Note that a hopping term linking site indices 𝑘 and 𝑙, which are not linked by a 𝑃𝜇

𝑘𝑙
, does not

need to be modified by adding a stabilizer, as this term is already mapped to a local qubit interaction in the original
Jordan-Wigner mapping, as can be seen in the example of Fig. 16.
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7
<latexit sha1_base64="74+Q5OA3D+LUZyyEPjdMoG1ly0w=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomI9lj04rEF+wFtKJvtpF272YTdjVBCf4EXD4p49Sd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8N/PbT6g0j+WDmSToR3QoecgZNVZqVPulsltx5yCrxMtJGXLU+6Wv3iBmaYTSMEG17npuYvyMKsOZwGmxl2pMKBvTIXYtlTRC7WfzQ6fk3CoDEsbKljRkrv6eyGik9SQKbGdEzUgvezPxP6+bmrDqZ1wmqUHJFovCVBATk9nXZMAVMiMmllCmuL2VsBFVlBmbTdGG4C2/vEpalxXvuuI1rsq12zyOApzCGVyABzdQg3uoQxMYIDzDK7w5j86L8+58LFrXnHzmBP7A+fwBhzGMwg==</latexit>

8

<latexit sha1_base64="lW0IFH/1sWfVE590Ic/6I4bMbpg=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV0RH7egF48JmAckS5id9CZjZmeXmVkhLPkCLx4U8eonefNvnCR70MSChqKqm+6uIBFcG9f9dlZW19Y3Ngtbxe2d3b390sFhU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWju6nfekKleSwfzDhBP6IDyUPOqLFS/aZXKrsVdwayTLyclCFHrVf66vZjlkYoDRNU647nJsbPqDKcCZwUu6nGhLIRHWDHUkkj1H42O3RCTq3SJ2GsbElDZurviYxGWo+jwHZG1Az1ojcV//M6qQmv/YzLJDUo2XxRmApiYjL9mvS5QmbE2BLKFLe3EjakijJjsynaELzFl5dJ87ziXVa8+kW5epvHUYBjOIEz8OAKqnAPNWgAA4RneIU359F5cd6dj3nripPPHMEfOJ8/iLWMww==</latexit>

9
<latexit sha1_base64="OjlglPDn78yFljJdUJxBc91tkUM=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilB8/tlytu1Z2DrBIvJxXI0eiXv3qDmKURV8gkNabruQn6GdUomOTTUi81PKFsTIe8a6miETd+Nr90Ss6sMiBhrG0pJHP190RGI2MmUWA7I4ojs+zNxP+8borhtZ8JlaTIFVssClNJMCazt8lAaM5QTiyhTAt7K2EjqilDG07JhuAtv7xKWhdVr1b17i8r9Zs8jiKcwCmcgwdXUIc7aEATGITwDK/w5oydF+fd+Vi0Fpx85hj+wPn8AepqjPU=</latexit>

10
<latexit sha1_base64="F1f0mGxt6e0e18SaescR5JTNEek=">AAAB6XicbVA9SwNBEJ2LXzF+RS1tFoNgFW5F1DJoYxnFmEByhL3NXLJkb+/Y3RNCyD+wsVDE1n9k579xk1yhiQ8GHu/NMDMvTKUw1ve/vcLK6tr6RnGztLW9s7tX3j94NEmmOTZ4IhPdCplBKRQ2rLASW6lGFocSm+HwZuo3n1AbkagHO0oxiFlfiUhwZp10T2m3XPGr/gxkmdCcVCBHvVv+6vQSnsWoLJfMmDb1UxuMmbaCS5yUOpnBlPEh62PbUcViNMF4dumEnDilR6JEu1KWzNTfE2MWGzOKQ9cZMzswi95U/M9rZza6CsZCpZlFxeeLokwSm5Dp26QnNHIrR44wroW7lfAB04xbF07JhUAXX14mj2dVelGld+eV2nUeRxGO4BhOgcIl1OAW6tAADhE8wyu8eUPvxXv3PuatBS+fOYQ/8D5/AOvujPY=</latexit>

11
<latexit sha1_base64="AHdzAe5mP+Gk9P8Hp03KKH/jQzM=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKqMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilB6/WL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bH7plJxZZUDCWNtSSObq74mMRsZMosB2RhRHZtmbif953RTDaz8TKkmRK7ZYFKaSYExmb5OB0JyhnFhCmRb2VsJGVFOGNpySDcFbfnmVtGpV77Lq3V9U6jd5HEU4gVM4Bw+uoA530IAmMAjhGV7hzRk7L86787FoLTj5zDH8gfP5A+1yjPc=</latexit>

12

<latexit sha1_base64="1PUuIMYUhGssI31fNxD33klEih8=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU1GPRi8cq9gPaUDbbSbt0swm7G6GE/gMvHhTx6j/y5r9x2+agrQ8GHu/NMDMvSATXxnW/ncLK6tr6RnGztLW9s7tX3j9o6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0O/VbT6g0j+WjGSfoR3QgecgZNVZ68M575YpbdWcgy8TLSQVy1Hvlr24/ZmmE0jBBte54bmL8jCrDmcBJqZtqTCgb0QF2LJU0Qu1ns0sn5MQqfRLGypY0ZKb+nshopPU4CmxnRM1QL3pT8T+vk5rw2s+4TFKDks0XhakgJibTt0mfK2RGjC2hTHF7K2FDqigzNpySDcFbfHmZNM+q3mXVu7+o1G7yOIpwBMdwCh5cQQ3uoA4NYBDCM7zCmzNyXpx352PeWnDymUP4A+fzB+72jPg=</latexit>

13
<latexit sha1_base64="nb1VTdx0MALRiswq6kcoW2l76ag=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilB6/WL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bH7plJxZZUDCWNtSSObq74mMRsZMosB2RhRHZtmbif953RTDaz8TKkmRK7ZYFKaSYExmb5OB0JyhnFhCmRb2VsJGVFOGNpySDcFbfnmVtC6q3mXVu69V6jd5HEU4gVM4Bw+uoA530IAmMAjhGV7hzRk7L86787FoLTj5zDH8gfP5A/B6jPk=</latexit>

14
<latexit sha1_base64="tI/TMm6+rmMSiX8ZLBonbLCupbw=">AAAB6XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQi8co5gHJEmYnvcmQ2dllZlYIS/7AiwdFvPpH3vwbJ8keNLGgoajqprsrSATXxnW/ncLK6tr6RnGztLW9s7tX3j9o6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0O/VbT6g0j+WjGSfoR3QgecgZNVZ68C565YpbdWcgy8TLSQVy1Hvlr24/ZmmE0jBBte54bmL8jCrDmcBJqZtqTCgb0QF2LJU0Qu1ns0sn5MQqfRLGypY0ZKb+nshopPU4CmxnRM1QL3pT8T+vk5rw2s+4TFKDks0XhakgJibTt0mfK2RGjC2hTHF7K2FDqigzNpySDcFbfHmZNM+q3mXVuz+v1G7yOIpwBMdwCh5cQQ3uoA4NYBDCM7zCmzNyXpx352PeWnDymUP4A+fzB/H+jPo=</latexit>

15
<latexit sha1_base64="b+M+BVNYKlWEtyG5jJCmfTKozoA=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF49V7Ae0oWy2m3bpZhN2J0IJ/QdePCji1X/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilB6/WL1fcqjsHWSVeTiqQo9Evf/UGMUsjrpBJakzXcxP0M6pRMMmnpV5qeELZmA5511JFI278bH7plJxZZUDCWNtSSObq74mMRsZMosB2RhRHZtmbif953RTDaz8TKkmRK7ZYFKaSYExmb5OB0JyhnFhCmRb2VsJGVFOGNpySDcFbfnmVtC6qXq3q3V9W6jd5HEU4gVM4Bw+uoA530IAmMAjhGV7hzRk7L86787FoLTj5zDH8gfP5A/OCjPs=</latexit>

16
<latexit sha1_base64="Uq8z+dc6ySA2M5Bla92MfyN3AxM=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ6KolI9Vj04rGi/YA2lM120i7dbMLuRiihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nfqtJ1Sax/LRjBP0IzqQPOSMGis9eNWzXqnsVtwZyDLxclKGHPVe6avbj1kaoTRMUK07npsYP6PKcCZwUuymGhPKRnSAHUsljVD72ezUCTm1Sp+EsbIlDZmpvycyGmk9jgLbGVEz1IveVPzP66QmvPYzLpPUoGTzRWEqiInJ9G/S5wqZEWNLKFPc3krYkCrKjE2naEPwFl9eJs2LiletePeX5dpNHkcBjuEEzsGDK6jBHdShAQwG8Ayv8OYI58V5dz7mrStOPnMEf+B8/gBT+o0s</latexit>

160
<latexit sha1_base64="gf6q9jebpDZ1Y3YWr37Sa13Z+3E=">AAAB6nicbVDLSgNBEOz1GeMr6tHLYBA9hV3xdQx68RjRPCBZwuykNxkyO7vMzAphySd48aCIV7/Im3/jJNmDJhY0FFXddHcFieDauO63s7S8srq2Xtgobm5t7+yW9vYbOk4VwzqLRaxaAdUouMS64UZgK1FIo0BgMxjeTvzmEyrNY/loRgn6Ee1LHnJGjZUevIuTbqnsVtwpyCLxclKGHLVu6avTi1kaoTRMUK3bnpsYP6PKcCZwXOykGhPKhrSPbUsljVD72fTUMTm2So+EsbIlDZmqvycyGmk9igLbGVEz0PPeRPzPa6cmvPYzLpPUoGSzRWEqiInJ5G/S4wqZESNLKFPc3krYgCrKjE2naEPw5l9eJI2zindZ8e7Py9WbPI4CHMIRnIIHV1CFO6hBHRj04Rle4c0Rzovz7nzMWpecfOYA/sD5/AFSdY0r</latexit>

150
<latexit sha1_base64="1w5YhkELT0miy+ZNgvD5nf0EQWc=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ6KokU9Vj04rGi/YA2lM120y7dbMLuRCihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LR7dRvPXFtRKwecZxwP6IDJULBKFrpwaue9Uplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8NrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs2LindZ8e6r5dpNHkcBjuEEzsGDK6jBHdShAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gBQ8I0q</latexit>

140
<latexit sha1_base64="A9m8d/yLqSMxRFLjTpKQSvTwmtI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ6KomKeix68VjRfkAbymY7aZduNmF3I5TQn+DFgyJe/UXe/Ddu2xy09cHA470ZZuYFieDauO63s7S8srq2Xtgobm5t7+yW9vYbOk4VwzqLRaxaAdUouMS64UZgK1FIo0BgMxjeTvzmEyrNY/loRgn6Ee1LHnJGjZUevPOTbqnsVtwpyCLxclKGHLVu6avTi1kaoTRMUK3bnpsYP6PKcCZwXOykGhPKhrSPbUsljVD72fTUMTm2So+EsbIlDZmqvycyGmk9igLbGVEz0PPeRPzPa6cmvPYzLpPUoGSzRWEqiInJ5G/S4wqZESNLKFPc3krYgCrKjE2naEPw5l9eJI2zindZ8e4vytWbPI4CHMIRnIIHV1CFO6hBHRj04Rle4c0Rzovz7nzMWpecfOYA/sD5/AFPa40p</latexit>

130

<latexit sha1_base64="xdM/2n5AhRinAt2IltjWzXofWoM=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ6KkkR9Vj04rGi/YA2lM120y7dbMLuRCihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LR7dRvPXFtRKwecZxwP6IDJULBKFrpwaue9Uplt+LOQJaJl5My5Kj3Sl/dfszSiCtkkhrT8dwE/YxqFEzySbGbGp5QNqID3rFU0YgbP5udOiGnVumTMNa2FJKZ+nsio5Ex4yiwnRHFoVn0puJ/XifF8NrPhEpS5IrNF4WpJBiT6d+kLzRnKMeWUKaFvZWwIdWUoU2naEPwFl9eJs1qxbusePcX5dpNHkcBjuEEzsGDK6jBHdShAQwG8Ayv8OZI58V5dz7mrStOPnMEf+B8/gBN5o0o</latexit>

120
<latexit sha1_base64="y9tCz91Ixq7bMJpS4i7+ZNHqjDk=">AAAB6nicbVBNSwMxEJ2tX7V+VT16CRbRU9mIqMeiF48V7Qe0S8mm2TY0myxJVihLf4IXD4p49Rd589+YtnvQ1gcDj/dmmJkXJoIb6/vfXmFldW19o7hZ2tre2d0r7x80jUo1ZQ2qhNLtkBgmuGQNy61g7UQzEoeCtcLR7dRvPTFtuJKPdpywICYDySNOiXXSA8anvXLFr/ozoGWCc1KBHPVe+avbVzSNmbRUEGM62E9skBFtORVsUuqmhiWEjsiAdRyVJGYmyGanTtCJU/ooUtqVtGim/p7ISGzMOA5dZ0zs0Cx6U/E/r5Pa6DrIuExSyySdL4pSgaxC079Rn2tGrRg7Qqjm7lZEh0QTal06JRcCXnx5mTTPq/iyiu8vKrWbPI4iHMExnAGGK6jBHdShARQG8Ayv8OYJ78V79z7mrQUvnzmEP/A+fwBMYY0n</latexit>

110
<latexit sha1_base64="5N59AJtUuw4FxrLfwt3pyJHlPxA=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbRU0lE1GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSATXxnW/ncLK6tr6RnGztLW9s7tX3j9o6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0O/VbT6g0j+WjGSfoR3QgecgZNVZ68NzTXrniVt0ZyDLxclKBHPVe+avbj1kaoTRMUK07npsYP6PKcCZwUuqmGhPKRnSAHUsljVD72ezUCTmxSp+EsbIlDZmpvycyGmk9jgLbGVEz1IveVPzP66QmvPYzLpPUoGTzRWEqiInJ9G/S5wqZEWNLKFPc3krYkCrKjE2nZEPwFl9eJs3zqndZ9e4vKrWbPI4iHMExnIEHV1CDO6hDAxgM4Ble4c0Rzovz7nzMWwtOPnMIf+B8/gBK3I0m</latexit>

100
<latexit sha1_base64="W+UMfmh/CTMYeI8H0y9dLLNBPeM=">AAAB6XicbVDLSgNBEOz1GeMr6tHLYBA9hV0RH7egF49RzAOSJcxOepMhs7PLzKwQlvyBFw+KePWPvPk3TpI9aGJBQ1HVTXdXkAiujet+O0vLK6tr64WN4ubW9s5uaW+/oeNUMayzWMSqFVCNgkusG24EthKFNAoENoPh7cRvPqHSPJaPZpSgH9G+5CFn1Fjp4fqkWyq7FXcKski8nJQhR61b+ur0YpZGKA0TVOu25ybGz6gynAkcFzupxoSyIe1j21JJI9R+Nr10TI6t0iNhrGxJQ6bq74mMRlqPosB2RtQM9Lw3Ef/z2qkJr/yMyyQ1KNlsUZgKYmIyeZv0uEJmxMgSyhS3txI2oIoyY8Mp2hC8+ZcXSeOs4l1UvPvzcvUmj6MAh3AEp+DBJVThDmpQBwYhPMMrvDlD58V5dz5mrUtOPnMAf+B8/gDo7oz0</latexit>

90

<latexit sha1_base64="TSKrf4ZlW6LjjZFDF8WazJkcSq4=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ6KomI9lj04rGK/YA2lM120y7dbMLuRCih/8CLB0W8+o+8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LR7dRvPXFtRKwecZxwP6IDJULBKFrpoXrWK5XdijsDWSZeTsqQo94rfXX7MUsjrpBJakzHcxP0M6pRMMknxW5qeELZiA54x1JFI278bHbphJxapU/CWNtSSGbq74mMRsaMo8B2RhSHZtGbiv95nRTDqp8JlaTIFZsvClNJMCbTt0lfaM5Qji2hTAt7K2FDqilDG07RhuAtvrxMmhcV76ri3V+Wazd5HAU4hhM4Bw+uoQZ3UIcGMAjhGV7hzRk5L8678zFvXXHymSP4A+fzB+dpjPM=</latexit>

80
<latexit sha1_base64="BodRQnLbuNnvFcH+a6iLaj9SDzk=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ6KomI9Vj04rGK/YA2lM120i7dbMLuRiih/8CLB0W8+o+8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nfqtJ1Sax/LRjBP0IzqQPOSMGis9VM96pbJbcWcgy8TLSRly1Hulr24/ZmmE0jBBte54bmL8jCrDmcBJsZtqTCgb0QF2LJU0Qu1ns0sn5NQqfRLGypY0ZKb+nshopPU4CmxnRM1QL3pT8T+vk5rw2s+4TFKDks0XhakgJibTt0mfK2RGjC2hTHF7K2FDqigzNpyiDcFbfHmZNC8q3lXFu78s127yOApwDCdwDh5UoQZ3UIcGMAjhGV7hzRk5L8678zFvXXHymSP4A+fzB+XkjPI=</latexit>

70
<latexit sha1_base64="6cQEZOZqmuRsWGLxDcs7O9hlGDw=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ6KolI9Vj04rGK/YA2lM120i7dbMLuRiih/8CLB0W8+o+8+W/ctjlo64OBx3szzMwLEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nfqtJ1Sax/LRjBP0IzqQPOSMGis9VM96pbJbcWcgy8TLSRly1Hulr24/ZmmE0jBBte54bmL8jCrDmcBJsZtqTCgb0QF2LJU0Qu1ns0sn5NQqfRLGypY0ZKb+nshopPU4CmxnRM1QL3pT8T+vk5rw2s+4TFKDks0XhakgJibTt0mfK2RGjC2hTHF7K2FDqigzNpyiDcFbfHmZNC8qXrXi3V+Wazd5HAU4hhM4Bw+uoAZ3UIcGMAjhGV7hzRk5L8678zFvXXHymSP4A+fzB+RfjPE=</latexit>

60
<latexit sha1_base64="PWXpm6zm9FOzeHBF9f+bK3dqwrg=">AAAB6XicbVDLSgNBEOz1GeMr6tHLYBA9hV3xdQx68RjFPCBZwuykNxkyO7vMzAphyR948aCIV//Im3/jJNmDJhY0FFXddHcFieDauO63s7S8srq2Xtgobm5t7+yW9vYbOk4VwzqLRaxaAdUouMS64UZgK1FIo0BgMxjeTvzmEyrNY/loRgn6Ee1LHnJGjZUeLk66pbJbcacgi8TLSRly1Lqlr04vZmmE0jBBtW57bmL8jCrDmcBxsZNqTCgb0j62LZU0Qu1n00vH5NgqPRLGypY0ZKr+nshopPUoCmxnRM1Az3sT8T+vnZrw2s+4TFKDks0WhakgJiaTt0mPK2RGjCyhTHF7K2EDqigzNpyiDcGbf3mRNM4q3mXFuz8vV2/yOApwCEdwCh5cQRXuoAZ1YBDCM7zCmzN0Xpx352PWuuTkMwfwB87nD+LajPA=</latexit>

50
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fermions on the 2D lattice sites
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Figure 16: a) A possible ordering of the physical sites (circles) on a 2D lattice for mapping to qubits via a Jordan-Wigner transformation,
where the qubit index is noted inside the circles. b) The corresponding auxiliary layer of qubits each containing two Majorana modes
𝜇 and �̄�, along with a possible choice of a set of 𝑃𝜇

𝑖 𝑗
operators along the arrows.

The 3D case. To generalize to 3D, it is sufficient to introduce another set of auxiliary Majorana modes 𝜈 and �̄�
defined on another layer of auxiliary qubits. Figure 17 shows a choice of mapping physical fermionic modes to qubits
indexed by 𝑖 along a Jordan-Wigner path, along with the auxiliary layers 𝜇 and 𝜈, for which a set of stabilizers 𝑃𝜇

𝑖 𝑗

and 𝑃𝜈
𝑖 𝑗

along given paths in the 𝑥-𝑦 and 𝑦-𝑧 planes are introduced, respectively. These configurations ensure that
any geometrically nearest-neighbor hopping term in the Hamiltonian remains local after the mapping, either because
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fermions on the 3D lattice sites
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corresponding auxiliary modes
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layer corresponding to 
auxiliary modes ν, ν̄

Figure 17: a) A possible ordering of the physical sites on a 3D lattice for mapping to qubits via a Jordan-Wigner transformation.
Qubit indices are left implicit. b) The corresponding auxiliary layers of qubits, each layer containing two Majorana modes 𝜇, �̄� and
𝜈, �̄�, along with a possible choice of a set of 𝑃𝜇

𝑖 𝑗
and 𝑃𝜈

𝑖 𝑗
stabilizers.

it is still nearest-neighbor along the Jordan-Wigner path, or because the non-local Jordan-Wigner strings associated
with unphysical separation along the Jordan-Wigner path are canceled out by the introduction of the stabilizers on the
corresponding edge. The 3D choice described here is what we have implemented in this work to map the relevant EFT
Hamiltonians to qubit Hamiltonians (except where we use the compact encoding for the pionless EFT). Note that the
presence of four distinct physical fermionic modes on each physical site in the nuclear EFT problem does not require
introducing additional auxiliary layers of qubits and fermionic operators, as argued in the main text.

State preparation costs. The restricted subspace defined by the stabilizers is equivalent to the toric code up to
a constant-depth quantum circuit. With an appropriate procedure, the 2D toric-code ground state can be prepared
by an 𝑂 (log(𝐿))-depth quantum circuit [KRV09], which is equivalent to the compact and VC encodings code up to
finite-depth circuits [Der+21; BDP12]. Thus, the state preparation for the fermionic encodings should be possible
in 𝑂 (log(𝐿)) total depth in 2D, and should, therefore, contribute only limited quantum resources compared to the
time-simulation algorithm itself. While we expect similar state-preparation cost for the local fermionic encoding in 3D,
this expectation needs to be verified in future work.

B Bounding the Simulation with Truncated Long-Range Interactions
In this Appendix, we present a proof of Lemma 2.

Proof of Lemma 2. First note that if 𝐻 and 𝐾 are two time-independent Hamiltonians on the same Hilbert space, then it
can be shown (e.g., [Haa+21, Lemma 4]) that𝑒𝑖𝐻𝑡 − 𝑒𝑖𝐾𝑡 ≤ 𝑡 ∥𝐻 − 𝐾 ∥ C 𝜖trunc (𝑡). (155)

In the following, we bound the spectral-norm difference between the long-range Hamiltonian 𝐻LR in Eq. (69) and its
truncated form, 𝐻ℓ , that only incorporates two-body interactions up to range ℓ. All norms are considered in a fixed
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nucleon-number sector, denoted by an 𝜂 subscript. The difference can, therefore, be expressed as

∥𝐻ℓ − 𝐻LR∥𝜂 =


∑︁
x,y

|x−y |>ℓ

∑︁
𝛼,𝛽,𝛾, 𝛿
𝛼′ ,𝛽′ ,𝛾′ , 𝛿′

[𝐺 ( |x − y |)]𝛼′𝛽′𝛼𝛽𝛾′ 𝛿′𝛾𝛿𝑎
†
𝛼′𝛽′ (x)𝑎

†
𝛼𝛽

(y)𝑎𝛾′ 𝛿′ (x)𝑎𝛾𝛿 (y)


𝜂

, (156)

where 𝐺 ( |x − y |) is defined in Eq. (70). There are two ways of bounding this norm, leading to the two arguments of the
minimum function in Eq. (77):

Method 1. First note that, among 𝜂 nucleons, there can be at most 𝜂(𝜂 − 1)/2 pairwise interactions. To proceed, we
decompose the state in the fermion occupation basis. That is, let 𝜁 ∈ {0, 1} |Λ | , with |Λ| denoting the number of points
on the 3D lattice. Then let |𝜓𝜁𝜂⟩ be a state that has 𝜂 fermions, with 𝜁x = 0 if there is no fermion at lattice site x ∈ Λ

and 𝜁x = 1 otherwise. Consider also |𝜓𝜂⟩ B
∑
𝜁 𝑏𝜁 |𝜓

𝜁
𝜂⟩, with

∑
𝜁 |𝑏𝜁 |2 = 1, which is a superposition of states with

different distributions of non-zero 𝜁 values at various sites but containing exactly 𝜂 fermions. The notation ∥ · ∥𝜂,𝜁
indicates the spectral norm with respect states |𝜓𝜁𝜂⟩. Since both 𝐻ℓ and 𝐻LR are block diagonal with respect to this
decomposition, the only terms that need to be considered are those acting between occupied sites. We further define 𝑆𝜁
to be the set of all lattice points with at least one fermion present. Then,

∥𝐻ℓ − 𝐻LR∥𝜂 ≤ max
{𝑏𝜁 }

∑︁
𝜁

|𝑏𝜁 |2


∑︁

x∈𝑆𝜁 ,y∈𝑆𝜁
|x−y |>ℓ

∑︁
𝛼,𝛽,𝛾, 𝛿
𝛼′ ,𝛽′ ,𝛾′ , 𝛿′

[𝐺 ( |x − y |)]𝛼′𝛽′𝛼𝛽𝛾′ 𝛿′𝛾𝛿𝑎
†
𝛼′𝛽′ (x)𝑎

†
𝛼𝛽

(y)𝑎𝛾′ 𝛿′ (x)𝑎𝛾𝛿 (y)


𝜂,𝜁

(157)

≤ max
𝜁


∑︁

x∈𝑆𝜁 ,y∈𝑆𝜁
|x−y |=ℓ+𝑎𝐿

∑︁
𝛼,𝛽,𝛾, 𝛿
𝛼′ ,𝛽′ ,𝛾′ , 𝛿′

𝐺 (ℓ + 𝑎𝐿)𝛼′𝛽′𝛼𝛽𝛾′ 𝛿′𝛾𝛿𝑎
†
𝛼′𝛽′ (x)𝑎

†
𝛼𝛽

(y)𝑎𝛾′ 𝛿′ (x)𝑎𝛾𝛿 (y)


𝜂,𝜁

, (158)

where in the last line, we have used the fact that |𝐺 (𝑟1) | < |𝐺 (𝑟2) | for 𝑟1 > 𝑟2. Note that the maximization over 𝜁 makes
the norm independent of the fermionic occupation configuration 𝑆𝜁 , which is why max{𝑏𝜁 }

∑
𝜁 |𝑏𝜁 |2 is set to one in the

second inequality.
To bound Eq. (158), we note that the norm is maximized with regard to 𝜁 ′ when all spin-isospin interactions

contribute a non-zero norm, hence providing an upper bound on the full operator norm. Each term in [τ · τ ] [σ · σ]
generates 16 products of creation or annihilation operators, or 8 pairs forming Hermitian operators. In total, there
are 9 such terms in [τ · τ ] [σ · σ], leading to 9 × 8 = 72 Hermitian operators. We must also consider the terms
weighted by [τ · τ ]𝑆12 in 𝐺 ( |x − y |), which by a similar argument generate Hermitian operators with total prefactors
of 27 × 8 × 3 = 648 from the [τ · τ ] [x̂ · σ] [ŷ · σ] part (including a prefactor of 3 for the operator), and 72 from the
[τ · τ ] [σ · σ] part, as can be seen from the definition of 𝑆12 in Eq. (71).

Putting everything together gives the first argument of the minimum function in Eq. (77):

∥𝐻ℓ − 𝐻LR∥𝜂 ≤ 𝜂2 [(72𝑔1 (ℓ + 𝑎𝐿) + 648𝑔2 (ℓ + 𝑎𝐿))] , (159)

where

𝑔1 (𝑟) B
1

12𝜋

(
𝑔𝐴

2 𝑓𝜋

)2
𝑚2
𝜋

𝑒−𝑚𝜋𝑟

𝑟
, 𝑔2 (𝑟) B 𝑔1 (𝑟)

(
1 + 3

𝑚𝜋𝑟
+ 3
𝑚2
𝜋𝑟

2

)
. (160)

Note that in the first inequality, we have used the fact that, for any 𝑆𝜁 , there are at most 𝜂2 non-zero terms in the
semi-norm arising from the sum over x and y in Eq. (158) for each 𝑆𝜁 , thus applying the triangle inequality gives the
first equality.
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Method 2. Starting from Eq. (156), we now instead proceed as follows:

∥𝐻ℓ − 𝐻LR∥𝜂 ≤ max
{𝑏𝜁 }

∑︁
𝜁

|𝑏𝜁 |2


∑︁
x∈𝑆𝜁

∑︁
y

|x−y |>ℓ

∑︁
𝛼,𝛽,𝛾, 𝛿
𝛼′ ,𝛽′ ,𝛾′ , 𝛿′

[𝐺 ( |x − y |)]𝛼′𝛽′𝛼𝛽𝛾′ 𝛿′𝛾𝛿𝑎
†
𝛼′𝛽′ (x)𝑎

†
𝛼𝛽

(y)𝑎𝛾′ 𝛿′ (x)𝑎𝛾𝛿 (y)


𝜂,𝜁

(161)

≤ 𝜂 max
𝜁


∑︁
y

|x−y |>ℓ

∑︁
𝛼,𝛽,𝛾, 𝛿
𝛼′ ,𝛽′ ,𝛾′ , 𝛿′

[𝐺 ( |x − y |)]𝛼′𝛽′𝛼𝛽𝛾′ 𝛿′𝛾𝛿𝑎
†
𝛼′𝛽′ (x)𝑎

†
𝛼𝛽

(y)𝑎𝛾′ 𝛿′ (x)𝑎𝛾𝛿 (y)


𝜂,𝜁

(162)

≤ 𝜂
∑︁
y

|x−y |>ℓ


∑︁

𝛼,𝛽,𝛾, 𝛿
𝛼′ ,𝛽′ ,𝛾′ , 𝛿′

[𝐺 ( |x − y |)]𝛼′𝛽′𝛼𝛽𝛾′ 𝛿′𝛾𝛿𝑎
†
𝛼′𝛽′ (x)𝑎

†
𝛼𝛽

(y)𝑎𝛾′ 𝛿′ (x)𝑎𝛾𝛿 (y)

 , (163)

where, in the second line, x is an arbitrary fixed site (e.g. the origin) and where, going from the first line to the second
line, we have used the fact that the norm maximized over 𝜁 is independent of 𝑆𝜁 , and that

∑
𝜁 |𝑏𝜁 |2 = 1. The norm in

the last line, therefore, is independent of both 𝜂 and 𝜁 . This final form can then be bounded by integrating over all sites
beyond ℓ:

∥𝐻ℓ − 𝐻LR∥𝜂 ≤ 4𝜋𝜂
𝑎2
𝐿

∫ ∞

ℓ+𝑎𝐿
𝑑𝑟𝑟2 [72𝑔1 (𝑟) + 648𝑔2 (𝑟)] , (164)

where the prefactors for each term in parentheses are obtained in the same way as in Method 1 to arrive at a 𝑆𝜁 -independent
bound. Now we have ∫ ∞

ℓ+𝑎𝐿
𝑟2𝑔1 (𝑟) ≤

1
12𝜋

(
𝑔𝐴

2 𝑓𝜋

)2
(𝑚𝜋ℓ + 𝑚𝜋𝑎𝐿 + 1)𝑒−𝑚𝜋 (ℓ+𝑎𝐿 ) . (165)

To bound the integral over 𝑔2 (𝑟), we first upper bound 𝑔2 (𝑟) as

𝑔2 (𝑟) ≤
1

12𝜋

(
𝑔𝐴

2 𝑓𝜋

)2
𝑔1 (𝑟)

(
1 + 2 × 3

𝑚𝜋𝑟

)
, (166)

which gives ∫ ∞

ℓ+𝑎𝐿
𝑟2𝑔2 (𝑟) ≤

1
12𝜋

(
𝑔𝐴

2 𝑓𝜋

)2
𝑒−𝑚𝜋 (ℓ+𝑎𝐿 ) [(𝑚𝜋ℓ + 𝑚𝜋𝑎𝐿 + 1) + 6] . (167)

Putting everything gives the second argument of minimum function in Eq. (77):

∥𝐻ℓ − 𝐻LR∥𝜂 ≤ 𝜂

3𝑎3
𝐿

(
𝑔𝐴

2 𝑓𝜋

)2
𝑒−𝑚𝜋 (ℓ+𝑎𝐿 ) [720(𝑚𝜋ℓ + 𝑚𝜋𝑎𝐿 + 1) + 3880] . (168)

□

C Bounding the Simulation with the Truncated Pion-Field Strength
We follow Ref. [JLP12] in this Appendix to bound the pion-field strengths in 𝐻𝐷𝜋 , as defined in Eq. (79), such that the
Hamiltonian expectation value with respect to any state remains below a given energy cutoff. For completeness, we first
summarize the result of Ref. [JLP12] before applying it to the dynamical-pion nuclear EFT.
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Let 𝑝out be the probability that one of the 3𝐿3 𝜋𝐼 (x) fields is not contained in the range [−𝜋max, 𝜋max]. Let |𝜓⟩ be a
state and |𝜓cut⟩ be the same state constrained to the space with 𝜋𝐼 (x) ∈ [−𝜋max, 𝜋max]. Then, according to Section A.4
of Ref. [JLP12],

⟨𝜓 |𝜓cut⟩ ≥ 1 − 3𝐿3 max
x

𝑝out (x). (169)

Now considering 𝜋𝐼 as a distribution, the cutoff value can be expressed as

𝜋max = | ⟨𝜋𝐼⟩ | + 𝑘
√︃
⟨𝜋2
𝐼
⟩ − ⟨𝜋𝐼⟩2 (170)

for a real positive 𝑘 . Chebyshev’s inequality gives

𝑝out = Pr
(
|𝜋𝐼 − ⟨𝜋𝐼⟩| > 𝑘

√︃
⟨𝜋2
𝐼
⟩ − ⟨𝜋𝐼⟩2

)
≤ 1
𝑘2 . (171)

Hence, to get ⟨𝜓 | 𝜓cut⟩ ≥ 1 − 𝜖cut, one can set 𝑘 =
√︁

3𝐿3/𝜖cut in Eq. (170). Then, a conservative value for 𝜋max is

𝜋max =
©«
√︄

3𝐿3

𝜖cut
+ 1ª®¬

√︃
⟨𝜋2
𝐼
⟩, (172)

where we have used the inequality ⟨𝜋𝐼⟩ ≤
√︃
⟨𝜋2
𝐼
⟩ (Proposition 2 of Ref. [JLP12]). Using the same reasoning, a

conservative value for Πmax is

Πmax =
©«
√︄

3𝐿3

𝜖cut
+ 1ª®¬

√︃
⟨Π2

𝐼
⟩. (173)

Thus, we need to bound the expectation values of the squared operators, i.e., |⟨𝜋2
𝐼
(x)⟩| and |⟨Π2

𝐼
(x)⟩|, in the

dynamical-pion EFT, which we now proceed to do. Recall that the dynamical-pion Hamiltonian is

𝐻𝐷𝜋 = 𝐻free + 𝐻𝐶 + 𝐻𝐶
𝐼2 +

𝑎3
𝐿

2

∑︁
x

∑︁
𝐼

(
Π2
𝐼 (x) + (∇𝜋𝐼 (x))2 + 𝑚2

𝜋𝜋
2
𝐼 (x)

)
+ 𝑔𝐴

2 𝑓𝜋

∑︁
x

∑︁
𝛼,𝛽,𝛾, 𝛿

∑︁
𝐼,𝑆

𝑎
†
𝛼𝛽

(x) [𝜏𝐼 ]𝛽𝛿 [𝜎𝑆]𝛼𝛾𝜕𝑆𝜋𝐼 (x)𝑎𝛾𝛿 (x)

+ 1
4 𝑓 2
𝜋

∑︁
x

∑︁
𝐼1 ,𝐼2 ,𝐼3

∑︁
𝛼,𝛽, 𝛿

𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (x)Π𝐼3 (x)𝑎
†
𝛼𝛽

(x) [𝜏𝐼1 ]𝛽𝛿𝑎𝛼𝛿 (x). (174)

Lemma 31. Let |𝜓𝜂⟩ be any state with 𝜂 fermions such that ⟨𝐻⟩𝜂 B ⟨𝜓𝜂 |𝐻 |𝜓𝜂⟩ ≤ 𝐸 . Then,

|⟨𝜋2
𝐼 (x)⟩| ≤


3𝑔𝐴
𝑓𝜋𝑎𝐿𝐴

+

√√√
𝐸 + 8𝜂 |𝐶 | + 4𝜂 |𝐶𝐼2 |

𝐴
+ 3𝜂

(
3𝑔𝐴
𝑓𝜋𝑎𝐿𝐴

)2
+

9𝜂𝑚2
𝜋𝑎

3
𝐿

𝐴

(
6𝑔𝐴

𝑚2
𝜋 𝑓𝜋𝑎

4
𝐿

)2
2

, (175)

where

𝐴 B
𝑚2
𝜋𝑎

3
𝐿

2
− 1

2 𝑓 2
𝜋𝑎𝐿

. (176)

Proof. Noting that ⟨𝐻free⟩ ≥ 0 and ⟨(∇𝜋𝐼 (x))2⟩ ≥ 0, we have

𝐸 ≥ ⟨𝐻𝐶⟩𝜂 + ⟨𝐻𝐶
𝐼2 ⟩𝜂+

𝑎3
𝐿

2

∑︁
x

∑︁
𝐼

(
⟨Π2

𝐼 (x)⟩𝜂 + 𝑚
2
𝜋 ⟨𝜋2

𝐼 (x⟩𝜂
)
+ 𝑔𝐴

2 𝑓𝜋

∑︁
x

∑︁
𝐼,𝑆

⟨𝐹𝐼,𝑆 (x)
𝜋𝐼 (x + n̂𝑆) − 𝜋𝐼 (x)

𝑎𝐿
⟩𝜂

+ 1
4 𝑓 2
𝜋

∑︁
x

∑︁
𝐼1 ,𝐼2 ,𝐼3

𝜖𝐼1𝐼2𝐼3 ⟨𝐺 𝐼1 (x)𝜋𝐼2 (x)Π𝐼3 (x)⟩𝜂 , (177)
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where for brevity, we have defined

𝐹𝐼,𝑆 (x) B
∑︁

𝛼,𝛽,𝛾, 𝛿

𝑎
†
𝛼𝛽

(x) [𝜏𝐼 ]𝛽𝛿 [𝜎𝑆]𝛼𝛾𝑎𝛾𝛿 (x), (178)

𝐺 𝐼 (x) B
∑︁
𝛼,𝛽, 𝛿

𝑎
†
𝛼𝛽

(x) [𝜏𝐼 ]𝛽𝛿𝑎𝛼𝛿 (x). (179)

To proceed, we decompose the state in which the expectation value is computed into the fermion occupation basis.
That is, let 𝜁 ∈ {0, 1} |Λ | , with |Λ| being the number of points on the 3D lattice. Then let |𝜓𝜁𝜂⟩ be a state with exactly 𝜂
fermions, with 𝜁x = 1 at lattice site x ∈ Λ that has at least one fermion present, and 𝜁x = 0 otherwise. Let ⟨· · · ⟩𝜂,𝜁
denote an expectation value with respect to such a state. Consider also |𝜓𝜂⟩ B

∑
𝜁 𝑏𝜁 |𝜓

𝜁
𝜂⟩, which is a superposition of

states with different distributions of non-zero 𝜁 values at various sites but containing exactly 𝜂 fermions. Note that
𝐻𝐷𝜋 − 𝐻free is block diagonal with respect to this decomposition. In the following, we define 𝑆𝜁 to be the set of all
lattice sites with at least one fermion present and 𝑆′

𝜁
to be the set of x ∈ Λ that are either in 𝑆𝜁 or a neighbor of a point

in 𝑆𝜁 . We denote the complement of a set with an overline. With this decomposition, we first bound the fermionic
contact interactions:

⟨𝐻𝐶⟩𝜂 + ⟨𝐻𝐶
𝐼2 ⟩𝜂 ≥

∑︁
𝜁 ,𝜁 ′

𝑏𝜁 𝑏
∗
𝜁 ′𝛿𝜁 ,𝜁 ′

[
𝐶

2

∑︁
x∈𝑆𝜁

⟨𝜌2 (x)⟩𝜂,𝜁 +
𝐶𝐼2

2

∑︁
𝐼,x∈𝑆𝜁

⟨𝜌2
𝐼 (x)⟩𝜂,𝜁

]
(180)

≥
∑︁
𝜁

|𝑏𝜁 |2
[
− |𝐶 |

2

∑︁
x∈𝑆𝜁

|⟨𝜌2 (x)⟩𝜂,𝜁 | −
|𝐶𝐼2 |

2

∑︁
𝐼,x∈𝑆𝜁

|⟨𝜌2
𝐼 (x)⟩𝜂,𝜁 |

]
(181)

≥
∑︁
𝜁

|𝑏𝜁 |2
[
− 4𝜂 (2|𝐶 | + |𝐶𝐼2 |)

]
, (182)

where, in the second inequality, we have used the fact that |⟨𝜌2 (x)⟩𝜂,𝜁 | ≤ 16 and
∑
𝐼 |⟨𝜌2

𝐼
(x)⟩𝜂,𝜁 | ≤ 8.

Next, inspecting the axial-vector term, we find∑︁
x

∑︁
𝐼,𝑆

⟨𝐹𝐼,𝑆 (x)
𝜋𝐼 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐼 (x)

𝑎𝐿
⟩𝜂 =

∑︁
𝜁

|𝑏𝜁 |2
∑︁
x∈𝑆𝜁

∑︁
𝐼,𝑆

⟨𝐹𝐼,𝑆 (x)
𝜋𝐼 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐼 (x)

𝑎𝐿
⟩𝜂,𝜁 (183)

≥ −𝑎−1
𝐿

∑︁
𝜁

|𝑏𝜁 |2
∑︁
𝐼,𝑆

[ ∑︁
x∈𝑆′

𝜁

|⟨𝐹𝐼,𝑆 (x− aLn̂S)𝜋𝐼 (x)⟩𝜂,𝜁 | +
∑︁
x∈𝑆𝜁

|⟨𝐹𝐼,𝑆 (x)𝜋𝐼 (x)⟩𝜂,𝜁 |
]

(184)

≥ −2𝑎−1
𝐿

∑︁
𝜁

|𝑏𝜁 |2
∑︁
𝐼,𝑆

[ ∑︁
x∈𝑆′

𝜁

|⟨𝜋𝐼 (x)⟩𝜂 | +
∑︁
x∈𝑆𝜁

|⟨𝜋𝐼 (x)⟩𝜂 |
]

(185)

≥ −12𝑎−1
𝐿

∑︁
𝜁

|𝑏𝜁 |2
∑︁

𝐼,x∈𝑆′
𝜁

√︃
⟨𝜋2
𝐼
(x)⟩𝜂 , (186)

where, in the second inequality, we have used the fact that |⟨𝐹𝐼,𝑆 (x)⟩𝜂,𝜁 | ≤ 2. The third inequality is obtained by
noting that

∑
x∈𝑆𝜁 |⟨𝜋𝐼 (x)⟩𝜂 | ≤

∑
x∈𝑆′

𝜁
|⟨𝜋𝐼 (x)⟩𝜂 | and that ⟨𝜋(x)⟩2

𝜂 ≤ ⟨𝜋2 (x)⟩𝜂 . Furthermore, the sum over 𝑆 returns
a factor of 3.

Finally, inspecting the Weinberg-Tomozawa term, we have∑︁
x

∑︁
𝐼1 ,𝐼2 ,𝐼3

𝜖𝐼1𝐼2𝐼3 ⟨𝐺 𝐼1 (x)𝜋𝐼2 (x)Π𝐼3 (x)⟩𝜂 ≥ −2
∑︁
𝜁

|𝑏𝜁 |2
∑︁
x∈𝑆𝜁

∑︁
𝐼1 ,𝐼2 ,𝐼3

|𝜖𝐼1𝐼2𝐼3 | × |⟨Π𝐼1 (x)⟩𝜂 | × |⟨𝜋𝐼2 (x)⟩𝜂 | (187)

≥ −
∑︁
𝜁

|𝑏𝜁 |2
∑︁
x∈𝑆𝜁

∑︁
𝐼1 ,𝐼2 ,𝐼3

|𝜖𝐼1𝐼2𝐼3 |
(
𝑎−1
𝐿 ⟨𝜋𝐼2 (x)⟩2

𝜂 + 𝑎𝐿 ⟨Π𝐼1 (x)⟩2
𝜂

)
(188)

≥ −2
∑︁
𝜁

|𝑏𝜁 |2
∑︁

𝐼,x∈𝑆𝜁

(
𝑎𝐿 ⟨Π2

𝐼 (x)⟩𝜂 + 𝑎−1
𝐿 ⟨𝜋2

𝐼 (x)⟩𝜂
)
, (189)
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where the first inequality is obtained by noting that |⟨𝐺 𝐼 (x)⟩𝜂,𝜁 | ≥ 2 and the second inequality follows by observing
that (

1
√
𝑎𝐿

|⟨𝜋𝐼2 (x)⟩𝜂 | −
√
𝑎𝐿 |⟨Π𝐼1 (x)⟩𝜂 |

)2
≥ 0, (190)

which gives

−2|⟨𝜋𝐼2 (x)⟩𝜂 | × |⟨Π𝐼1 (x)⟩𝜂 | ≥ −
(
𝑎−1
𝐿 ⟨𝜋𝐼2 (x)⟩2

𝜂 + 𝑎𝐿 ⟨Π𝐼1 (x)⟩2
𝜂

)
. (191)

Finally, the third inequality is obtained by noting that, first, ⟨𝜋𝐼 (x)⟩2
𝜂 ≤ ⟨𝜋2

𝐼
(x)⟩𝜂 and ⟨Π𝐼 (x)⟩2

𝜂 ≤ ⟨Π2
𝐼
(x)⟩𝜂 , and,

second, in the sum over 𝐼1, 𝐼2, 𝐼3 in Eq. (188), each 𝜋𝐼2 or Π𝐼1 only appears in two terms.
Now putting everything together, and using the complete-the-square method to deal with the axial-vector term, we

have

𝐸 + 8𝜂 |𝐶 | + 4𝜂 |𝐶𝐼2 | ≥
∑︁
𝜁

|𝑏𝜁 |2
[
𝑎3
𝐿

2

∑︁
𝐼,x∈𝑆𝜁

(
⟨Π2

𝐼 (x)⟩𝜂 + 𝑚2
𝜋 ⟨𝜋2

𝐼 (x)⟩𝜂
)
+

∑︁
𝐼,x∈𝑆𝜁

(
𝐵⟨Π2

𝐼 (x)⟩𝜂 + 𝐴⟨𝜋2
𝐼 (x)⟩𝜂

)
− 6𝑔𝐴
𝑓𝜋𝑎𝐿

∑︁
x∈𝑆′

𝜁

∑︁
𝐼,𝑆

√︃
⟨𝜋2
𝐼
(x)⟩𝜂

]
, (192)

where 𝐴 and 𝐵 are defined in Eqs. (176) and (197), respectively. Now noting that ⟨Π2
𝐼
(x)⟩𝜂 ≥ 0, we have

𝐸 + 8𝜂 |𝐶 | + 4𝜂 |𝐶𝐼2 | ≥
∑︁
𝜁

|𝑏𝜁 |2
[
𝑎3
𝐿
𝑚2
𝜋

2

∑︁
𝐼,x∈𝑆′𝜁

⟨𝜋2
𝐼 (x)⟩ + 𝐴

∑︁
𝐼,x∈𝑆𝜁

⟨𝜋2
𝐼 (x)⟩ −

6𝑔𝐴
𝑓𝜋𝑎𝐿

∑︁
x∈𝑆𝜁

∑︁
𝐼,𝑆

√︃
⟨𝜋2
𝐼
(x)⟩

+
𝑎3
𝐿
𝑚2
𝜋

2

∑︁
𝐼,x∈ (𝑆′

𝜁
−𝑆𝜁 )

⟨𝜋2
𝐼 (x)⟩ −

6𝑔𝐴
𝑓𝜋𝑎𝐿

∑︁
x∈𝑆′

𝜁
−𝑆𝜁

∑︁
𝐼,𝑆

√︃
⟨𝜋2
𝐼
(x)⟩

]
. (193)

Recognizing that ⟨𝜋2
𝐼
(x)⟩ terms for x ∈ 𝑆′𝜁 can be removed from the expression due to their non-negativity, and then

completing the square, gives

𝐸 + 8𝜂 |𝐶 | + 4𝜂 |𝐶𝐼2 | ≥
∑︁
𝜁

|𝑏𝜁 |2
𝐴

∑︁
𝐼,x∈𝑆𝜁

[(√︃
⟨𝜋2
𝐼
(x)⟩ − 3𝑔𝐴

𝑓𝜋𝑎𝐿𝐴

)2
−

(
3𝑔𝐴
𝑓𝜋𝑎𝐿𝐴

)2
]

+
𝑎3
𝐿
𝑚2
𝜋

2

∑︁
𝐼,x∈ (𝑆′

𝜁
−𝑆𝜁 )


(√︃

⟨𝜋2
𝐼
(x)⟩ − 6𝑔𝐴

𝑚2
𝜋 𝑓𝜋𝑎

4
𝐿

)2

−
(

6𝑔𝐴
𝑚2
𝜋 𝑓𝜋𝑎

4
𝐿

)2
 . (194)

Note that the expression in the curly bracket is now independent of the fermionic occupation configuration. Then, since∑
𝜁 |𝑏2

𝜁
| = 1 (for a properly normalized state), the bound must apply to every term in the sum over 𝜁 as well. Therefore,

we can consider a single 𝜁 ∈ {0, 1} |Λ | to proceed. Since 𝐴 < 𝑚2
𝜋𝑎

3
𝐿

2 , we have

𝐸 + 8𝜂 |𝐶 | + 4𝜂 |𝐶𝐼2 | ≥𝐴
(√︃

⟨𝜋2
𝐼
(x)⟩ − 3𝑔𝐴

𝑓𝜋𝑎𝐿𝐴

)2
− 3𝜂𝐴

(
3𝑔𝐴
𝑓𝜋𝑎𝐿𝐴

)2
−
𝑚2
𝜋𝑎

3
𝐿

2
× 18𝜂

(
6𝑔𝐴

𝑚2
𝜋 𝑓𝜋𝑎

4
𝐿

)2

, (195)

where we have used the bound on the number of fermions, i.e., |𝑆𝜁 | ≤ 𝜂 and |𝑆′
𝜁
− 𝑆𝜁 | ≤ 6𝜂. The statement of the

lemma then follows. □

Finally, we can use a similar technique for the conjugate momentum.
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Lemma 32. Let |𝜓𝜂⟩ be any state with 𝜂 fermions such that ⟨𝐻⟩𝜂 B ⟨𝜓𝜂 |𝐻 |𝜓𝜂⟩ ≤ 𝐸 . Then,

⟨Π2
𝐼 (x)⟩ ≤

𝐸 + 8𝜂 |𝐶 | + 4𝜂 |𝐶𝐼2 |
𝐵

+ 3𝜂
𝐴𝐵

(
3𝑔𝐴
𝑓𝜋𝑎𝐿

)2
+

9𝜂𝑚2
𝜋𝑎

3
𝐿

𝐵

(
6𝑔𝐴

𝑚2
𝜋 𝑓𝜋𝑎

4
𝐿

)2

. (196)

where

𝐵 B
𝑎3
𝐿

2
− 𝑎𝐿

2 𝑓 2
𝜋

, (197)

and 𝐴 is defined in Eq. (176).

Proof. Using Eq. (192), we complete the square for the 𝜋𝐼 -field terms in the same way to get

𝐸 + 8𝜂 |𝐶 | + 4𝜂 |𝐶𝐼2 | ≥
𝑎3
𝐿

2

∑︁
𝐼,x∈𝑆𝜁

⟨Π2
𝐼 (x)⟩ + 𝐵

∑︁
𝐼,x∈𝑆𝜁

⟨Π2
𝐼 (x)⟩

+
𝑎3
𝐿
𝑚2
𝜋

2

∑︁
𝐼,x∈𝑆′𝜁

⟨𝜋2
𝐼 (x)⟩ + 𝐴

∑︁
𝐼,x∈𝑆𝜁

[(√︃
⟨𝜋2
𝐼
(x)⟩ − 3𝑔𝐴

𝑓𝜋𝑎𝐿𝐴

)2
−

(
3𝑔𝐴
𝑓𝜋𝑎𝐿𝐴

)2
]

+
𝑎3
𝐿
𝑚2
𝜋

2

∑︁
𝐼,x∈ (𝑆′

𝜁
−𝑆𝜁 )


(√︃

⟨𝜋2
𝐼
(x)⟩ − 6𝑔𝐴

𝑚2
𝜋 𝑓𝜋𝑎

4
𝐿

)2

−
(

6𝑔𝐴
𝑚2
𝜋 𝑓𝜋𝑎

4
𝐿

)2 . (198)

Removing many of the terms that can only be non-negative, we find

𝐸 + 8𝜂 |𝐶 | + 4𝜂 |𝐶𝐼2 | ≥ 𝐵
∑︁

𝐼,x∈𝑆𝜁
⟨Π2

𝐼 (x)⟩ − 3𝐴𝜂
(

3𝑔𝐴
𝑓𝜋𝑎𝐿𝐴

)2
−
𝑎3
𝐿
𝑚2
𝜋

2
× 18𝜂

(
6𝑔𝐴

𝑚2
𝜋 𝑓𝜋𝑎

4
𝐿

)2

, (199)

which gives the statement of the lemma. □

Corollary 33. To achieve ⟨𝜓 | 𝜓cut⟩ ≥ 1 − 𝜖cut with 3𝐿3 bosonic degrees of freedom, it is sufficient to choose

𝜋max =
©«
√︄

3𝐿3

𝜖cut
+ 1ª®¬


6𝑔𝐴

4 𝑓𝜋𝑎𝐿𝐴
+

√√√
𝐸 + 8𝜂 |𝐶 | + 4𝜂 |𝐶𝐼2 |

𝐴
+ 3𝜂

(
3𝑔𝐴
𝑓𝜋𝑎𝐿𝐴

)2
+

9𝜂𝑚2
𝜋𝑎

3
𝐿

𝐴

(
6𝑔𝐴

𝑚2
𝜋 𝑓𝜋𝑎

4
𝐿

)2 , (200)

Πmax =
©«
√︄

3𝐿3

𝜖cut
+ 1ª®¬

√√√
𝐸 + 8𝜂 |𝐶 | + 4𝜂 |𝐶𝐼2 |

𝐵
+ 3𝜂
𝐴𝐵

(
3𝑔𝐴
𝑓𝜋𝑎𝐿

)2
+

9𝜂𝑚2
𝜋𝑎

3
𝐿

𝐵

(
6𝑔𝐴

𝑚2
𝜋 𝑓𝜋𝑎

4
𝐿

)2

, (201)

where 𝐴 and 𝐵 are defined in Eqs. (176) and (197), respectively.

This proves Lemma 3 of the main text.

D Summary Tables of Simulation Costs
The costs of simulating one time step of Trotter evolution in various nuclear EFTs are detailed in a number of Lemmas
in Section 4 along with their derivations. In this Appendix, we summarize all those simulation costs. These include the
pionless-EFT circuit depth with VC and compact encodings in Tables 10 and 11, respectively; the pionless-EFT 𝑅𝑧-gate
count for both encodings in Table 12; the OPE-EFT circuit depth and 𝑅𝑧-gate count in Tables 13 and 14, respectively;
and the dynamical-pion EFT circuit depth and 𝑅𝑧-gate count in Tables 15 and 16, respectively.
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Pionless-EFT Circuit Depths (VC Encoding)

Term(s) 𝑒−𝑖𝑡 ℎ̃
𝑥
𝜎 (𝑖, 𝑗 ) 𝑒−𝑖𝑡 ℎ̃

𝑦
𝜎 (𝑖, 𝑗 ) 𝑒−𝑖𝑡 ℎ̃

𝑧
𝜎 (𝑖, 𝑗 ) 𝑒

−𝑖𝑡
(
𝐻𝐶 /𝜋 (𝑖)+𝐻𝐷 /𝜋 (𝑖)

)
𝑒−𝑖𝑡𝐻free 𝑒

−𝑖𝑡 (𝐻𝐶 /𝜋 +𝐻𝐷 /𝜋 ) P ( /𝜋 )
1 (𝑡)

Uncontrolled 16 22 26 8 512 8 520
Controlled 20 26 30 22 608 22 630

Table 10: The contributions to the 2-qubit circuit depth for simulating the pionless-EFT Hamiltonian and its controlled version with
the VC encoding, according to Lemmas 4, 6, and 8.

Pionless-EFT Circuit Depths (Compact Encoding)

Term(s) 𝑒−𝑖𝑡 ℎ̃
𝑥
𝜎 (𝑖, 𝑗 ) 𝑒−𝑖𝑡 ℎ̃

𝑦
𝜎 (𝑖, 𝑗 ) 𝑒−𝑖𝑡 ℎ̃

𝑧
𝜎 (𝑖, 𝑗 ) 𝑒

−𝑖𝑡
(
𝐻𝐶 /𝜋 (𝑖)+𝐻𝐷 /𝜋 (𝑖)

)
𝑒−𝑖𝑡𝐻free 𝑒

−𝑖𝑡 (𝐻𝐶 /𝜋 +𝐻𝐷 /𝜋 ) P ( /𝜋 )
1 (𝑡)

Uncontrolled 10 10 10 8 60 8 68
Controlled 14 14 14 22 84 22 106

Table 11: The contributions to the 2-qubit circuit depth for simulating the pionless-EFT Hamiltonian and its controlled version with
the compact encoding, according to Lemmas 5, 7, and 9.

Pionless-EFT 𝑅𝑧-Gate Count
Term(s) 𝑒−𝑖𝑡𝐻free 𝑒

−𝑖𝑡 (𝐻𝐶 /𝜋 +𝐻𝐷 /𝜋 ) P ( /𝜋 )
1 (𝑡)

Uncontrolled 28 𝐿3 14 𝐿3 42 𝐿3

Controlled 56 𝐿3 28 𝐿3 84 𝐿3

Table 12: The number of 𝑅𝑧 gates used to simulate the pionless-EFT Hamiltonian and its controlled version with both the VC and
compact encodings, according to Lemma 10. 𝐿 denotes the number of sites along each Cartesian direction on the 3D lattice.

One-Pion-Exchange EFT Circuit Depth
Term(s) 𝑒−𝑖𝑡 ℎ̃𝜎 (𝑖, 𝑗 ) 𝑒−𝑖𝑡𝐻𝐶 (𝑖) 𝑒

−𝑖𝑡𝐻𝐶
𝐼2 (𝑖) 𝑒−𝑖𝑡𝐻LR (𝑖, 𝑗 ) 𝑒−𝑖𝑡𝐻free 𝑒

−𝑖𝑡 (𝐻𝐶+𝐻𝐶
𝐼2 ) 𝑒−𝑖𝑡𝐻LR P (OPE)

1 (𝑡)
Uncontrolled 64 6 54 14,336 512 60 14, 336𝑅ℓ 572 + 14, 336𝑅ℓ
Controlled 76 26 98 16,384 608 124 16, 384𝑅ℓ 732 + 16, 384𝑅ℓ

Table 13: The contributions to the 2-qubit circuit depth for simulating the OPE-EFT Hamiltonian and its controlled version, according
to Lemmas 11 to 13. 𝑅ℓ is defined in Lemma 12.

One-Pion-Exchange EFT 𝑅𝑧-Gate Count
Term(s) 𝑒−𝑖𝑡𝐻free 𝑒−𝑖𝑡𝐻𝐶 𝑒

−𝑖𝑡𝐻𝐶
𝐼2 𝑒−𝑖𝑡𝐻LR P (OPE)

1 (𝑡)
Uncontrolled 28 𝐿3 10 𝐿3 18 𝐿3 1,024 𝑅ℓ𝐿3 (

52 + 1, 024 𝑅ℓ
)
𝐿3

Controlled 56 𝐿3 20 𝐿3 36 𝐿3 2,048 𝑅ℓ𝐿3 (
104 + 2, 048 𝑅ℓ

)
𝐿3

Table 14: The number of 𝑅𝑧 gates used to simulate the OPE-EFT Hamiltonian and its controlled version, according to Lemma 14.
𝑅ℓ is defined in Lemma 12. 𝐿 denotes the number of sites along each Cartesian direction on the 3D lattice.
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Dynamical-Pion EFT Circuit Depth
Term(s) 𝑒−𝑖𝑡𝐻𝜋2 𝑒

−𝑖𝑡𝐻(∇𝜋)2 𝑒−𝑖𝑡𝐻Π2 𝑒−𝑖𝑡𝐻AV 𝑒−𝑖𝑡𝐻WT P (𝐷𝜋 )
1 (𝑡)

Uncontrolled 2
⌈
𝑛𝑏
2
⌉
+ 12

⌈
𝑛𝑏
2
⌉
+ 2𝑛2

𝑏
+ 1296+ 98𝑛2

𝑏
+ max

{
572, 2𝑛2

𝑏
+ 16

⌈
𝑛𝑏
2
⌉
+ 26𝑛𝑏 − 32

}
2𝑛𝑏 − 4 24𝑛𝑏 − 24 2

⌈
𝑛𝑏
2
⌉
− 4 864𝑛𝑏 94𝑛𝑏 + 96 +98𝑛2

𝑏
+ 958𝑛𝑏 + 1392

Controlled 𝑛2
𝑏
+ 2

⌈
𝑛𝑏
2
⌉

24𝑛2
𝑏
+ 12

⌈
𝑛𝑏
2
⌉

3𝑛2
𝑏
+ 2

⌈
𝑛𝑏
2
⌉

1296+ 146𝑛2
𝑏
+ max{732, 28𝑛2

𝑏
+ 16

⌈
𝑛𝑏
2
⌉
+ 40𝑛𝑏 − 32}

+3𝑛𝑏 − 4 +36𝑛𝑏 − 24 +𝑛𝑏 − 4 1728𝑛𝑏 190𝑛𝑏 + 144 +146𝑛2
𝑏
+ 1918𝑛𝑏 + 1440

Table 15: The contributions to the 2-qubit circuit depth for simulating the dynamical-pion EFT Hamiltonian and its controlled version,
according to Lemmas 15 to 20. Here, 𝑛𝑏 denotes the number of qubits holding the value of each 𝜋𝐼 (x). Entries corresponding to
𝑒−𝑖𝑡𝐻free , 𝑒−𝑖𝑡𝐻𝐶 , and 𝑒−𝑖𝑡𝐻𝐶

𝐼2 are the same as in Table 13 and are left out, but their contributions are accounted for in the total
count in the last column.

Dynamical-Pion EFT 𝑅𝑧-Gate Count
Term(s) 𝑒−𝑖𝑡𝐻𝜋2 𝑒

−𝑖𝑡𝐻(∇𝜋)2 𝑒−𝑖𝑡𝐻Π2 𝑒−𝑖𝑡𝐻AV 𝑒−𝑖𝑡𝐻WT P (𝐷𝜋 )
1 (𝑡)

Uncontrolled 3
2 (𝑛

2
𝑏
+ 𝑛𝑏)𝐿3 3(2𝑛2

𝑏
+ 𝑛𝑏)𝐿3 3

2 (5𝑛
2
𝑏
− 3𝑛𝑏)𝐿3 72𝑛𝑏𝐿3 6(3𝑛2

𝑏
+ 3𝑛𝑏 + 2)𝐿3 (33𝑛2

𝑏
+ 90𝑛𝑏 + 64)𝐿3

Controlled 3(𝑛2
𝑏
+ 𝑛𝑏)𝐿3 6(2𝑛2

𝑏
+ 𝑛𝑏)𝐿3 3(5𝑛2

𝑏
− 3𝑛𝑏)𝐿3 144𝑛𝑏𝐿3 12(3𝑛2

𝑏
+ 3𝑛𝑏 + 2)𝐿3 2(33𝑛2

𝑏
+ 90𝑛𝑏 + 64)𝐿3

Table 16: The number of 𝑅𝑧 gates used to simulate the dynamical-pion EFT Hamiltonian and its controlled version, according to
Lemma 21. Here, 𝑛𝑏 denotes the number of qubits holding the value of each 𝜋𝐼 (x), and 𝐿 denotes the number of sites along each
Cartesian direction on the 3D lattice. Entries corresponding to 𝑒−𝑖𝑡𝐻free , 𝑒−𝑖𝑡𝐻𝐶 , and 𝑒−𝑖𝑡𝐻𝐶

𝐼2 are the same as in Table 14 and are
left out, but their contributions are accounted for in the total count in the last column.

E Higher-Order Trotter Error Bounds for Translation-Invariant Fermionic
Hamiltonians

In this Appendix, we present Trotter error bounds for a general class of fermionic Hamiltonians, which includes
the nuclear-EFT Hamiltonians considered in this work. Then in Appendix F, we present bounds for specific EFT
Hamiltonians by computing the prefactors explicitly, which are typically much better as they exploit the structure of the
Hamiltonians, rather than resorting to general assumptions about their form, as is done in this Appendix.

The individual terms that make up the Hamiltonian, namely the number-preserving fermionic operators (NPFO), are
introduced in Definition 22 of the main text. In the following theorem, we bound the semi-norm of such operators. The
indices 𝑖1, 𝑖2, . . . should be thought of as fermionic modes on a lattice, ®𝑖 is a subset of fermionic modes on a lattice, and
Ω denotes sets of subsets of fermionic modes.

Theorem 34. Consider a set of fermionic modes, 𝑀. Let ®𝑖 = (𝑖1, 𝑖2, . . . , 𝑖𝑘®𝑖 ) denote a tuple of 𝑘®𝑖 indices for some
constant 𝑘®𝑖 , and let Ω = {®𝑖1, ®𝑖2 . . . } be a set of such tuples such that no tuple shares indices with any other tuple:
∀®𝑖𝑎, ®𝑖𝑏 ∈ Ω with 𝑎 ≠ 𝑏, ®𝑖𝑎 ∩ ®𝑖𝑏 = ∅. Define the fermionic operator

𝑋Ω =
∑︁
®𝑖∈Ω

𝐽®𝑖ℎ®𝑖 , (202)

such that each ℎ®𝑖 is a NPFO acting on the fermionic modes in ®𝑖 ⊂ 𝑀 . Then, the fermionic semi-norm can be bounded as

∥𝑋Ω∥𝜂 ≤ 𝐽max min
{⌈

𝜂

⌈𝑘min/2⌉

⌉
, |Ω|

}
, (203)

where 𝑘min is the minimum locality of ℎ®𝑖 and 𝐽max = max®𝑖∈Ω{|𝐽®𝑖 |}.

Proof. Without loss of generality, consider the case where 𝐽®𝑖 = 1. Note that 𝜆(ℎ®𝑖) ∈ {0, 1} for all ®𝑖, where 𝜆(ℎ®𝑖) denotes
the eigenvalue set of ℎ®𝑖 . Since 𝑋Ω, ℎ®𝑖 , and 𝑁 B

∑
𝑗∈𝑀 𝑁 ( 𝑗) commute, they can be simultaneously diagonalized.
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For a contradiction, suppose there exists a normalized state |𝜓⟩ such that 𝑁 |𝜓⟩ = 𝜂 |𝜓⟩ and that 𝑋Ω |𝜓⟩ = 𝜆 |𝜓⟩
where |𝜆 | > min{⌈𝜂/⌈𝑘min/2⌉⌉ , |Ω|}. Since 𝑋Ω, ℎ®𝑖 , and 𝑁 are mutually commuting for all ®𝑖, and 𝑋Ω =

∑
®𝑖∈Ω ℎ®𝑖

where {ℎ®𝑖}®𝑖∈Ω do not act on any of the same modes, then we can choose to work with an eigenstate of all {ℎ®𝑖}®𝑖∈Ω
simultaneously (note that since any state can be written as a superposition of eigenstates and, by convexity, the maximum
value of this superposition is always achieved for a single eigenstate, without loss of generality, we can consider an
eigenstate). Then ℎ®𝑖 |𝜓⟩ = |𝜓⟩ for at least |𝜆 | such terms ℎ®𝑖 . For any given 𝑘®𝑖-local NPFO ℎ®𝑖 to be non-zero on state
|𝜓⟩, there must be at least ⌈𝑘®𝑖/2⌉ fermions on the subset of indices ®𝑖. Hence for at least |𝜆 | tuples ®𝑖 ∈ Ω, we have

⟨𝜓 |
∑︁
𝑗∈®𝑖

𝑁 ( 𝑗) |𝜓⟩ ≥
⌈
𝑘®𝑖
2

⌉
, (204)

where the exact value depends on the form of the NPFO (in particular, the number of hopping versus number operators
present). Since all tuples in Ω are disjoint, we have

⟨𝜓 | 𝑁 |𝜓⟩ > |𝜆 |
⌈
𝑘min

2

⌉
. (205)

Hence, using our assumption, we have

⟨𝜓 | 𝑁 |𝜓⟩ > min
{⌈

𝜂

⌈𝑘min/2⌉

⌉
, |Ω|

} ⌈
𝑘min

2

⌉
. (206)

Now if min
{⌈

𝜂

⌈𝑘min/2⌉

⌉
, |Ω|

}
=

⌈
𝜂

⌈𝑘min/2⌉

⌉
, then this implies ⟨𝜓 | 𝑁 |𝜓⟩ > 𝜂 which is a contradiction. On the other hand,

if min
{⌈

𝜂

⌈𝑘min/2⌉

⌉
, |Ω|

}
= |Ω|, then |𝜆 | > |Ω|, which is trivially a contradiction as there are only |Ω| terms in the sum for

𝑋Ω. Since ∥𝑋Ω∥𝜂 = |𝜆 |, this proves that ∥𝑋Ω∥𝜂 ≤ min{
⌈

𝜂

⌈𝑘min/2⌉

⌉
, |Ω|}. Finally, since |𝐽®𝑖 | < 𝐽max, the bound claimed

in the theorem statement follows. □

Although Theorem 34 is based on Theorem 23 of Ref. [CBC21], Theorem 34 is more general as it also applies to
NPFOs that contain number operators and terms of locality greater than or equal to 2.

E.1 Bounding the Commutator with Disjoint Operators
We now investigate how many NPFOs are generated when one takes the commutator of two local NPFOs.

Lemma 35. Let ℎ®𝑖 and ℎ ®𝑗 be two non-commuting NPFOs with locality 𝑘®𝑖 and 𝑘 ®𝑗 , respectively. Then, [ℎ®𝑖 , ℎ ®𝑗 ] is a sum
of at most 21+min{𝑘®𝑖 ,𝑘 ®𝑗 }/2 NPFOs, each of which has locality of at most 𝑘®𝑖 + 𝑘 ®𝑗 − 1 and at least max{𝑘®𝑖 , 𝑘 ®𝑗 }.

Proof. Consider [ℎ®𝑖 , ℎ ®𝑗 ] = ℎ®𝑖ℎ ®𝑗 − ℎ ®𝑗ℎ®𝑖 and explicitly write out the term

ℎ®𝑖ℎ ®𝑗 = 𝑎
† (𝑖1) . . . 𝑎† (𝑖𝑚)𝑎(𝑖𝑚+1) . . . 𝑎(𝑖2𝑚)𝑁 (𝑖2𝑚+1) . . . 𝑁 (𝑖𝑘®𝑖 )𝑎

† ( 𝑗1) . . . 𝑎† ( 𝑗𝑙)𝑎( 𝑗𝑙+1) . . . 𝑎( 𝑗2𝑙)𝑁 ( 𝑗2𝑙+1) . . . 𝑁 ( 𝑗𝑘 ®𝑗 ).
(207)

To put this in the NPFO form, we move all 𝑎† ( 𝑗) operators to the left. Using the relations

𝑎(𝑖)𝑎† ( 𝑗) = 𝛿𝑖 𝑗 − 𝑎† ( 𝑗)𝑎(𝑖),
𝑁 (𝑖)𝑎† ( 𝑗) = 𝑎† ( 𝑗)𝑁 (𝑖), 𝑖 ≠ 𝑗

𝑁 ( 𝑗)𝑎† ( 𝑗) = 𝑎† ( 𝑗),
𝑁 (𝑖)𝑎( 𝑗) = 𝑎( 𝑗)𝑁 (𝑖), 𝑖 ≠ 𝑗

𝑁 ( 𝑗)𝑎( 𝑗) = 0,

(208)
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and the NPFO property that ensures each 𝑎(𝑖) only intersects with at most one 𝑎† ( 𝑗), we observe that by pushing all the
𝑎† ( 𝑗) operators to the left, at most 2min{𝑘®𝑖 ,𝑘 ®𝑗 }/2 terms are generated. This can be understood by assuming that all the
𝑎† ( 𝑗1), . . . , 𝑎† ( 𝑗𝑙) operators intersect with one of the 𝑎(𝑖𝑚+1), . . . , 𝑎(𝑖2𝑚) operators and 𝑘 ®𝑗 ≤ 𝑘®𝑖 , in which case at most
𝑘 ®𝑗/2 terms of the form 1 − 𝑎† (𝑟)𝑎(𝑟) get generated within the ℎ®𝑖ℎ ®𝑗 string. The factor of 1/2 arises as ℎ ®𝑗 is 𝑘 ®𝑗-local,
hence it can have at most 𝑘 ®𝑗/2 creation operators. Similarly, if 𝑘 ®𝑗 ≥ 𝑘®𝑖 , at most 𝑘®𝑖/2 creation operators within ℎ ®𝑗
overlap with the creation operators within ℎ®𝑖 . This gives rise to at most 2min{𝑘®𝑖 ,𝑘 ®𝑗 }/2 NPFOs in ℎ®𝑖ℎ ®𝑗 .

The above scenario is not the only possibility, as some of 𝑎† ( 𝑗1), . . . , 𝑎† ( 𝑗𝑙) may instead intersect with some of the
𝑁 (𝑖2𝑚+1), . . . , 𝑁 (𝑖𝑘®𝑖 ), but that eliminates the number operator from the string, resulting in fewer NPFOs. Using the
same arguments, all the number operators belonging to ℎ®𝑖 can be moved to the far left of the individual creation and
annihilation operators at the cost of a smaller number of terms.

The overall conclusion is that at most 2min{𝑘®𝑖 ,𝑘 ®𝑗 }/2 NPFOs are generated for ℎ®𝑖ℎ ®𝑗 .
Thus [ℎ®𝑖 , ℎ ®𝑗 ] can be written as a sum of at most 2 × 2min{𝑘®𝑖 ,𝑘 ®𝑗 }/2 NPFOs. The locality is then i) no more than

𝑘®𝑖 + 𝑘 ®𝑗 − 1 (where the −1 arises from the fact that the operators must overlap on at least one site to have nonzero
commutator), and ii) no less than that of the maximum of the locality of the original operators, since the definition of an
NPFO precludes cancellations. □

Next, given two disjoint, translation-invariant operators 𝑋 and 𝑌 , we upper bound the number of disjoint sets of
terms their commutator generates.

Lemma 36. Let 𝑋 and 𝑌 be two translation-invariant operators, each defined as a sum of disjoint NPFOs, with
interactions with locality no more than 𝑘𝑋 and 𝑘𝑌 , respectively. Then the operator [𝑌, 𝑋] can be written as a sum of at
most 2𝑘𝑋𝑘𝑌 (𝑘𝑋 − 1) (𝑘𝑌 − 1)21+min{𝑘𝑋 ,𝑘𝑌 }/2 translation-invariant, disjoint operators which are sums of NPFOs. The
individual NPFOs have locality of at most 𝑘𝑋 + 𝑘𝑌 − 1 and at least max{𝑘𝑋, 𝑘𝑌 }.

Proof. We can write the operators as

𝑋 = 𝐽𝑋

∑︁
®𝑖∈Ω𝑋

𝑋®𝑖 , (209)

𝑌 = 𝐽𝑌

∑︁
®𝑖∈Ω𝑌

𝑌®𝑖 , (210)

where Ω𝑋 and Ω𝑌 are sets of tuples with no more than 𝑘𝑋 and 𝑘𝑌 indices in each tuple, respectively. Furthermore,
because 𝑋 and 𝑌 are each a sum of disjoint NPFOs, ®𝑖 ∩ ®𝑗 = ∅ for any ®𝑖, ®𝑗 ∈ Ω𝑋, and similarly for Ω𝑌 .

Both𝑌 and 𝑋 are translation-invariant, and we wish to write [𝑌, 𝑋] as a sum of translation-invariant terms. First note
that [𝑌, 𝑋] can be decomposed into a sum of terms of the form [𝑌®𝑗 , 𝑋®𝑖], where ®𝑖 ∩ ®𝑗 ≠ ∅ (otherwise this commutator is
zero). There are at most 𝑘𝑋𝑘𝑌 possible ways of translating a term of the form 𝑋®𝑖 to intersect with 𝑌®𝑗 . For each of these
possible translations, we label the corresponding terms 𝑤 (𝑎)

®𝑘
= [𝑌®𝑗 , 𝑋®𝑖], where 𝑎 ∈ {1, . . . , 𝑘𝑋𝑘𝑌 } and ®𝑘 = ®𝑖 ∪ ®𝑗 . For

a fixed 𝑎, every term of the form 𝑤
(𝑎)
®𝑘

is a translation of every other term of this form. Since 𝑋 and 𝑌 are sums of
translation-invariant NPFOs, we can write

[𝑌, 𝑋] = 𝐽𝑋𝐽𝑌
𝑘𝑋𝑘𝑌∑︁
𝑎=1

∑︁
®𝑘∈Ω𝑎

𝑤
(𝑎)
®𝑘
. (211)

To summarize, each term 𝑤
(𝑎)
®𝑘

corresponds to a particular [𝑌®𝑗 , 𝑋®𝑖] with ®𝑘 = ®𝑖 ∪ ®𝑗 , and Ω𝑎 is the translation-invariant set

of tuples the 𝑤 (𝑎)
®𝑘

have support on for a given 𝑎. We give examples in Fig. 18 and Fig. 19.
So far we have written [𝑌, 𝑋] as a sum of translation-invariant terms. We now split these into sets of terms which

only contain disjoint operators. Each commutator 𝑤 (𝑎)
®𝑘

= [𝑌®𝑗 , 𝑋®𝑖] may have locality at most 𝑘𝑋 + 𝑘𝑌 − 1 since 𝑋®𝑖 and 𝑌®𝑗
individually have locality 𝑘𝑋 and 𝑘𝑌 , respectively, but must intersect on at least one mode—if they do not intersect on at
least one mode, the commutator is zero. Since 𝑋 and 𝑌 are each a sum of disjoint operators, a given 𝑤 (𝑎)

®𝑘
= [𝑌®𝑗 , 𝑋®𝑖] can
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Figure 18: Examples of 𝑋 and 𝑌 and their decompositions into local, disjoint, translationally invariant NPFOs. The colored regions
represent where the operators act non-trivially.

Figure 19: All possible overlapping translations of 𝑋®𝑖 and 𝑌®𝑗 . There are 8 ≤ 4 × 3 = 𝑘𝑋𝑘𝑌 such translations. These form the set of

operators {𝑤 (𝑎)
®𝑘

}𝑎 . The commutator [𝑌, 𝑋] can be written as a sum of such operators.
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Figure 20: Consider a set of terms which are translations of the top-left operator in Fig. 19. When grouping terms {𝑤 (𝑎)
®𝑘

} ®𝑘∈Ω𝑎
, we

wish to split them into non-overlapping sets {𝑤 (𝑏 |𝑎)
®𝑖

}®𝑖∈Ω𝑏 |𝑎
and {𝑤 (𝑏′ |𝑎)

®𝑗
} ®𝑗∈Ω𝑏′ |𝑎

, denoted here by the blue and brown terms, such
that the new sets are now disjoint.

Figure 21: The lines represent the possible places the operators can overlap. Generally, the maximum number of disjoint sets of
{𝑤 (𝑏 |𝑎) }𝑏 can be obtained by noting that at most 𝑘𝑋 − 1 vertices from the original Ω𝑋 set can overlap with at most 𝑘𝑌 − 1 vertices
from the original Ω𝑌 set and vice versa, giving an upper bound on the number of disjoint sets of 2(𝑘𝑋 − 1) (𝑘𝑌 − 1).
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overlap with at most 2(𝑘𝑋 − 1) (𝑘𝑌 − 1) other terms of the form 𝑤
(𝑎)
®𝑘′

. To see this, recall that all {𝑌®𝑗 } ®𝑗∈Ω𝑌
are disjoint,

and similarly for {𝑋®𝑖}®𝑖∈Ω𝑋
. Furthermore, consider 𝑤 (𝑎)

®𝑘
= [𝑌®𝑗 , 𝑋®𝑖] and one of its translations, 𝑤 (𝑎)

®𝑘′
= [𝑌 ®𝑗′ , 𝑋®𝑖′ ], such

that they intersect on at least one mode. Then 𝑋®𝑖′ cannot intersect 𝑋®𝑖 anywhere, and so can only intersect 𝑌®𝑗 , and vice
versa. As a result, for a particular 𝑎, 𝑤 (𝑎)

®𝑘
can only intersect up to 2(𝑘𝑋 − 1) (𝑘𝑌 − 1) terms that are translations of itself

(see Fig. 21 for an illustration). Note that we do not need to consider intersections between 𝑤 (𝑎) and 𝑤 (𝑎′ ) for 𝑎 ≠ 𝑎′ as
we immediately group them into different sets.

Thus, to decompose [𝑌, 𝑋] into disjoint sets of terms such that none of the terms have support on the same fermionic
modes, one can partition the terms 𝑤 (𝑎)

®𝑘
by taking each

∑
®𝑘∈Ω𝑎

𝑤
(𝑎)
®𝑘

, and rearranging into 2(𝑘𝑋 − 1) (𝑘𝑌 − 1) disjoint
sets of commutators that are translation invariant. Thus Ω𝑎 decomposes into disjoint, translation-invariant subsets,
which we label as Ω𝑏 |𝑎: ∑︁

®𝑘∈Ω𝑎

𝑤
(𝑎)
®𝑘

=

2(𝑘𝑋−1) (𝑘𝑌−1)∑︁
𝑏=1

∑︁
®𝑘∈Ω𝑏 |𝑎

𝑤
(𝑏,𝑎)
®𝑘

, (212)

where, for given 𝑎, 𝑏, none of the 𝑤 (𝑏,𝑎)
®𝑘

have support on each other. We given an example of how this could be done in
Fig. 20 and Fig. 21. Thus so far, we have

[𝑌, 𝑋] = 𝐽𝑋𝐽𝑌
𝑘𝑋𝑘𝑌∑︁
𝑎=1

2(𝑘𝑋−1) (𝑘𝑌−1)∑︁
𝑏=1

∑︁
®𝑘∈Ω𝑏 |𝑎

𝑤
(𝑏,𝑎)
®𝑘

. (213)

Now each term 𝑤
(𝑏,𝑎)
®𝑘

corresponds to a commutator [𝑌®𝑗 , 𝑋®𝑖] that, by Lemma 35, generates at most 21+min{𝑘𝑋 ,𝑘𝑌 }/2

NPFO terms. Since, for a fixed 𝑎, 𝑏 pair, each term 𝑤
(𝑏,𝑎)
®𝑘

is a translation of all other 𝑤 (𝑏,𝑎)
®𝑙

, then
∑

®𝑘∈Ω𝑏 |𝑎
𝑤

(𝑏,𝑎)
®𝑘

can
be further decomposed into at most 21+min{𝑘𝑋 ,𝑘𝑌 }/2 translation-invariant, disjoint sums of NPFOs:∑︁

®𝑘∈Ω𝑏 |𝑎

𝑤
(𝑏,𝑎)
®𝑘

=

21+min{𝑘𝑋,𝑘𝑌 }/2∑︁
𝑐=1

∑︁
®𝑘∈Ω𝑐 |𝑏 |𝑎

𝑣
(𝑐,𝑏,𝑎)
®𝑘

, (214)

where for fixed 𝑎, 𝑏, 𝑐,
∑

®𝑘∈Ω𝑐 |𝑏 |𝑎
𝑣
(𝑐,𝑏,𝑎)
®𝑘

is a translation-invariant, disjoint sum of NPFOs 𝑣 (𝑐,𝑏,𝑎)®𝑘
. Therefore,

[𝑌, 𝑋] = 𝐽𝑋𝐽𝑌
𝑘𝑋𝑘𝑌∑︁
𝑎=1

2(𝑘𝑋−1) (𝑘𝑌−1)∑︁
𝑏=1

21+min{𝑘𝑋,𝑘𝑌 }/2∑︁
𝑐=1

∑︁
®𝑘∈Ω𝑐 |𝑏 |𝑎

𝑣
(𝑐,𝑏,𝑎)
®𝑘

. (215)

The lemma statement then follows. □

We now use the above lemmas to bound the (semi-)norm of a nested commutator.
Theorem 37 (Restatement of Theorem 23 of the main text). Let {𝐻𝛾𝑖 }𝑖 be a set of translation-invariant, disjoint
Hamiltonians such that

𝐻𝛾𝑖 = 𝐽
(𝛾𝑖 )

∑︁
®𝑗

ℎ
(𝛾𝑖 )
®𝑗
, (216)

and each ℎ (𝛾𝑖 )®𝑗
is a NPFO with locality 𝑘 (𝛾𝑖 ) . Then,

[𝐻𝛾𝑝+1 , . . . , [𝐻𝛾2 , 𝐻𝛾1 ]
]
𝜂
≤

(
𝑝+1∏
𝑛=1

��𝐽 (𝛾𝑛 ) ��) 𝑝+1∏
𝑚=2

[
2𝑘 (𝛾𝑚 ) (𝑘 (𝛾𝑚 ) − 1)

(
𝑚−1∑︁
𝑛=1

𝑘 (𝛾𝑛 ) − (𝑚 − 2)
) (

𝑚−1∑︁
𝑛=1

𝑘 (𝛾𝑛 ) − (𝑚 − 1)
)

× 21+min{𝑘 (𝛾𝑚 ) ,
∑𝑚−1

𝑛=1 𝑘
(𝛾𝑛 )−(𝑚−2) }/2

] ⌈
𝜂

⌈𝑘min/2⌉

⌉
, (217)

where 𝑘min B min1≤𝑖≤𝑝+1
{
𝑘 (𝛾𝑖 )

}
.
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Proof. We proceed by induction, starting with the 𝑝 = 1 case.

Case 𝑝 = 1. Using Lemma 36, we can write [𝐻𝛾2 , 𝐻𝛾1 ] as a sum of translation-invariant, disjoint NPFO terms:

[𝐻𝛾2 , 𝐻𝛾1 ] = 𝐽 (𝛾1 ) 𝐽 (𝛾2 )
∑︁
𝑚=1

𝐶
(𝑚)
𝛾1𝛾2 , (218)

where the sum goes up to 2𝑘 (𝛾1 ) 𝑘 (𝛾2 ) (𝑘 (𝛾1 ) − 1) (𝑘 (𝛾2 ) − 1)21+min{ (𝑘 (𝛾1 ) ) , (𝑘 (𝛾2 ) ) }/2. Each of the terms has the form

𝐶
(𝑚)
𝛾1𝛾2 =

∑︁
®𝑖∈Ω𝑚

𝑐
(𝑚)
𝛾1𝛾2 ,®𝑖

, (219)

where the 𝑐 (𝑚)
𝛾1𝛾2 ,®𝑖

are NPFOs with locality at most 𝑘 (𝛾1 ) + 𝑘 (𝛾2 ) − 1 and at least max{𝑘 (𝛾1 ) , 𝑘 (𝛾2 ) }. Then, using the
triangle inequality and Theorem 34, the fermionic semi-norm can be bounded for each of the sets associated with Ω𝑚
for each 𝑚, giving[𝐻𝛾2 , 𝐻𝛾1 ]


𝜂
≤ |𝐽 (𝛾1 ) 𝐽 (𝛾2 ) |

∑︁
𝑚=1

𝐶 (𝑚)
𝛾1𝛾2


𝜂

(220)

≤ |𝐽 (𝛾1 ) | × |𝐽 (𝛾2 ) |2 × 𝑘 (𝛾1 ) 𝑘 (𝛾2 ) (𝑘 (𝛾1 ) − 1) (𝑘 (𝛾2 ) − 1)2min{ (𝑘 (𝛾1 ) ) , (𝑘 (𝛾2 ) ) }+1
⌈

𝜂

⌈𝑘min/2⌉

⌉
, (221)

where 𝑘min = min{𝑘 (𝛾1 ) , 𝑘 (𝛾2 ) }, and where we have ignored the dependence of |Ω| when using Theorem 34. This
proves the 𝑝 = 1 case.

Case of general 𝑝 > 2. Assume that[
𝐻𝛾𝑝 , . . . , [𝐻𝛾2 , 𝐻𝛾1 ]

]
=

𝑝∏
𝑛=1

𝐽 (𝛾𝑛 )
∑︁

𝑚1 ,𝑚2 ,...,𝑚𝑝

𝐶
(𝑚1 ,𝑚2 ,...,𝑚𝑝 )
𝛾1𝛾2...𝛾𝑝 , (222)

where each 𝑚𝑛 sum goes up to

2𝑘 (𝛾𝑛 ) (𝑘 (𝛾𝑛 ) − 1)
(
𝑛−1∑︁
𝑚=1

𝑘 (𝛾𝑚 ) − (𝑛 − 2)
) (

𝑛−1∑︁
𝑚=1

𝑘 (𝛾𝑚 ) − (𝑛 − 1)
)

21+min{𝑘 (𝛾𝑛 ) ,
∑𝑛−1

𝑚=1 𝑘
(𝛾𝑚 )−(𝑛−2) }/2, (223)

and each of the 𝐶 (𝑚1 ,𝑚2 ,...,𝑚𝑝 )
𝛾1𝛾2...𝛾𝑝 is a translation-invariant sum of disjoint terms of the form

𝐶
(𝑚1 ,𝑚2 ,...,𝑚𝑝 )
𝛾1𝛾2...𝛾𝑝 =

∑︁
®𝑖∈Ω𝑚1 ,...,𝑚𝑝

𝑐
(𝑚1 ,...,𝑚𝑝 )
𝛾1𝛾2...𝛾𝑝 ,®𝑖

, (224)

where each 𝑐 (𝑚1 ,...,𝑚𝑝 )
𝛾1𝛾2...𝛾𝑝 ,®𝑖

is an NPFO. Then,

[
𝐻𝛾𝑝+1 , . . . , [𝐻𝛾2 , 𝐻𝛾1 ]

]
=

𝐻𝛾𝑝+1 ,

𝑝∏
𝑛=1

𝐽 (𝛾𝑛 )
∑︁

𝑚1 ,𝑚2 ,...,𝑚𝑝

𝐶
(𝑚1 ,𝑚2 ,...,𝑚𝑝 )
𝛾1𝛾2...𝛾𝑝

 (225)

=

𝑝∏
𝑛=1

𝐽 (𝛾𝑛 )
∑︁

𝑚1 ,𝑚2 ,...,𝑚𝑝

[
𝐻𝛾𝑝+1 , 𝐶

(𝑚1 ,𝑚2 ,...,𝑚𝑝 )
𝛾1𝛾2...𝛾𝑝

]
. (226)

Since both 𝐻𝛾𝑝+1 and 𝐶 (𝑚1 ,𝑚2 ,...,𝑚𝑝 )
𝛾1𝛾2...𝛾𝑝 are translation-invariant, disjoint sums of NPFOs, Lemma 36 can be applied to

write [
𝐻𝛾𝑝+1 , 𝐶

(𝑚1 ,𝑚2 ,...,𝑚𝑝 )
𝛾1𝛾2...𝛾𝑝

]
= 𝐽 (𝛾𝑝+1 )

∑︁
𝑚𝑝+1

𝐶
(𝑚1 ,𝑚2 ,...,𝑚𝑝 ,𝑚𝑝+1 )
𝛾1𝛾2...𝛾𝑝𝛾𝑝+1 , (227)
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where the sum of 𝑚𝑝+1 goes up to at most

2𝑘 (𝛾𝑝+1 ) (𝑘 (𝛾𝑝+1 ) − 1)
(
𝑝∑︁
𝑚=1

𝑘 (𝛾𝑚 ) − (𝑝 − 1)
) (

𝑝∑︁
𝑚=1

𝑘 (𝛾𝑚 ) − 𝑝
)

21+min{𝑘 (𝛾𝑝+1 ) ,
∑𝑝

𝑚=1 𝑘
(𝛾𝑚 )−(𝑝−1) }/2, (228)

and the terms 𝐶 (𝑚1 ,𝑚2 ,...,𝑚𝑝 ,𝑚𝑝+1 )
𝛾1𝛾2...𝛾𝑝𝛾𝑝+1 are translation-invariant, disjoint sums of NPFOs. Thus, one can see that

[
𝐻𝛾𝑝+1 , . . . , [𝐻𝛾2 , 𝐻𝛾1 ]

]
=

𝑝+1∏
𝑛=1

𝐽 (𝛾𝑛 )
∑︁

𝑚1 ,𝑚2 ,...,𝑚𝑝 ,𝑚𝑝+1

𝐶
(𝑚1 ,𝑚2 ,...,𝑚𝑝 ,𝑚𝑝+1 )
𝛾1𝛾2...𝛾𝑝𝛾𝑝+1 , (229)

so [𝐻𝛾𝑝+1 , . . . , [𝐻𝛾2 , 𝐻𝛾1 ]
]
𝜂
≤
𝑝+1∏
𝑛=1

|𝐽 (𝛾𝑛 ) |
∑︁

𝑚1 ,𝑚2 ,...,𝑚𝑝 ,𝑚𝑝+1

𝐶 (𝑚1 ,𝑚2 ,...,𝑚𝑝 ,𝑚𝑝+1 )
𝛾1𝛾2...𝛾𝑝𝛾𝑝+1


𝜂
. (230)

Using Theorem 34 to bound
𝐶 (𝑚1 ,𝑚2 ,...,𝑚𝑝 ,𝑚𝑝+1 )

𝛾1𝛾2...𝛾𝑝𝛾𝑝+1


𝜂
, we have

∑︁
𝑚1 ,...,𝑚𝑝+1

𝐶 (𝑚1 ,...,𝑚𝑝+1 )
𝛾1...𝛾𝑝+1


𝜂
≤
𝑝+1∏
𝑚=2

[
2𝑘 (𝛾𝑚 ) (𝑘 (𝛾𝑚 ) − 1)

(
𝑚−1∑︁
𝑛=1

𝑘 (𝛾𝑛 ) − (𝑚 − 2)
) (

𝑚−1∑︁
𝑛=1

𝑘 (𝛾𝑛 ) − (𝑚 − 1)
)

× 21+min{𝑘 (𝛾𝑚 ) ,
∑𝑚−1

𝑛=1 𝑘
(𝛾𝑛 )−(𝑚−2) }/2

]
max

𝑚1 ,...,𝑚𝑝+1

𝐶 (𝑚1 ,...,𝑚𝑝+1 )
𝛾1...𝛾𝑝+1


𝜂

(231)

≤
𝑝+1∏
𝑚=2

[
2𝑘 (𝛾𝑚 ) (𝑘 (𝛾𝑚 ) − 1)

(
𝑚−1∑︁
𝑛=1

𝑘 (𝛾𝑛 ) − (𝑚 − 2)
) (

𝑚−1∑︁
𝑛=1

𝑘 (𝛾𝑛 ) − (𝑚 − 1)
)

× 21+min{𝑘 (𝛾𝑚 ) ,
∑𝑚−1

𝑛=1 𝑘
(𝛾𝑛 )−(𝑚−2) }/2

] ⌈
𝜂

⌈𝑘min/2⌉

⌉
, (232)

where we have used the fact that 𝐶 (𝑚1 ,𝑚2 ,...,𝑚𝑝 )
𝛾1𝛾2...𝛾𝑝𝛾𝑝+1 has locality of at least 𝑘min = min1≤𝑖≤𝑝+1

{
𝑘 (𝛾𝑖 )

}
, and have ignored the

bound depending on |Ω| when using Theorem 34. Substituting this into Eq. (230) gives the statement in the theorem. □

E.2 Asymptotic Scaling of Bounds for Fermionic-Bosonic Hamiltonians
A simple analog to Theorem 34 can be obtained when the fermionic terms are coupled to a bosonic term. Provided the
bosonic Hilbert space is truncated, the magnitude of the coupled term can be bounded by taking the maximum value of
the bosonic operator and then treating the bosonic part as a coefficient of the fermionic terms. We apply this strategy to
the nuclear EFTs that we consider.

Theorem 38 (Asymptotic Dynamical-Pion EFT Bound on Nested Commutators). Let 𝐻 be the dynamical-pion
Hamiltonian described in Section 3.3, using the decomposition {𝐻𝛾𝑖 }𝑖 given in Section 4.3. Then, assuming 𝜂 < 𝐿3/2,
we have [𝐻𝛾𝑝+1 , . . . , [𝐻𝛾2 , 𝐻𝛾1 ]

]
𝜂
≤ 𝑂

(
𝜋
𝑝+1
maxΠ

𝑝+1
max 𝐿

3
)
. (233)

Proof. It is not hard to see that the largest contribution to the commutator of two Hamiltonian terms arises from
[𝐻WT, 𝐻WT]. This is because 𝐻WT consists of a 𝜋Π operator times a sum of fermionic operators, and these fermionic
operators may not commute at each site. Therefore, [𝐻WT, 𝐻WT] = 𝑂 (𝜋2

maxΠ
2
max𝐿

3), where the factor of 𝐿3 ∼ 𝜂 arises
because the two spatial sums from each term in the commutator turn into one sum after the effect of the fermionic
commutation. The final sum over fermionic operators can be upper bounded by the number of fermions present, 𝜂. The
explicit computation of this commutation bound is provided in Lemma 78. Any other commutators of two Hamiltonian
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terms in the dynamical-pion EFT is suppressed compared to this scaling, as verified in Appendix F.3, since i) 𝐻WT is a
sum of the largest factor of bosonic and fermionic operators compared to other Hamiltonian terms, ii) the commutation
among bosonic terms reduces one factor of 𝜋Π in the product due to Eq. (13), and iii) commutation among purely
fermionic terms scales at most as 𝑂 (𝜂) = 𝑂 (𝐿3), and can be ignored compared with the dominant one identified.

Now for the 𝑝th-order nested commutator involving Hamiltonian terms, it is evident that the largest scaling arises
from [𝐻WT, [𝐻WT, ..., [𝐻WT, 𝐻WT]]], which by the above argument is 𝑂 (𝜋𝑝+1

maxΠ
𝑝+1
max 𝐿

3). Overall, we have[𝐻𝛾𝑝+1 , . . . , [𝐻𝛾2 , 𝐻𝛾1 ]
]
𝜂
= 𝑂

(
𝜋
𝑝+1
maxΠ

𝑝+1
max 𝐿

3
)
. (234)

□

F Analytic Trotter Error Bounds for Nuclear-EFT Hamiltonians
This Appendix contains the full proofs on the Trotter error bounds in Section 5.2. We begin by introducing some useful
notation, which simplifies the following calculations. In particular, we define a hopping term as

Δ±
𝑖 𝑗 B 𝑎† (𝑖)𝑎( 𝑗) ± 𝑎† ( 𝑗)𝑎(𝑖) (235)

for 𝑖 ≠ 𝑗 . When calculating fermionic norms of such an operator, the sign in the hopping term is irrelevant. Simple
computation shows that Δ±

𝑖 𝑗


𝜂
= max

|𝜓⟩, |𝜙⟩
⟨𝜓 | Δ±

𝑖 𝑗 |𝜙⟩ = 1, (236)

with saturation occurring for the Fock state |𝜓⟩ = |𝜙⟩ = ( |10⟩ ± |01⟩)/
√

2 over sites 𝑖, 𝑗 . Consequently, for the purpose
of analyzing Trotter error bounds, we do not have to distinguish between the hopping terms ±Δ+

𝑖 𝑗
and ±Δ−

𝑖 𝑗
, so we refer

to all four such terms in this equivalence class as Δ𝑖 𝑗 . When the flavor 𝜎 of the particle is relevant, we denote this
with a superscript as Δ𝜎

𝑖 𝑗
. In the rest of this Appendix, an equals sign indicates equality up to this equivalence class of

operators as, for all the quantities, we ultimately care about various fermionic semi-norms for which the fine-grained
sign information is irrelevant.

In terms of this equivalence class of hopping operators, we have the following useful commutation relations:

[Δ𝜎𝑖 𝑗 ,Δ𝜎𝑘𝑙
′] = 𝛿𝜎𝜎′

[
Δ𝜎𝑗𝑙𝛿𝑖𝑘 + Δ𝜎𝑖𝑘𝛿 𝑗𝑙 + Δ𝜎𝑖𝑙 𝛿 𝑗𝑘 + Δ𝜎𝑗𝑘𝛿𝑖𝑙

]
, (237)

[Δ𝜎𝑖 𝑗 , 𝑁𝜎′ (𝑙)] = 𝛿𝜎𝜎′ (𝛿𝑖𝑙 + 𝛿 𝑗𝑙)Δ𝜎𝑖 𝑗 , (238)

where 𝛿𝑢𝑣 are Kronecker deltas.
The irrelevance of the sign information in the hopping terms also allows us to introduce a simple diagrammatic

notation for representing hopping terms and their commutators on a lattice. For instance, within a small 2D sublattice:

Δ𝑖 𝑗 :
𝑖 𝑗

(239)

The commutation relation in Eq. (238) can be conveniently represented as a diagram where, if the two hopping terms
(marked via red edges) share a vertex, then the resulting commutator is a hopping term joining the two “free” vertices
(marked via a dashed blue edge). For instance, in the case where 𝑖 = 𝑘:

[Δ𝑖 𝑗 ,Δ𝑖𝑙] = Δ 𝑗𝑙 :
𝑖 𝑗

𝑙

(240)
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If the hopping terms do not share a vertex or if they are identical, the commutator vanishes. The diagrammatic notation,
combined with dropping the sign information, makes computations even easier when evaluating nested commutators.
For instance, we have the following diagram:

[Δ𝑘 𝑗 , [Δ𝑖 𝑗 ,Δ𝑖𝑙]] = Δ𝑙𝑘 :
𝑖 𝑗

𝑙

𝑘 (241)

where red lines indicate the inner commutator, dashed blue lines the outer commutator, and dotted green lines the final
result.

To finish our setup, we have the following useful lemma.

Lemma 39. Let Ω be a set of completely disjoint ordered pairs of lattice sites (𝑖, 𝑗) with 𝑖 < 𝑗 . That is, for any (𝑖, 𝑗) ∈ Ω,
there exists no distinct element (𝑘, 𝑙) ∈ Ω with 𝑘 ∈ {𝑖, 𝑗} or 𝑙 ∈ {𝑖, 𝑗}. Let 𝑆 be a set of particle flavors, and define

𝐻Ω,𝑆 =
∑︁
𝜎∈𝑆

∑︁
(𝑖, 𝑗 ) ∈Ω

Δ𝜎𝑖 𝑗 . (242)

Then, assuming 𝜂 < |Ω|, 𝐻Ω,𝑆


𝜂
≤ 𝜂, (243)

where ∥·∥𝜂 is the fermionic semi-norm for 𝜂-fermion states.

Proof. From Eq. (236), the fermionic semi-norm for any individual hopping term in 𝐻Ω,𝑆 is 1. As each term in Eq. (242)
acts on a disjoint set of fermionic modes, we can consider states that individually saturate as many of these terms as
possible. The statement of the lemma follows immediately, with saturation occurring for a state with 𝜂 of the ordered
pairs (𝑖, 𝑗) ∈ Ω being in a superposition state that achieves the semi-norm in Eq. (236). □

With these facts and definitions in hand, we are now ready to prove the bounds on the Trotter errors for the various
EFTs of this work.

F.1 Pionless-EFT Bounds
F.1.1 𝑝 = 1

To prove Theorem 25, we split the Hamiltonian in Eq. (50) into seven terms {𝐻𝛾} that are then used in the 𝑝 = 1 Trotter
error bound of Eq. (34). In particular, we consider a set {𝐻1, . . . , 𝐻6} with each term corresponding to a maximal set of
kinetic-type non-overlapping terms in 𝐻free plus an additional contact term 𝑉 B 𝐻7 = 𝐻𝐶 /𝜋 + 𝐻𝐷 /𝜋 . In particular, each
kinetic-type term can be written as

𝐻𝛾𝜉 = −ℎ
∑︁
𝜎

∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜉

𝑎†𝜎 (𝑖)𝑎𝜎 ( 𝑗) + 𝑎†𝜎 ( 𝑗)𝑎𝜎 (𝑖)
(
+ℎ

∑︁
𝜎

∑︁
𝑖

𝑁𝜎 (𝑖)
)

(244)

= −ℎ
∑︁
𝜎

∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜉

Δ𝜎𝑖 𝑗

(
+ℎ

∑︁
𝜎

∑︁
𝑖

𝑁𝜎 (𝑖)
)

(245)

for 𝛾𝜉 ∈ {1, . . . , 6}, where Ω𝛾𝜉 consists of a maximum-sized set of completely disjoint ordered pairs of fermionic sites
such that for each (𝑖, 𝑗) ∈ Ω𝛾𝜉 , the sites 𝑖 < 𝑗 are nearest neighbors on the cubic lattice Λ(𝐿). The term in parentheses
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can be ignored henceforth as it cancels when computing the commutator of two kinetic-like terms and commutes with
the contact terms. Given a choice of such sets with

⋂6
𝑘=1 Ω𝛾𝜉 = ∅, it is clear that

𝐻free =

6∑︁
𝛾=1

𝐻𝛾 . (246)

Diagrammatically, this splitting of the terms in 𝐻free can be described (for a representative 3D sub-lattice) by the diagram

(247)

where solid red, blue, and green, and dashed red, blue, and green lines each represent hopping terms in a distinct set
𝐻𝛾𝜉 . These are also the distinct sets introduced in Section 4.1.3 to parallelize the circuit implementation of the hopping
operators, and Fig. 5 in the main text gives an equivalent representation.

Therefore, commutators of operators in {𝐻𝛾} come in two types: kinetic-kinetic (that is, commutators of the
form [𝐻𝛾𝜇 , 𝐻𝛾𝜈 ] for 𝛾𝜇, 𝛾𝜈 ≠ 7) and kinetic-potential (that is, commutators of the form [𝑉, 𝐻𝛾𝜇 ] for 𝛾𝜇 ≠ 7). Their
fermionic semi-norms are bounded in the following lemmas. The parameter ℎ is assumed to be positive in this appendix;
otherwise its instances must be changed to |ℎ|.

Lemma 40. Kinetic-kinetic commutators are bounded as[𝐻𝛾𝜇 , 𝐻𝛾𝜈 ]𝜂 ≤ 2ℎ2𝜂, (248)

where 𝛾𝜇, 𝛾𝜈 ∈ {1, . . . , 6} and 𝛾𝜇 ≠ 𝛾𝜈 .

Proof. We proceed by direct computation. In particular,

[𝐻𝛾𝜇 , 𝐻𝛾𝜈 ]𝜂 = ℎ2


[∑︁
𝜎

∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜇

Δ𝜎𝑖 𝑗 ,
∑︁
𝜎′

∑︁
(𝑖′ , 𝑗′ ) ∈Ω𝛾𝜈

Δ𝜎
′

𝑖′ 𝑗′

]
𝜂

= ℎ2

∑︁𝜎
[ ∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜇

Δ𝜎𝑖 𝑗 ,
∑︁

(𝑖′ , 𝑗′ ) ∈Ω𝛾𝜈

Δ𝜎𝑖′ 𝑗′

]
𝜂

= ℎ2


∑︁
𝜎

∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜇

∑︁
(𝑖′ , 𝑗′ ) ∈Ω𝛾𝜈

(𝑖, 𝑗 )∩(𝑖′ , 𝑗′ )≠∅

[
Δ𝜎𝑖 𝑗 ,Δ

𝜎
𝑖′ 𝑗′

]
𝜂

, (249)

where in the second line, we used the fact that the operators acting on different species commute, and in the third line,
we used the fact that the operators acting on entirely disjoint pairs of sites commute.

Observe that this last line is simply a sum of commutators of hopping terms that share only a single vertex. From
Eq. (237), these commutators each evaluate to a new hopping term. Diagrammatically, it is easy to see that these new
hopping terms can be split into two completely disjoint sets. In particular, for each particle type 𝜎, the terms in 𝐻𝛾𝜇 and
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𝐻𝛾𝜈 form a 2D sub-lattice of hopping terms, whose commutators can be split into two completely disjoint sets as

= +

(250)

Here, blue lines correspond to hopping terms in 𝐻𝛾𝜇 , red lines correspond to hopping terms in 𝐻𝛾𝜈 , and dotted green
lines correspond to their commutator. Applying Lemma 39 to each of these disjoint sets of hopping terms gives[𝐻𝛾𝜇 , 𝐻𝛾𝜈 ]𝜂 ≤ 2ℎ2𝜂, (251)

proving the result. □

Lemma 41. Kinetic-potential commutators are bounded as[𝑉, 𝐻𝛾𝜇 ]𝜂 ≤ 2ℎmax
{
2|𝐶 /𝜋 |

⌊𝜂
2

⌋
,
(
2|3𝐶 /𝜋 + 𝐷 /𝜋 | + |𝐷 /𝜋 |

) ⌊𝜂
3

⌋
,
(
2|6𝐶 /𝜋 + 4𝐷 /𝜋 | + 4|𝐷 /𝜋 |

) ⌊𝜂
4

⌋}
, (252)

where 𝑖 ∈ {1, . . . , 6}.

Proof. Using Eq. (244) for the kinetic term, Eqs. (52) and (53) for the contact terms, and Eq. (238) for the commutator
between hopping and number operators, we have

[𝑉, 𝐻𝛾𝜇 ]𝜂 = ℎ


[
𝐻𝐶 /𝜋 + 𝐻𝐷 /𝜋 ,

∑︁
𝜎

∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜇

Δ𝜎𝑖 𝑗

]
𝜂

(253)

= ℎ

 ∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜇

[
𝐻𝐶 /𝜋 + 𝐻𝐷 /𝜋 ,

∑︁
𝜎

Δ𝜎𝑖 𝑗

]
𝜂

(254)

= ℎ

�����
����� ∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜇

∑︁
𝜎,𝜎′

𝜎′≠𝜎

Δ𝜎𝑖 𝑗𝑁𝜎′ (𝑖)
©«
𝐶 /𝜋

2
+
𝐷 /𝜋

6

∑︁
𝜎′′

𝜎′′≠𝜎′≠𝜎

𝑁𝜎′′ (𝑖)
ª®®¬︸                                                                    ︷︷                                                                    ︸

A

+ A(𝑖 ↔ 𝑗) + A(𝜎 ↔ 𝜎′) + A(𝑖 ↔ 𝑗 , 𝜎 ↔ 𝜎′)

+
∑︁

(𝑖, 𝑗 ) ∈Ω𝛾𝜇

∑︁
𝜎,𝜎′ ,𝜎′′

𝜎≠𝜎′≠𝜎′′

𝑁𝜎 (𝑖)𝑁𝜎′ (𝑖)
𝐷 /𝜋

6
Δ𝜎

′′
𝑖 𝑗

︸                                               ︷︷                                               ︸
𝐵

+ 𝐵(𝑖 ↔ 𝑗)
�����
�����
𝜂

(255)

≤ 4ℎ ∥𝐴∥𝜂 + 2ℎ ∥𝐵∥𝜂 . (256)

We have used the fact that operators acting on different particle types (labeled by different 𝜎) commute. The notation
𝐴(𝑖 ↔ 𝑗) denotes term 𝐴 with indices 𝑖 and 𝑗 swapped, and similarly for other terms expressed via the same notation.
Equation (256) comes from the triangle inequality and the fact that the different 𝐴 terms are identical under the given
swaps, as are the different 𝐵 terms.

The semi-norm of each of these terms can be bounded by considering each individual sub-term in the semi-norms
and applying the triangle inequality again. To bound the semi-norm of each individual sub-term, recall that there are
four (fermionic) species labeled by 𝜎 ∈ {𝑝, 𝑛} ∩ {↑, ↓}, so the maximum occupation number on a given site is four.
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We start by bounding the semi-norm of term 𝐴 by considering a single sub-term in the sum over (𝑖, 𝑗) ∈ Ω𝛾𝜇 :

𝐴𝑖 𝑗 B
∑︁
𝜎,𝜎′

𝜎′≠𝜎

Δ𝜎𝑖 𝑗𝑁𝜎′ (𝑖)
©«
𝐶 /𝜋

2
+
𝐷 /𝜋

6

∑︁
𝜎′′

𝜎′′≠𝜎′≠𝜎

𝑁𝜎′′ (𝑖)
ª®®¬ . (257)

Trivially, if the fermion number per site is zero,
𝐴𝑖 𝑗𝜂 = 0. If the fermion number per site is one, then again

𝐴𝑖 𝑗𝜂 = 0
as for any state, there are no fermions of one of the types 𝜎 and 𝜎′, causing either the Δ𝜎

𝑖 𝑗
operator or the 𝑁𝜎′ (𝑖) to

vanish.
For fermion number two on a site, the analysis becomes non-trivial. While the part of 𝐴𝑖 𝑗 proportional to 𝐷 /𝜋 still

vanishes (given that among two-fermion states, necessarily one of Δ𝜎
𝑖 𝑗

, 𝑁𝜎′ (𝑖), and 𝑁𝜎′′ (𝑖) causes the semi-norm to
vanish), the term proportional to 𝐶 /𝜋 is non-zero. In particular, we haveΔ𝜎𝑖 𝑗𝑁𝜎′ (𝑖)


𝜂
≤

Δ𝜎𝑖 𝑗
𝜂
∥𝑁𝜎′ (𝑖)∥𝜂 = 1. (258)

Summing over 𝜎 and 𝜎′ yields a factor of two, so that
𝐴𝑖 𝑗𝜂 ≤ 2 × |𝐶 /𝜋 |/2 = |𝐶 /𝜋 |. To bound the full term in the

two-fermion subspace, observe that the number of pairs (𝑖, 𝑗) with fermion number two is at most ⌊𝜂/2⌋. Thus, we have
∥𝐴∥𝜂 ≤ ⌊𝜂/2⌋ |𝐶 /𝜋 |.

For fermion number three per site, both the𝐶 /𝜋 and 𝐷 /𝜋 terms survive, and we have
𝐴𝑖 𝑗𝜂 ≤ 3×2×

��𝐶 /𝜋/2 + 𝐷 /𝜋/6
�� =

6
��𝐶 /𝜋/2 + 𝐷 /𝜋/6

��. The factor of 3 comes from the sum over 𝜎, and the factor of 2 comes from the sum over 𝜎′ ≠ 𝜎.
There are at most ⌊𝜂/3⌋ pairs of sites with fermion number three, so in this sector (via the triangle inequality),
∥𝐴∥𝜂 ≤ ⌊𝜂/3⌋ |3𝐶 /𝜋 + 𝐷 /𝜋 |.

Finally, if the occupation number per site is four, then
𝐴𝑖 𝑗𝜂 ≤ 4 × 3 ×

��𝐶 /𝜋/2 + 2 × 𝐷 /𝜋/6
�� = 12

��𝐶 /𝜋/2 + 𝐷 /𝜋/6
��.

The factor of 4 comes from the sum over 𝜎, and the factor of 3 comes from the sum over 𝜎′ ≠ 𝜎. The factor of 2 in the
𝐷 /𝜋 term comes from the sum over 𝜎′′ with 𝜎′′ ≠ 𝜎′ ≠ 𝜎. There are at most ⌊𝜂/4⌋ pairs of sites with fermion number
four, so in this sector, ∥𝐴∥𝜂 ≤ ⌊𝜂/4⌋ |6𝐶 /𝜋 + 4𝐷 /𝜋 |.

Putting this all together, we have

∥𝐴∥𝜂 ≤ max
{⌊𝜂

2

⌋
|𝐶 /𝜋 |,

⌊𝜂
3

⌋
|3𝐶 /𝜋 + 𝐷 /𝜋 |,

⌊𝜂
4

⌋
|6𝐶 /𝜋 + 4𝐷 /𝜋 |

}
. (259)

Now to bound ∥𝐵∥𝜂 , consider the individual sub-terms for a particular pair of sites (𝑖, 𝑗) ∈ Ω𝛾𝜇 . That is, we first
bound the fermionic semi-norm of

𝐵𝑖 𝑗 B
∑︁

𝜎,𝜎′ ,𝜎′′

𝜎≠𝜎′≠𝜎′′

𝑁𝜎 (𝑖)𝑁𝜎′ (𝑖)
𝐷 /𝜋

6
Δ𝜎

′′
𝑖 𝑗 . (260)

The semi-norm for this term is zero for fermion-number subspaces less than three. With fermion number three on
site 𝑖, we have

𝐵𝑖 𝑗𝜂 = 3 × 2( |𝐷 /𝜋 |/6), where we use𝑁𝜎 (𝑖)𝑁𝜎′ (𝑖)Δ𝜎′′
𝑖 𝑗


𝜂
≤ ∥𝑁𝜎 (𝑖)∥𝜂 ∥𝑁𝜎′ (𝑖)∥𝜂

Δ𝜎′′
𝑖 𝑗


𝜂
= 1 (261)

and, as for the previous term, the factor of of 3 comes from the sum over 𝜎 and the factor of 2 comes from the sum over
𝜎′ ≠ 𝜎. Again, there are at most ⌊𝜂/3⌋ pairs of sites with fermion number three, so in this sector, ∥𝐵∥𝜂 ≤ ⌊𝜂/3⌋ |𝐷 /𝜋 |.

For the fermion number four subspace,
𝐵𝑖 𝑗𝜂 = 4 × 3 × 2( |𝐷 /𝜋 |/6). The factors of 4, 3, and 2 come from the sum

over 𝜎, 𝜎′ ≠ 𝜎, and 𝜎′′ ≠ 𝜎′ ≠ 𝜎, respectively. So in this fermion-number sector, ∥𝐵∥𝜂 ≤ 4⌊𝜂/4⌋ |𝐷 /𝜋 |. Putting this
all together, we have

∥𝐵∥𝜂 ≤ max
{⌊𝜂

3

⌋
|𝐷 /𝜋 |,

⌊𝜂
4

⌋
4|𝐷 /𝜋 |

}
. (262)

Combining Eq. (256) with Eqs. (259) and (262) yields the lemma statement. □
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With Lemmas 40 and 41, Theorem 25, restated here for convenience, can be proved.

Theorem 42 (𝑝 = 1 Pionless-EFT Trotter Error (Theorem 25 of the main text)). For the pionless-EFT Hamiltonian
described in Section 3.1,𝑒−𝑖𝐻𝑡 − P ( /𝜋 )

1 (𝑡)

𝜂
≤ 𝑡2

(
15ℎ2𝜂 + 6ℎmax

{
𝐴1

⌊𝜂
2

⌋
, 𝐴2

⌊𝜂
3

⌋
, 𝐴3

⌊𝜂
4

⌋})
, (263)

where ℎ = 1
2𝑀𝑎2

𝐿

is the coefficient of the hopping term, and

𝐴1 = 2|𝐶 /𝜋 |, 𝐴2 = 2|3𝐶 /𝜋 + 𝐷 /𝜋 | + |𝐷 /𝜋 |, 𝐴3 = 2|6𝐶 /𝜋 + 4𝐷 /𝜋 | + 4|𝐷 /𝜋 |, (264)

Here, 𝐶 /𝜋 and 𝐷 /𝜋 are the low-energy constants of two- and three-nucleon contact terms.

Proof. Consider the splitting of the pionless-EFT Hamiltonian 𝐻 into seven terms 𝐻𝛾 for 𝛾 ∈ {1, . . . , 7} as described
above. Then directly apply the 𝑝 = 1 Trotter error bound in Eq. (34). In this bound, there are

(6
2
)
= 15 kinetic-kinetic

commutators, each bounded as in Lemma 40. In addition, there are 6 kinetic-potential commutators, each bounded as in
Lemma 41. Applying the triangle inequality in the expression in Eq. (34) for the 𝑝 = 1 pionless EFT, the Trotter error
bound immediately yields the result. □

F.1.2 𝑝 = 2

We now present the proof of Theorem 26, which bounds the 𝑝 = 2 Trotter error for the pionless EFT. We consider the
same splitting of the Hamiltonian in Eq. (50) into seven terms {𝐻𝛾} as in the previous subsection. To evaluate the
𝑝 = 2 Trotter error formula, we evaluate semi-norms of commutators of the forms [𝐻𝛾𝜇 , [𝐻𝛾𝜈 , 𝐻𝛾𝜉 ]], [𝑉, [𝐻𝛾𝜇 , 𝐻𝛾𝜈 ]],
[𝐻𝛾𝜇 , [𝑉, 𝐻𝛾𝜉 ]], and [𝑉, [𝑉, 𝐻𝛾𝜇 ]], where from here on we assume that 𝛾𝜇, 𝛾𝜈 , 𝛾𝜉 ∈ {1, . . . , 6} unless explicitly stated
otherwise. Also recall that 𝑉 B 𝐻7. The proofs are presented in the following lemmas.

Lemma 43. [𝐻𝛾𝜇 , [𝐻𝛾𝜈 , 𝐻𝛾𝜉 ]]𝜂 ≤ 2ℎ3𝜂, (265)

for 𝜈 ≠ 𝜉.

Proof. We proceed similarly to Lemma 40. Direct computation yields

[𝐻𝛾𝜇 , [𝐻𝛾𝜈 , 𝐻𝛾𝜉 ]] =
[
𝐻𝛾𝜇 ,

∑︁
𝜎

∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜈

∑︁
(𝑖′ , 𝑗′ ) ∈Ω𝛾𝜉

(𝑖, 𝑗 )∩(𝑖′ , 𝑗′ )≠∅

[
Δ𝜎𝑖 𝑗 ,Δ

𝜎
𝑖′ 𝑗′

] ]

= ℎ3
∑︁
𝜎

∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜈

∑︁
(𝑖′ , 𝑗′ ) ∈Ω𝛾𝜉

(𝑖, 𝑗 )∩(𝑖′ , 𝑗′ )≠∅

∑︁
(𝑖′′ , 𝑗′′ ) ∈Ω𝛾𝜇

(𝑖′′ , 𝑗′′ )∩(𝑖′ , 𝑗′ )∩(𝑖, 𝑗 )≠∅

[
Δ𝜎𝑖′′ 𝑗′′ ,

[
Δ𝜎𝑖 𝑗 ,Δ

𝜎
𝑖′ 𝑗′

] ]
. (266)

Each term in this sum is a nested commutator of three “connected” hopping terms. Using a diagrammatic approach, it is
straightforward to show that the hopping terms that result from this nested commutator can be split into two sums over
disjoint sets of hopping terms. In particular, for each 𝜎, the splitting goes as

= +

(267)
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where we have considered a representative 2D sub-lattice. The inner commutators are between hopping terms,
represented by solid red and blue lines, and the outer commutator is between the result of these commutators and
hopping terms represented by solid gray lines. Dashed green lines represent the result of the full nested commutator.
Lemma 39 can then be applied to each of these sums over disjoint hopping terms, proving the result. □

Lemma 44. [𝑉, [𝐻𝛾𝜇 , 𝐻𝛾𝜈 ]]𝜂 ≤ 4ℎ2 max {𝑤2, 𝑤3, 𝑤4} , (268)

where

𝑤2 = 2|𝐶 /𝜋 |
⌊𝜂

2

⌋
, 𝑤3 =

(
2|3𝐶 /𝜋 + 𝐷 /𝜋 | + |𝐷 /𝜋 |

) ⌊𝜂
3

⌋
, 𝑤4 =

(
2|6𝐶 /𝜋 + 4𝐷 /𝜋 | + 4|𝐷 /𝜋 |

) ⌊𝜂
4

⌋
, (269)

for 𝜇 ≠ 𝜈.

Proof. Using the diagram in Eq. (250) of Lemma 40, the inner commutator amounts to a sum over two disjoint sets of
hopping terms that cover the lattice. Consequently, Lemma 41 can be applied directly to each term. The result follows
immediately. □

Lemma 45. [𝐻𝛾𝜇 , [𝑉, 𝐻𝛾𝜈 ]]𝜂 ≤ 12ℎ2 max {𝑛2, 𝑛3, 𝑛4} + 12ℎ2 max {𝑐3, 𝑐4} , (270)

where

𝑛2 = |𝐶 /𝜋 |
⌊𝜂

2

⌋
, 𝑛3 = |3𝐶 /𝜋 + 𝐷 /𝜋 |

⌊𝜂
3

⌋
, 𝑛4 = |6𝐶 /𝜋 + 4𝐷 /𝜋 |

⌊𝜂
4

⌋
, (271)

and

𝑐3 = |𝐷 /𝜋 |
⌊𝜂

3

⌋
, 𝑐4 = |4𝐷 /𝜋 |

⌊𝜂
4

⌋
. (272)

Proof. In the notation of Eq. (255), we have[𝐻𝛾𝜇 , [𝑉, 𝐻𝛾𝜈 ]]𝜂 = ℎ
[𝐻𝛾𝜇 , 𝐴 + 𝐴(𝑖 ↔ 𝑗) + 𝐴(𝜎 ↔ 𝜎′) + 𝐴(𝑖 ↔ 𝑗 , 𝜎 ↔ 𝜎′) + 𝐵 + 𝐵(𝑖 ↔ 𝑗)]


𝜂
, (273)

recalling that each of the terms 𝐴 and 𝐵 consists of a sum of hopping terms on disjoint indices multiplied by some
constants and some number operators. Applying the triangle inequality, we can consider each term separately. First,

[𝐻𝛾𝜇 , 𝐴] =
[
𝐻𝛾𝜇 ,

∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜈

∑︁
𝜎,𝜎′

𝜎′≠𝜎

Δ𝜎𝑖 𝑗𝑁𝜎′ (𝑖)
©«
𝐶 /𝜋

2
+
𝐷 /𝜋

6

∑︁
𝜎′′

𝜎′′≠𝜎′≠𝜎

𝑁𝜎′′ (𝑖)
ª®®¬
]
. (274)

For the hopping terms in 𝐻𝛾𝜇 , we use the commutation relation [Δ𝑖 𝑗 ,Δ 𝑗𝑙] = Δ𝑖𝑙 , yielding two terms of type 𝐴, as
depicted in Eq. (250). For the hopping terms of species 𝜎′ and 𝜎′′, we use the commutation relation [Δ𝑖 𝑗 , 𝑁 (𝑖)] = Δ𝑖 𝑗 .
Putting these together, we obtain

[𝐻𝛾𝜇 , 𝐴] = 2𝐴 +
∑︁

(𝑖, 𝑗 ) ∈Ω𝛾𝜈

∑︁
(𝑖,𝑘 ) ∈Ω𝛾𝜇

∑︁
𝜎,𝜎′

𝜎′≠𝜎

Δ𝜎𝑖 𝑗Δ
𝜎′

𝑖𝑘

©«
𝐶 /𝜋

2
+
𝐷 /𝜋

6

∑︁
𝜎′′

𝜎′′≠𝜎′≠𝜎

𝑁𝜎′′ (𝑖)
ª®®¬

+
∑︁

(𝑖, 𝑗 ) ∈Ω𝛾𝜈

∑︁
(𝑖,𝑘 ) ∈Ω𝛾𝜇

∑︁
𝜎,𝜎′

𝜎′≠𝜎

Δ𝜎𝑖 𝑗𝑁𝜎′ (𝑖)
©«
𝐷 /𝜋

6

∑︁
𝜎′′

𝜎′′≠𝜎′≠𝜎

Δ𝜎
′′

𝑖𝑘

ª®®¬ , (275)
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where 𝐴 denotes a term of type 𝐴 (since the particular indices are irrelevant when evaluating the norm). To bound the
semi-norms of the new terms, we use thatΔ𝑖 𝑗Δ𝑖𝑘𝑁 (𝑖)


𝜂
≤

Δ𝑖 𝑗𝜂 ∥Δ𝑖𝑘 ∥𝜂 ∥𝑁 (𝑖)∥𝜂 ≤ 1, (276)

and then bound the terms for different fermion numbers per site using arguments nearly identical to those in Lemma 41.
We find that [𝐻𝛾𝜇 , 𝐴]𝜂 ≤ 3ℎmax {𝑛2, 𝑛3, 𝑛4} + ℎmax {𝑐3, 𝑐4} , (277)

where

𝑛2 = |𝐶 /𝜋 |
⌊𝜂

2

⌋
, 𝑛3 = |3𝐶 /𝜋 + 𝐷 /𝜋 |

⌊𝜂
3

⌋
, 𝑛4 = |6𝐶 /𝜋 + 4𝐷 /𝜋 |

⌊𝜂
4

⌋
, (278)

and

𝑐3 = |𝐷 /𝜋 |
⌊𝜂

3

⌋
, 𝑐4 = |4𝐷 /𝜋 |

⌊𝜂
4

⌋
. (279)

Now consider the terms of type 𝐵. In this case,

[𝐻𝛾𝜇 , 𝐵] =
[
𝐻𝛾𝜇 ,

∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜇

∑︁
𝜎,𝜎′ ,𝜎′′

𝜎≠𝜎′≠𝜎′′

𝑁𝜎 (𝑖)𝑁𝜎′ (𝑖)
𝐷 /𝜋

6
Δ𝜎

′′
𝑖 𝑗

]
(280)

= 2𝐵 +
∑︁

(𝑖, 𝑗 ) ∈Ω𝛾𝜈

∑︁
(𝑖,𝑘 ) ∈Ω𝛾𝜈

∑︁
𝜎,𝜎′ ,𝜎′′

𝜎≠𝜎′≠𝜎′′

Δ𝜎𝑖𝑘𝑁𝜎′ ( 𝑗)
𝐷 /𝜋

6
Δ𝜎

′′
𝑖 𝑗 +

∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜈

∑︁
(𝑖,𝑘 ) ∈Ω𝛾𝜈

∑︁
𝜎,𝜎′ ,𝜎′′

𝜎≠𝜎′≠𝜎′′

𝑁𝜎 (𝑖)Δ𝜎
′

𝑗𝑘

𝐷 /𝜋

6
Δ𝜎

′′
𝑖 𝑗 .

(281)

Again, the semi-norms of the latter two terms can be found for each fermion-number subspace using arguments identical
to those of Lemma 41, yielding a semi-norm equivalent to terms of type 𝐵. Therefore,[𝐻𝛾𝜇 , 𝐵]𝜂 ≤ 4ℎmax {𝑐3, 𝑐4} . (282)

Using the fact that there are four terms of the form [𝐻𝛾𝜇 , 𝐴] and two terms of the form [𝐻𝛾𝜇 , 𝐵] in Eq. (273), and
applying the triangle inequality, the result follows. □

Lemma 46. [𝑉, [𝑉, 𝐻𝛾𝜇 ]]𝜂 ≤ 4ℎmax {𝑞2, 𝑞3, 𝑞4} + 2ℎmax
{
𝑞′3, 𝑞

′
4
}
, (283)

where

𝑞2 = 2|𝐶 /𝜋 |2
⌊𝜂

2

⌋
, 𝑞3 =

����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� (12
����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� + ��𝐷 /𝜋
��) ⌊𝜂

3

⌋
,

𝑞4 = 24
����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� (6 ����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� + ��𝐷 /𝜋
��) ⌊𝜂

4

⌋
, (284)

and

𝑞′3 =

(
8|𝐷 /𝜋 |

����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� + 2
3
𝐷2

/𝜋

) ⌊𝜂
3

⌋
, 𝑞′4 = 8|𝐷 𝜋 |

(
6
����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� + |𝐷 /𝜋 |
) ⌊𝜂

4

⌋
. (285)

Proof. The inner commutator was already evaluated in Eq. (255) in Lemma 41. In the notation defined there,[𝑉, [𝑉, 𝐻𝛾𝜇 ]]𝜂 = ℎ ∥ [𝑉, 𝐴 + 𝐴(𝑖 ↔ 𝑗) + 𝐴(𝜎 ↔ 𝜎′) + 𝐴(𝑖 ↔ 𝑗 , 𝜎 ↔ 𝜎′) + 𝐵 + 𝐵(𝑖 ↔ 𝑗)] ∥𝜂 . (286)
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Therefore, it suffices to bound two types of terms, [𝑉, 𝐴] and [𝑉, 𝐵]. First,

[𝑉, 𝐴] =
[∑︁
𝑘

∑︁
𝜉 , 𝜉 ′

𝜉≠𝜉 ′

𝑁𝜉 (𝑘)𝑁𝜉 ′ (𝑘)
(
𝐶 /𝜋

2
+
𝐷 /𝜋

6

∑︁
𝜉 ′′

𝜉≠𝜉 ′≠𝜉 ′′

𝑁𝜉 ′′ (𝑘)
)
,

∑︁
(𝑖, 𝑗 ) ∈Ω𝛾𝜇

∑︁
𝜎,𝜎′

𝜎≠𝜎′

Δ𝜎𝑖 𝑗𝑁𝜎′ (𝑖)
(
𝐶 /𝜋

2
+
𝐷 /𝜋

6

∑︁
𝜎′′

𝜎≠𝜎′≠𝜎′′

𝑁𝜎′′ (𝑖)
)]
,

(287)

where we have used 𝜉, 𝜉′, 𝜉′′ to label particle types in the first operator in the commutator. The semi-norms of these
terms for each possible on-site fermion number can be bounded just as in Lemma 41. There is no contribution to the
semi-norm from states with no or a single fermion per site, so we begin with the case of two fermions per site, for which
the commutator simplifies to

[𝑉, 𝐴] =
[
𝐶 /𝜋

2

∑︁
𝑘

∑︁
𝜉 , 𝜉 ′

𝜉≠𝜉 ′

𝑁𝜉 (𝑘)𝑁𝜉 ′ (𝑘),
∑︁

(𝑖, 𝑗 ) ∈Ω𝛾𝜇

∑︁
𝜎,𝜎′

𝜎≠𝜎′

Δ𝜎𝑖 𝑗𝑁𝜎′ (𝑖)
𝐶 /𝜋

2

]
+ (terms with semi-norm 0). (288)

This is because terms proportional to 𝐷 /𝜋 have zero semi-norm in the sector with two fermions per site. This commutator
is non-zero for terms where 𝑘 = 𝑖 or 𝑘 = 𝑗 and 𝜉 = 𝜎 or 𝜉′ = 𝜎. In addition, among two-particle states, there are
two possibilities for 𝜎 in the sum over 𝜎 and one possibility for 𝜎′ ≠ 𝜎. This makes for a total of 23 = 8 terms with
non-zero fermionic semi-norm. In total, using that there are at most ⌊𝜂/2⌋ pairs of sites (𝑖, 𝑗) with fermion number two,
this gives a bound on ∥[𝑉, 𝐴] ∥𝜂 terms with the assumption of two particles per site of

𝑞2 B 8
|𝐶 /𝜋 |2

4

⌊𝜂
2

⌋
= 2|𝐶 /𝜋 |2

⌊𝜂
2

⌋
. (289)

Now consider the case of three fermions per site. Here, all terms in Eq. (288) contribute. First consider the set
of non-zero terms where 𝑘 = 𝑖 or 𝑘 = 𝑗 and 𝜉 = 𝜎 or 𝜉′ = 𝜎. Such terms have a fermionic semi-norm bounded by��𝐶 /𝜋/2 + 𝐷 /𝜋/6

��2. When summing over 𝜎 for the case of three fermions per site, there are three options for 𝜎, two
options for 𝜎′ ≠ 𝜎, and two options for 𝜉′ ≠ 𝜎 or 𝜉 ≠ 𝜎 (when 𝜉 = 𝜎 and 𝜉′ = 𝜎, respectively). This makes for a total
of 2 × 2 × 3 × 2 × 2 = 48 non-zero terms and yields a fermionic semi-norm for all of these terms bounded by

2 × 2 × 3 × 2 × 2 ×
����𝐶 /𝜋

2
+
𝐷 /𝜋

6

����2 ⌊𝜂
3

⌋
= 48

����𝐶 /𝜋

2
+
𝐷 /𝜋

6

����2 ⌊𝜂
3

⌋
. (290)

With three particles per site, we also have a set of terms where 𝑘 = 𝑖 or 𝑘 = 𝑗 and 𝜉′′ = 𝜎 that have a non-zero
semi-norm. Here, there are three options for 𝜎, two options for 𝜎′ ≠ 𝜎, two options for 𝜉 ≠ 𝜎, and one option for
𝜉′ ≠ 𝜉 ≠ 𝜎. This yields an upper bound on the semi-norm on of all such terms of

2 × 3 × 2 × 2 × 1 ×
����𝐷 /𝜋

6

���� ����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� ⌊𝜂3 ⌋
= 4

��𝐷 /𝜋
�� ����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� ⌊𝜂3 ⌋
. (291)

Putting these together, we define

𝑞3 B 4
����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� (12
����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� + ��𝐷 /𝜋
��) ⌊𝜂

3

⌋
. (292)

When there are four fermions per site, the same terms are non-zero as in the case of three fermions, but now, when
summing over 𝜎, there are four options for 𝜎 with non-zero semi-norm, three options for 𝜎′ ≠ 𝜎, and three options for
𝜉′ ≠ 𝜎 or 𝜉 ≠ 𝜎 (when 𝜉 = 𝜎 and 𝜉′ = 𝜎, respectively). Furthermore, the term proportional to 𝐷 /𝜋 comes with two
more options for index 𝜎′′ ≠ 𝜎′ ≠ 𝜎. These all yield a bound of

2 × 2 × 4 × 3 × 3 ×
����𝐶 /𝜋

2
+ 2 ×

𝐷 /𝜋

6

����2 ⌊𝜂
4

⌋
= 144

����𝐶 /𝜋

2
+
𝐷 /𝜋

3

����2 ⌊𝜂
4

⌋
. (293)
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With four particles per site, we also have a set of terms where 𝑘 = 𝑖 or 𝑘 = 𝑗 and 𝜉′′ = 𝜎 that have a non-zero semi-norm.
Here, there are four options for 𝜎, three options for 𝜎′ ≠ 𝜎, three options for 𝜉 ≠ 𝜎, and two options for 𝜉′ ≠ 𝜉 ≠ 𝜎.
We also still have two options for 𝜎′′ ≠ 𝜎′ ≠ 𝜎. This yields an upper bound on the semi-norm on all such terms of

2 × 4 × 3 × 3 × 2 ×
����𝐷 /𝜋

6

���� ����𝐶 /𝜋

2
+ 2 ×

𝐷 /𝜋

6

���� ⌊𝜂4 ⌋
= 24

��𝐷 /𝜋
�� ����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� ⌊𝜂4 ⌋
. (294)

Together, these terms are bounded by

𝑞4 B 24
����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� (6 ����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� + ��𝐷 /𝜋
��) ⌊𝜂

4

⌋
. (295)

Now consider

[𝑉, 𝐵] =
[∑︁
𝑘

∑︁
𝜉 , 𝜉 ′

𝜉≠𝜉 ′

𝑁𝜉 (𝑘)𝑁𝜉 ′ (𝑘)
(
𝐶 /𝜋

2
+
𝐷 /𝜋

6

∑︁
𝜉 ′′

𝜉≠𝜉 ′≠𝜉 ′′

𝑁𝜉 ′′ (𝑘)
)
,
∑︁
(𝑖, 𝑗 )

∑︁
𝜎,𝜎′ ,𝜎′′

𝜎≠𝜎′≠𝜎′′

𝑁𝜎 (𝑖)𝑁𝜎′ (𝑖)
𝐷 /𝜋

6
Δ𝜎

′′
𝑖 𝑗

]
. (296)

The semi-norm of this commutator is zero for states with less than three fermions per site, so we begin with the case of
three fermions per site. Non-zero terms occur when 𝑘 = 𝑖 or 𝑘 = 𝑗 and 𝜉 = 𝜎′′ or 𝜉′ = 𝜎′′. Similar to the case of the
[𝑉, 𝐴] commutator, there are three options for 𝜎′′ with non-zero semi-norm, two options for 𝜎, one option for 𝜎′, and
two options for 𝜉′ ≠ 𝜎′′ or 𝜉 ≠ 𝜎′′ (when 𝜉 = 𝜎′′ and 𝜉′ = 𝜎′′, respectively). This yields a bound on the fermionic
semi-norm over states with three fermion per site of

2 × 2 × 3 × 2 × 2 ×
����𝐷 /𝜋

6

���� ����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� ⌊𝜂3 ⌋
= 8|𝐷 /𝜋 |

����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� ⌊𝜂3 ⌋
. (297)

Furthermore, if 𝜉′′ = 𝜎′′, we get a bound of

2 × 3 × 2 × 2 ×
(
𝐷 /𝜋

6

)2 ⌊𝜂
3

⌋
=

2
3
𝐷2

/𝜋

⌊𝜂
3

⌋
. (298)

Together, this yields a bound of

𝑞′3 B

(
8|𝐷 /𝜋 |

����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� + 2
3
𝐷2

/𝜋

) ⌊𝜂
3

⌋
. (299)

Similar reasoning yields a bound for the case of four fermions per site of

2 × 2 × 4 × 3 × 3 × 2 ×
����𝐷 /𝜋

6

���� ����𝐶 /𝜋

2
+ 2 ×

𝐷 /𝜋

6

���� ⌊𝜂4 ⌋
= 48|𝐷 /𝜋 |

����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� ⌊𝜂4 ⌋
(300)

for 𝜉 = 𝜎′′ or 𝜉′ = 𝜎′′, and

2 × 4 × 3 × 2 × 3 × 2 ×
(
𝐷 /𝜋

6

)2 ⌊𝜂
4

⌋
= 8𝐷2

/𝜋

⌊𝜂
4

⌋
(301)

for 𝜉′′ = 𝜎′′. Putting these together yields a bound of

𝑞′4 B 8|𝐷 𝜋 |
(
6
����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� + |𝐷 /𝜋 |
) ⌊𝜂

4

⌋
. (302)

Finally, using the fact that there are four commutators of type [𝑉, 𝐴] and two commutators of type [𝑉, 𝐵] in Eq. (286),
and maximizing over the different fermion-per-site sectors, the result follows. □

Using Lemmas 43 to 46 and Eq. (38), we prove Theorem 26, which is restated here for convenience.
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Theorem 47 (𝑝 = 2 Pionless-EFT Trotter Error (Theorem 26 from the main text)). For the pionless-EFT Hamiltonian
described in Section 3.1,𝑒−𝑖𝐻/𝜋 𝑡 − P ( /𝜋 )

2 (𝑡)

𝜂
≤ 𝑡3

12

(
125ℎ3𝜂 + 216ℎ2 (max{𝑛2, 𝑛3, 𝑛4} + max{𝑐3, 𝑐4}) (303)

+ 60ℎ2 max{𝑤1, 𝑤2, 𝑤3} + 12ℎ
(
2 max{𝑞2, 𝑞3, 𝑞4} + max{𝑞′3, 𝑞

′
4}

) )
, (304)

where ℎ = 1
2𝑀𝑎2

𝐿

is the coefficient of the hopping term, and

𝑛2 = |𝐶 /𝜋 |
⌊𝜂

2

⌋
, 𝑛3 = |3𝐶 /𝜋 + 𝐷 /𝜋 |

⌊𝜂
3

⌋
, 𝑛4 = |6𝐶 /𝜋 + 4𝐷 /𝜋 |

⌊𝜂
4

⌋
, (305)

𝑐3 = |𝐷 /𝜋 |
⌊𝜂

3

⌋
, 𝑐4 = 4|𝐷 /𝜋 |

⌊𝜂
4

⌋
, (306)

𝑤2 = 2|𝐶 /𝜋 |
⌊𝜂

2

⌋
, 𝑤3 =

(
|𝐷 /𝜋 | + 2|3𝐶 /𝜋 + 𝐷 /𝜋 |

) ⌊𝜂
3

⌋
, 𝑤4 =

(
4|𝐷 /𝜋 | + 2|6𝐶 /𝜋 + 4𝐷 /𝜋 |

) ⌊𝜂
4

⌋
, (307)

𝑞2 = 2|𝐶 /𝜋 |2
⌊𝜂

2

⌋
, 𝑞3 = 4

����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� (12
����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� + ��𝐷 /𝜋
��) ⌊𝜂

3

⌋
, (308)

𝑞4 = 24
����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� (6 ����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� + ��𝐷 /𝜋
��) ⌊𝜂

4

⌋
, (309)

𝑞′3 =

(
8|𝐷 /𝜋 |

����𝐶 /𝜋

2
+
𝐷 /𝜋

6

���� + 2
3
𝐷2

/𝜋

) ⌊𝜂
3

⌋
, 𝑞′4 = 8|𝐷 𝜋 |

(
6
����𝐶 /𝜋

2
+
𝐷 /𝜋

3

���� + |𝐷 /𝜋 |
) ⌊𝜂

4

⌋
, (310)

Here, 𝐶 /𝜋 and 𝐷 /𝜋 are the low-energy constants of two- and three-nucleon contact terms.

Proof. Directly applying the 𝑝 = 2 Trotter error bound in Eq. (39), the proof follows from counting the number of terms
of each type considered in the above lemmas and a single application of the triangle inequality. In particular, from the
first term in the bound in Eq. (39), we obtain 55 commutators of the form [𝐻𝛾𝜇 , [𝐻𝛾𝜈 , 𝐻𝛾𝜉 ]] bounded as in Lemma 43.
We also obtain 15 commutators of the form [𝐻𝛾𝜇 , [𝑉, 𝐻𝛾𝜈 ]] bounded as in Lemma 45, 15 commutators of the form
[𝑉, [𝐻𝛾𝜇 , 𝐻𝛾𝜈 ]] bounded as in Lemma 44, and 6 commutators of the form [𝑉, [𝑉, 𝐻𝛾𝜇 ]] bounded as in Lemma 46.
From the second term of the bound in Eq. (39), we obtain 15 commutators of the form [𝐻𝛾𝜈 , [𝐻𝛾𝜈 , 𝐻𝛾𝜉 ]] bounded
as in Lemma 43 and 6 commutators of the form [𝐻𝛾𝜇 , [𝐻𝛾𝜇 , 𝑉]] bounded as in Lemma 45 (using the Jacobi identity
and the fact that [𝐻𝛾𝜇 , 𝐻𝛾𝜇 ] = 0). Summing all these contributions using the triangle inequality yields the theorem
statement. □

F.2 One-Pion-Exchange Bounds
In this Appendix, we derive the 𝑝 = 1 Trotter error bounds for the OPE EFT Hamiltonian.

Theorem 48 (One-Pion-Exchange Trotter Error Bound). For the time evolution of the OPE EFT with a first-order
product formula,

P (OPE)
1 (𝑡) − 𝑒−𝑖𝑡𝐻OPE


𝜂
≤ 𝑡2

2 𝜁 , where 𝜁 is the sum of the bounds which are reported in the Lemmas
noted in Table 17.

Proof. We use the expression for Trotter error in Eq. (34), restated here for convenience:𝑒𝑖𝐻OPE𝑡 − P (OPE)
1 (𝑡)


𝜂
≤ 𝑡2

2

Γ∑︁
𝛾1=1

 ∑︁
𝛾2≥𝛾1+1

[
𝐻𝛾2 , 𝐻𝛾1

]
𝜂

. (311)

To proceed, we assign the 𝛾𝑖 labels to the local terms in the Hamiltonian for their use in the commutator bound above.
The labeling of the kinetic and contact interaction terms has been discussed previously. However, the contact and
long-range terms are new and are discussed below.
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𝐻free 𝐻𝐶 𝐻𝐶
𝐼2 𝐻LR (0) 𝐻LR

𝐻free Lemma 40 Lemma 49 Lemma 51 Lemma 54 Lemma 58
𝐻𝐶 - Lemma 50 Lemma 52 Lemma 55 Lemma 59
𝐻𝐶

𝐼2 - - Lemma 53 Lemma 56 Lemma 60
𝐻LR (0) - - - Lemma 57 Lemma 61
𝐻LR - - - - Lemma 62 , Lemma 63

Table 17: Commutators for the OPE EFT Hamiltonian and the lemma in which a bound on the value of the commutator is computed.

(a) (b) (c)

Figure 22: (a) All diagonal north-west facing terms in 𝐻LR. (b) and (c) Decomposition into two sets of terms, such that the terms
within each set have zero support on other terms in that same set. Other examples of interaction types and their decomposition to
disjoint sets are shown in Fig. 6 of the main text.

For 𝐻𝐶 given in Eq. (67), all the summands commute, so they can be implemented with no error with a fixed circuit,
so we consider 𝐻𝐶 to consist of a single term whose time evolution involves zero Trotter error.

For 𝐻𝐶
𝐼2 given in Eq. (73), there are 11 types of Hermitian terms, and the time evolution of each can be implemented

via straightforward circuits, as discussed in Section 4.2.
Finally, as per Section 3.2.2, when considering long-range terms in 𝐻LR (𝑟) (i.e., 𝑟 = |x − y | > 0), we must

implement terms of the form given in Eq. (75). Therefore, the most general possible term has two fermionic creation
and two fermionic annihilation operators, which has (22)4 = 256 possible combinations. This puts an upper bound on
the number of terms to be implemented for fixed x and y at a given 𝑟 . We denote the number of lattice sites at distance
𝑟 of a given lattice site as 𝑞(𝑟). For instance, for 𝐻LR (

√
2𝑎𝐿), part of the decomposition is shown in Fig. 22, while the

complete decomposition yields 𝑞(
√

2𝑎𝐿) = 12 disjoint sets.

Hamiltonian Term Set of Terms Number of Layers Upper Bound
𝐻free Γfree 6
𝐻𝐶 Γ𝐶 1
𝐻𝐶

𝐼2 Γ𝐶
𝐼2 12

𝐻LR (0) Γ𝐿𝑅0 256
𝐻LR (𝑟) ΓLR 256 𝑞(𝑟)

Table 18: Decomposition of 𝐻OPE in Eq. (66) into layers for the application of the first-order Trotter error bound. Here, 𝑞(𝑟) is the
number of lattice points at distance 𝑟 of any other given lattice point.
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With this identification of the number of Hamiltonian sets, as summarized in Table 18, we bound the commutator as

Γ∑︁
𝛾1=1

 ∑︁
𝛾2≥𝛾1+1

[
𝐻𝛾1 , 𝐻𝛾2

] ≤
∑︁
𝛾1

(  ∑︁
𝛾2≥𝛾1+1

[𝑇𝛾1 , 𝑇𝛾2 ]


𝜂

+
[𝑇𝛾1 , 𝐻𝐶 ]


𝜂
+

[𝑇𝛾1 , 𝐻𝐶𝐼2 ]

𝜂
+

∑︁
𝛾2

[𝑇𝛾1 , 𝐻
(𝛾2 )
LR (0)]


𝜂

+
∑︁
𝛾2

[𝑇𝛾1 , 𝐻
(𝛾2 )
LR (𝑎𝐿)]


𝜂

+
∑︁
𝛾2

[𝑇𝛾1 , 𝐻
(𝛾2 )
LR (

√
2𝑎𝐿)]


𝜂

+ · · · +
∑︁
𝛾2

[𝑇𝛾1 , 𝐻
(𝛾2 )
LR (ℓ𝑎𝐿)]


𝜂

)
+

( ∑︁
𝛾2

[𝐻𝐶 , 𝐻 (𝛾2 )
𝐶

𝐼2
]

𝜂

+
∑︁
𝛾2

[𝐻𝐶 , 𝐻 (𝛾2 )
LR (0)]


𝜂

+ · · · +
∑︁
𝛾2

[𝐻𝐶 , 𝐻 (𝛾2 )
LR (ℓ𝑎𝐿)


𝜂

)
+

∑︁
𝛾1

( ∑︁
𝛾2

[𝐻 (𝛾1 )
𝐶

𝐼2
, 𝐻

(𝛾2 )
LR (0)]


𝜂

+ · · · +
∑︁
𝛾2

[𝐻 (𝛾1 )
𝐶

𝐼2
, 𝐻

(𝛾2 )
LR (ℓ𝑎𝐿)


𝜂

)
+

∑︁
𝛾1

(  ∑︁
𝛾2≥𝛾1+1

[𝐻 (𝛾1 )
LR (0), 𝐻 (𝛾2 )

LR (0)]


𝜂

+ · · · +
∑︁
𝛾2

[𝐻 (𝛾1 )
LR (0), 𝐻 (𝛾2 )

LR (ℓ𝑎𝐿)]

𝜂

)
...

+
∑︁
𝛾1

 ∑︁
𝛾2≥𝛾1+1

[𝐻 (𝛾1 )
LR (ℓ𝑎𝐿), 𝐻 (𝛾2 )

LR (ℓ𝑎𝐿)]


𝜂

, (312)

where ℓ is the cutoff length of the long-range interaction. The different types of commutators appearing in this expression,
and the lemmas that bound them, are summarized in Table 17. □

To prove these bounds on the commutators, we make extensive use of Theorem 34 and Lemma 39, which bound the
fermionic semi-norms of NPFOs in terms of the number of fermions rather than the number of ferminonic modes.

Lemma 49.

∥ [𝐻free, 𝐻𝐶 ] ∥𝜂 ≤ 18ℎ|𝐶 |𝜂. (313)

Proof. Starting with Eq. (72), which states that

𝐻𝐶 =
𝐶

2

∑︁
𝑘

∑︁
𝜎,𝜎′

𝑁𝜎 (𝑘)𝑁𝜎′ (𝑘), (314)

we consider the commutator[∑︁
𝜎

∑︁
⟨𝑖, 𝑗 ⟩

Δ𝜎𝑖 𝑗 ,
∑︁
𝜎′ ,𝜎′′

∑︁
𝑘

𝑁𝜎′ (𝑘)𝑁𝜎′′ (𝑘)
]
=

∑︁
𝜎,𝜎′

∑︁
⟨𝑖, 𝑗 ⟩,𝑘

(
𝑁𝜎′ (𝑘) [Δ𝜎𝑖 𝑗 , 𝑁𝜎 (𝑘)] + [Δ𝜎𝑖 𝑗 , 𝑁𝜎 (𝑘)]𝑁𝜎′ (𝑘)

)
. (315)

Using that [𝑁𝜎 (𝑖),Δ𝜎𝑖 𝑗 )] = Δ𝜎
𝑖 𝑗

, this can be written as

−
∑︁
𝜎,𝜎′

∑︁
⟨𝑖, 𝑗 ⟩

(
𝑁𝜎′ (𝑖)Δ𝜎𝑖 𝑗 + 𝑁𝜎′ ( 𝑗)Δ𝜎𝑖 𝑗 + Δ𝜎𝑖 𝑗𝑁𝜎′ (𝑖) + Δ𝜎𝑖 𝑗𝑁𝜎′ ( 𝑗)

)
= −

∑︁
𝜎≠𝜎′

∑︁
⟨𝑖, 𝑗 ⟩

(
𝑁𝜎′ (𝑖)Δ𝜎𝑖 𝑗 + 𝑁𝜎′ ( 𝑗)Δ𝜎𝑖 𝑗 + Δ𝜎𝑖 𝑗𝑁𝜎′ (𝑖) + Δ𝜎𝑖 𝑗𝑁𝜎′ ( 𝑗)

)
− 2

∑︁
𝜎

∑︁
⟨𝑖, 𝑗 ⟩

Δ𝜎𝑖 𝑗 . (316)
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In the last line, we used the identity Δ𝜎
𝑖 𝑗
𝑁𝜎 (𝑖) = 𝑎†𝜎 ( 𝑗)𝑎𝜎 (𝑖). Consequently,

∥ [𝐻free, 𝐻𝐶 ] ∥𝜂 ≤ ℎ |𝐶 |
2

 ∑︁
𝜎≠𝜎′

∑︁
⟨𝑖, 𝑗 ⟩

(
𝑁𝜎′ (𝑖)Δ𝜎𝑖 𝑗 + 𝑁𝜎′ ( 𝑗)Δ𝜎𝑖 𝑗 + Δ𝜎𝑖 𝑗𝑁𝜎′ (𝑖) + Δ𝜎𝑖 𝑗𝑁𝜎′ ( 𝑗)

)
𝜂

+ ℎ|𝐶 |
2

2
∑︁
𝜎

∑︁
⟨𝑖, 𝑗 ⟩

Δ𝜎𝑖 𝑗


𝜂

≤ 2ℎ|𝐶 |
6∑︁

𝛾𝑘=1

 ∑︁
𝜎≠𝜎′

∑︁
⟨𝑖, 𝑗 ⟩∈Ω𝛾𝑘

𝑁𝜎′ (𝑖)Δ𝜎𝑖 𝑗


𝜂

+ ℎ|𝐶 |
6∑︁

𝛾𝑘=1

∑︁𝜎 ∑︁
⟨𝑖, 𝑗 ⟩∈Ω𝛾𝑘

Δ𝜎𝑖 𝑗


𝜂

≤ 18ℎ|𝐶 |𝜂. (317)

Here, Ω𝛾𝑘 are one of the 6 disjoint sets of kinetic terms as explained in Appendix F.1.1. □

Note that above and in the following lemmas, we loosely bound the semi-norm of the product of fermionic operators
over disjoint sets by 𝜂. A more fine-grained approach would make considerations similar to those presented in
Appendix F.1 so that, for example, the first term in the second line of Eq. (317) will be bounded as 12ℎ|𝐶 | ⌊𝜂/2⌋.
However, keeping track of such distinctions will prove difficult in later cases, so we simplify the analysis at the cost of
slightly worse bounds.

Lemma 50. ∑︁
𝛾1

[𝐻 (𝛾1 )
𝐶

,
∑︁

𝛾2=𝛾1+1
𝐻

(𝛾2 )
𝐶

]
𝜂

= 0. (318)

Proof. All commutators that arise take the form[
𝑁𝜎 (𝑖)𝑁𝜎′ (𝑖), 𝑁𝜎′′ ( 𝑗)𝑁𝜎′′′ ( 𝑗)

]
= 0, (319)

so the total commutator vanishes. □

Lemma 51. [𝐻free,
∑︁
𝛾2

𝐻
(𝛾2 )
𝐶

𝐼2

]
𝜂

≤ 528 ℎ |𝐶𝐼2 |𝜂. (320)

Proof. Starting with Eq. (73), which states that

𝐻𝐶
𝐼2 =

𝐶𝐼2

2

∑︁
x

:
{
𝑁2
↑𝑝 + 𝑁

2
↓𝑝 + 𝑁

2
↑𝑛 + 𝑁

2
↓𝑛 − 6𝑁↑𝑝𝑁↑𝑛 + 2𝑁↑𝑝𝑁↓𝑝 − 2𝑁↑𝑝𝑁↓𝑛 − 2𝑁↓𝑝𝑁↑𝑛 + 2𝑁↑𝑛𝑁↓𝑛 − 6𝑁↓𝑝𝑁↓𝑛

− 4
(
𝑎
†
↑𝑝𝑎↓𝑝𝑎

†
↓𝑛𝑎↑𝑛 + h.c.

)}
: , (321)

we consider the commutator∑︁
𝜎

∑︁
𝑘

∑︁
⟨𝑖, 𝑗 ⟩

( [
Δ𝜎𝑖 𝑗 , 𝑁

2
↑𝑝 (𝑘) + 𝑁

2
↓𝑝 (𝑘) + 𝑁

2
↑𝑛 (𝑘) + 𝑁

2
↓𝑛 (𝑘)

]
+

[
Δ𝜎𝑖 𝑗 ,−6𝑁↑𝑝 (𝑘)𝑁↑𝑛 (𝑘) + 2𝑁↑𝑝 (𝑘)𝑁↓𝑝 (𝑘) − 2𝑁↑𝑝 (𝑘)𝑁↓𝑛 (𝑘) − 2𝑁↓𝑝 (𝑘)𝑁↑𝑛 (𝑘) + 2𝑁↑𝑛 (𝑘)𝑁↓𝑛 (𝑘)

−6𝑁↓𝑝 (𝑘)𝑁↓𝑛 (𝑘)
]
+ 4

[
Δ𝜎𝑖 𝑗 , :

(
𝑎
†
↑𝑝 (𝑘)𝑎↓𝑝 (𝑘)𝑎

†
↓𝑛 (𝑘)𝑎↑𝑛 (𝑘) + h.c.

)
:
] )
. (322)

First, note that one can either have 𝑘 = 𝑖 or 𝑘 = 𝑗 . Then, there are 4 possible commutators of the type [Δ𝜎 , 𝑁2
𝜎],

and each commutator generates a term of the form 𝑁𝜎Δ
𝜎 + Δ𝜎𝑁𝜎 , which itself generates 4 NPFOs. There are at most
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10 commutators of the type [Δ↑𝑝 , 𝑁↑𝑝𝑁𝜎′ ] for 𝜎′ ≠↑ 𝑝, which generates a term of the form Δ↑𝑝𝑁𝜎′ , which itself
consists of 2 NPFOs. Similarly, for each 𝜎 =↓ 𝑝, ↑ 𝑛, and ↓ 𝑛, at most 20 NPFOs are generated. Finally, there are 4
commutators of the form [Δ𝜎 , 𝑎†↑𝑝𝑎

†
↓𝑛𝑎↑𝑛𝑎↓𝑝] (and 4 commutators from Hermitian-conjugate term). Each 𝜎 coincides

with one of the species indices in the four-fermion operator to give non-zero commutation, and there are four possible 𝜎
values. Each such commutator generates an operator semi-norm 1.12 Finally, to ensure that no overlapping spatial lattice
sites are present, we break the kinetic hopping terms into 6 disjoint sets in the typical way. Using this information and
applying Theorem 34, we find[𝐻free,

∑︁
𝛾2

𝐻
(𝛾2 )
𝐶

𝐼2

]
𝜂

≤ |𝐶𝐼2 |ℎ
2

× 6 × (32𝜂 + 80𝜂 + 64𝜂) = 528 ℎ|𝐶𝐼2 |𝜂. (323)

□

Lemma 52. [𝐻𝐶 ,∑︁
𝛾2

𝐻
(𝛾2 )
𝐶

𝐼2

]
𝜂

= 0. (324)

Proof. Dividing 𝐻𝐶 and 𝐻𝐶
𝐼2 into the subterms acting on individual lattice sites, we have[

𝐻𝐶 ,
∑︁
𝛾2

𝐻
(𝛾2 )
𝐶

𝐼2

]
=

∑︁
𝑖

[
𝐻𝐶 (𝑖), 𝐻𝐶

𝐼2 (𝑖)
]

(325)

=
∑︁
𝑖

∑︁
𝜎,𝜎′

[
𝑁𝜎 (𝑖)𝑁𝜎′ (𝑖), 𝐻𝐶

𝐼2 (𝑖)
]

(326)

=
∑︁
𝑖

∑︁
𝜎

𝑁𝜎 (𝑖)
[∑︁
𝜎′
𝑁𝜎′ (𝑖), 𝐻𝐶

𝐼2 (𝑖)
]
+

[∑︁
𝜎

𝑁𝜎 (𝑖), 𝐻𝐶
𝐼2 (𝑖)

] ∑︁
𝜎′
𝑁𝜎′ , (327)

where the first equality arises from the fact that the only potentially non-zero commutators are among the terms on the
same sites. Here, 𝑖 refers to the qubit index of site x. Now, since 𝐻𝐶

𝐼2 (𝑖) is a number-preserving operator on each
spatial lattice site separately, [∑𝜎 𝑁𝜎 (𝑖), 𝐻𝐶𝐼2 (𝑖)] = 0. Thus the entire commutator is zero. □

Lemma 53. ∑︁
𝛾1

[𝐻 (𝛾1 )
𝐶

𝐼2
,

∑︁
𝛾2=𝛾1+1

𝐻
(𝛾2 )
𝐶

𝐼2

]
𝜂

≤ 60𝐶2
𝐼2𝜂. (328)

Proof. All the number-operator terms commute, so we are left with only commutators of the type [𝑁2
𝜎 , 𝑎

†
↑𝑝𝑎

†
↓𝑛𝑎↑𝑝𝑎↓𝑝]

or [𝑁𝜎𝑁𝜎′ , 𝑎
†
↑𝑝𝑎

†
↓𝑛𝑎↑𝑛𝑎↓𝑝] with 𝜎 ≠ 𝜎′ (as well as those with Hermitian conjugate terms). Then, it is easy to show

that i) for [𝑁2
𝜎 , 𝑎

†
↑𝑝𝑎

†
↓𝑛𝑎↑𝑛𝑎↓𝑝], one gets operators of at most semi-norm 3 if 𝜎 =↑ 𝑝 or 𝜎 =↓ 𝑛, and of at most

semi-norm 1 if 𝜎 =↑ 𝑛 or 𝜎 =↓ 𝑝, ii) for [𝑁𝜎𝑁𝜎′ , 𝑎
†
↑𝑝𝑎

†
↓𝑛𝑎↑𝑛𝑎↓𝑝], one gets operators of at most semi-norm 3 if

𝜎 =↑ 𝑝, 𝜎′ =↓ 𝑛 or 𝜎 =↓ 𝑛, 𝜎′ =↑ 𝑝, and of at most semi-norm 1 if 𝜎 =↑ 𝑛, 𝜎′ =↓ 𝑝 or 𝜎 =↓ 𝑝, 𝜎′ =↑ 𝑛.13 Note
that the last term in 𝐻𝐶

𝐼2 , of the form 𝑎†𝑎𝑎†𝑎 + h.c., does not need to be decomposed since the Hermitian-conjugate pair

12Consider, for example, the commutator [𝑎†𝑏 + 𝑏†𝑎, 𝑐†𝑑†𝑒𝑎] = [𝑎†𝑏, 𝑐†𝑑†𝑒𝑎] + [𝑏†𝑎, 𝑐†𝑑†𝑒𝑎], where for simplicity, we have denoted
distinct fermionic operators with different letters. The second commutator gives zero since it involves an 𝑎2 operator, while the first commutator gives

[𝑎†𝑏, 𝑐†𝑑†𝑒𝑎] = 𝑎†𝑏𝑐†𝑑†𝑒𝑎 − 𝑐†𝑑†𝑒𝑎𝑎†𝑏 = 𝑎†𝑐†𝑑†𝑏𝑒𝑎 − 𝑐†𝑑†𝑒𝑏𝑎𝑎† = 𝑐†𝑑†𝑏𝑒𝑎†𝑎 − 𝑐†𝑑†𝑒𝑏 (−𝑎†𝑎 + 1) = −𝑐†𝑑†𝑒𝑏,

which has semi-norm of at most 1. The other three possible types of commutators similarly have an operator semi-norm of at most 1.
13The derivation is similar to that presented in the previous footnote, but with the realization that 𝑁𝑎† = −𝑎†𝑁 + 𝑎† and 𝑁𝑎 = 0.
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can be written as a sum of commuting Pauli strings that can be implemented together, as in Eq. (74). Now accounting
for the coefficients of each operator in 𝐻𝐶

𝐼2 , we find

∑︁
𝛾1

[𝐻 (𝛾1 )
𝐶

𝐼2
,

∑︁
𝛾2=𝛾1+1

𝐻
(𝛾2 )
𝐶

𝐼2

]
𝜂

≤
𝐶2
𝐼

4
× 240 𝜂. (329)

□

Lemma 54. [𝐻free,
∑︁
𝛾2

𝐻
(𝛾2 )
LR (0)

]
𝜂

≤ 131072
3

𝑎−3
𝐿 ℎ

(
𝑔𝐴

2 𝑓𝜋

)2
𝜂. (330)

Proof. From Eq. (69), we notice that

𝐻LR (0) B − 1
9𝑎3
𝐿

(
𝑔𝐴

2 𝑓𝜋

)2 ∑︁
𝐼,𝑆

∑︁
x

[𝜏𝐼 (x)]𝛽′ 𝛿′ [𝜏𝐼 (x)]𝛽𝛿 [σ𝑆 (x)𝛼′𝛾′ [σ𝑆 (x)]𝛼𝛾 : 𝑎†
𝛼′𝛽′ (x)𝑎𝛾′ 𝛿′ (x)𝑎

†
𝛼𝛽

(x)𝑎𝛾𝛿 (x) : .

(331)

Thus, each commutator is of the general form [𝑎†
𝜉
(𝑖)𝑎 𝜉 ( 𝑗) + 𝑎†𝜉 ( 𝑗)𝑎 𝜉 (𝑖), 𝑎

†
𝜎 (𝑘)𝑎†𝜎′ (𝑘)𝑎𝜎′′ (𝑘)𝑎𝜎′′′ (𝑘)]. The non-

vanishing commutators arise from 𝑖 = 𝑘 or 𝑗 = 𝑘 . Let us inspect one of these options:

[𝑎†
𝜉
(𝑘)𝑎 𝜉 ( 𝑗) + 𝑎†𝜉 ( 𝑗)𝑎 𝜉 (𝑘), 𝑎

†
𝜎 (𝑘)𝑎†𝜎′ (𝑘)𝑎𝜎′′ (𝑘)𝑎𝜎′′′ (𝑘)] = [𝑎†

𝜉
(𝑘), 𝑎†𝜎 (𝑘)𝑎†𝜎′ (𝑘)𝑎𝜎′′ (𝑘)𝑎𝜎′′′ (𝑘)]𝑎 𝜉 ( 𝑗)

+ 𝑎†
𝜉
( 𝑗) [𝑎 𝜉 (𝑘), 𝑎†𝜎 (𝑘)𝑎†𝜎′ (𝑘)𝑎𝜎′′ (𝑘)𝑎𝜎′′′ (𝑘)] . (332)

Bounding the number of NPFOs contributing to the resulting commutators can be cumbersome if we attempt to specify
all the possibilities for species indices, so we resort to finding a rather loose bound. The maximum number of NPFOs is
generated when as many operators as possible are of similar type, so moving them around to make normal-ordered
operators according to Definition 22 could give rise to additional terms arising from their non-trivial anti-commutation.
So for this purpose, we consider a commutator of the form [𝑎†, 𝑎†𝑎†𝑎𝑎] or [𝑎, 𝑎†𝑎†𝑎𝑎], which each generate at most 4
NPFOs. This is of course a loose bound since, if all these operators were the same, the semi-norm of some operators
would have been zero as 𝑎𝑛𝜎 = (𝑎†𝜎)𝑛 = 0 for 𝑛 > 1. Nonetheless, we proceed with this upper bound.

Next, note that there are 4 hopping terms for each {𝑖, 𝑗} pair associated with each fermion species, and there are up
to 256 terms in 𝐻LR (0) for all combinations of spin-isospin indices in the four-fermion operator.

Finally, we count the number of disjoint sets arising from the commutator before applying Theorem 34. If one
takes a commutator of a 𝑇 (𝛾1 ) term and a 𝐻LR (0), the resulting terms will not necessarily be disjoint, similarly to
the kinetic-kinetic commutators in Lemma 40. However, unlike the kinetic-kinetic case, which only acts on a single
fermionic species, 𝐻LR (0) can act on two fermionic species per site. So we split the terms into 4 disjoint sets (i.e. where
each set is composed of disjoint operators) instead of 2. This is because the commutator can mix two species and it will
no longer be the case that it can be split into 2 sets for each species. Applying the triangle inequality, we obtain a factor
of 4.

Combining these bounds, we find∑︁
𝛾1

[𝑇 (𝛾1 ) ,
∑︁
𝛾2

𝐻
(𝛾2 )
LR (0)

]
𝜂

≤ ℎ × 1
9𝑎3
𝐿

(
𝑔𝐴

2 𝑓𝜋

)2
× 6 × 4 × 2 × 4 × 2 × 4 × 256 𝜂, (333)

where the factor 6 comes from 𝛾1 = 6 disjoint sets of terms in 𝐻free. □

Lemma 55. [𝐻𝐶 ,∑︁
𝛾2

𝐻
(𝛾2 )
LR (0)

]
𝜂

=
7168

3
𝑎−3
𝐿 |𝐶 |

(
𝑔𝐴

2 𝑓𝜋

)2
𝜂. (334)
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Proof. On each site, 𝐻𝐿𝑅 (0) has a total of 256 terms, while 𝐻𝐶 has 6 terms. Furthermore, each commutator of the
form [𝑎†𝑎†𝑎𝑎, 𝑎†𝑎†𝑎𝑎] decomposes into a sum of at most 14 NPFOs, assuming all the operators are of the same type
and resorting to a loose bound, as discussed in the proof of Lemma 54. Then, using the triangle inequality and the
fermionic semi-norm, we find[𝐻𝐶 ,∑︁

𝛾2

𝐻
(𝛾2 )
LR (0)

]
𝜂

≤ 1
9𝑎3
𝐿

|𝐶 |
2

(
𝑔𝐴

2 𝑓𝜋

)2
× 6 × 256 × 14 𝜂. (335)

□

Lemma 56. ∑︁
𝛾1

[𝐻 (𝛾1 )
𝐶

𝐼2
,
∑︁
𝛾2

𝐻
(𝛾2 )
LR (0)

]
𝜂

≤ 50176
9

𝑎−3
𝐿 |𝐶𝐼2 |

(
𝑔𝐴

2 𝑓𝜋

)2
𝜂. (336)

Proof. There are at most 256 terms in each 𝐻 (𝛾2 )
LR (0), and the total weight of the operators in 𝐻𝐶

𝐼2 is 28. The terms
then take commutators of the form [𝑎†𝑎†𝑎𝑎, 𝑎†𝑎†𝑎𝑎]. So following the same argument as in Lemma 53, we find∑︁

𝛾1

[
𝐻

(𝛾1 )
𝐶

𝐼2
,
∑︁
𝛾2

𝐻
(𝛾2 )
LR (0)

]
𝜂

≤ 1
9𝑎3
𝐿

(
𝑔𝐴

2 𝑓𝜋

)2 |𝐶𝐼2 |
2

× 256 × 28 × 14 𝜂. (337)

□

Lemma 57. ∑︁
𝛾1

[𝐻 (𝛾1 )
LR (0),

∑︁
𝛾2=𝛾1+1

𝐻
(𝛾2 )
LR (0)

]
𝜂

≤ 152320
27

𝑎−6
𝐿

(
𝑔𝐴

2 𝑓𝜋

)4
𝜂. (338)

Proof. The proof is similar to that of Lemma 56, except the total weight of the 𝐻𝐶
𝐼2 term is replaced with the total

weight of the 𝐻𝐿𝑅 (0) term, which is bounded by 256. However, the sum over 𝛾2 > 𝛾1 + 1 forbids more than half of the
terms. The same calculation gives

∑︁
𝛾1

[𝐻 (𝛾1 )
LR (0),

∑︁
𝛾2=𝛾1+1

𝐻
(𝛾2 )
LR (0)

]
𝜂

≤
(

1
9𝑎3
𝐿

)2 (
𝑔𝐴

2 𝑓𝜋

)2
× 256 × (256 − 1)

2
× 14 𝜂. (339)

□

Lemma 58. [𝐻free,
∑︁
𝛾2

𝐻
(𝛾2 )
LR (𝑟)

]
𝜂

≤ 98304
𝜋

ℎ

(
𝑔𝐴

2 𝑓𝜋

)2
𝑞(𝑟) 𝑓 (𝑟) (𝑔(𝑟) + 1) 𝜂, (340)

where the 𝛾2 summation runs over all 𝐻LR terms acting between lattice sites distance 𝑟 apart. Here, 𝑞(𝑟) is the number
of lattice sites at distance 𝑟 away from any given lattice site. Furthermore, we have defined

𝑓 (𝑟) B 𝑚2
𝜋𝑒

−𝑚𝜋𝑟

𝑟
, (341)

𝑔(𝑟) B 1 + 3
𝑚𝜋𝑟

+ 3
𝑚2
𝜋𝑟

2
. (342)
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Proof. Recall that, according to Eq. (69), the long-range OPE Hamiltonian takes the form

𝐻LR (𝑟) B
1

12𝜋

(
𝑔𝐴

2 𝑓𝜋

)2 ∑︁
x,y

∑︁
𝐼

[𝜏𝐼 (x)]𝛽′ 𝛿′ [𝜏𝐼 (y)]𝛽𝛿 𝑓 (𝑟)
(
𝑔(𝑟) [𝑆12]𝛼′𝛾′𝛼𝛾 +

∑︁
𝑆

[σ𝑆 (x)𝛼′𝛾′ [σ𝑆 (y)]𝛼𝛾
)

: 𝑎†
𝛼′𝛽′ (x)𝑎𝛾′ 𝛿′ (x)𝑎

†
𝛼𝛽

(y)𝑎𝛾𝛿 (y) :, (343)

where 𝑆12 is defined in Eq. (71) and x and y are at distance 𝑟 from each other. Therefore, the commuta-
tors for both the radial and tensor parts of the long-range Hamiltonian are of the general form [𝑎†

𝜉
(𝑘)𝑎 𝜉 (𝑙) +

𝑎
†
𝜉
(𝑙)𝑎 𝜉 (𝑘), 𝑎†𝜎 (𝑖)𝑎†𝜎′ ( 𝑗)𝑎𝜎′′ (𝑖)𝑎𝜎′′′ ( 𝑗) + 𝑎†

𝜎′′′ ( 𝑗)𝑎†𝜎′′ (𝑖)𝑎𝜎′ ( 𝑗)𝑎𝜎 (𝑖)], and the non-vanishing commutators occur for
𝑘 = 𝑖, 𝑘 = 𝑗 , 𝑙 = 𝑖, or 𝑙 = 𝑗 . Consider one such option:

[𝑎†
𝜉
(𝑖)𝑎 𝜉 (𝑙) + 𝑎†𝜉 (𝑙)𝑎 𝜉 (𝑖), 𝑎

†
𝜎 (𝑖)𝑎†𝜎′ ( 𝑗)𝑎𝜎′′ (𝑖)𝑎𝜎′′′ ( 𝑗) + 𝑎†

𝜎′′′ ( 𝑗)𝑎†𝜎′′ (𝑖)𝑎𝜎′ ( 𝑗)𝑎𝜎 (𝑖)] =

𝑎 𝜉 (𝑙) [𝑎†𝜉 (𝑖), 𝑎
†
𝜎 (𝑖)𝑎𝜎′′ (𝑖)]𝑎†

𝜎′ ( 𝑗)𝑎𝜎′′′ ( 𝑗)

+ 𝑎 𝜉 (𝑙) [𝑎†𝜉 (𝑖), 𝑎
†
𝜎′′ (𝑖)𝑎𝜎 (𝑖)]𝑎†𝜎′′′ ( 𝑗)𝑎𝜎′ ( 𝑗)

− 𝑎†
𝜉
(𝑙) [𝑎 𝜉 (𝑖), 𝑎†𝜎 (𝑖)𝑎𝜎′′ (𝑖)]𝑎†

𝜎′ ( 𝑗)𝑎𝜎′′′ ( 𝑗)

− 𝑎†
𝜉
(𝑙) [𝑎 𝜉 (𝑖), 𝑎†𝜎′′ (𝑖)𝑎𝜎 (𝑖)]𝑎†𝜎′′′ ( 𝑗)𝑎𝜎′ ( 𝑗). (344)

Each resulting commutator is of the form [𝑎, 𝑎†𝑎] or [𝑎†, 𝑎†𝑎], which each can be written as at most 3 NPFOs, resorting
to our loose bound. So overall, Eq. (344) is a sum of 4 × 3 = 12 NPFOs.

Continuing, there are 4 hopping terms for each {𝑘, 𝑙} pair, there are 256 terms in 𝐻LR for each {𝑖, 𝑗} pair, and there
are 𝑞(𝑟) terms for each {𝑖, 𝑗} corresponding to {x, y} at distance |x−y | = 𝑟 . Finally, there are 4 disjoint sets of NPFOs
arising from the commutators as argued in Lemma 54. Putting all these together gives∑︁

𝛾1

[𝑇 (𝛾1 ) ,
∑︁
𝛾2

𝐻
(𝛾2 )
LR (𝑟)

]
𝜂

≤ ℎ

12𝜋

(
𝑔𝐴

2 𝑓𝜋

)2
𝑓 (𝑟) (𝑔(𝑟) + 1) × 6 × 4 × 4 × 12 × 4 × 256 𝑞(𝑟) 𝜂. (345)

Here, the factor 6 comes from 𝛾1 = 6 disjoint sets of terms in 𝐻free. □

Lemma 59. [𝐻𝐶 ,∑︁
𝛾2

𝐻
(𝛾2 )
LR (𝑟)

]
𝜂

≤ 1024|𝐶 |
𝜋

(
𝑔𝐴

2 𝑓𝜋

)2
𝑞(𝑟) 𝑓 (𝑟) [𝑔(𝑟) + 1]𝜂, (346)

where the 𝛾2 summation runs over all 𝐻LR terms acting between lattice sites distance 𝑟 apart. Here, 𝑞(𝑟) is the number
of lattice sites distance 𝑟 away from any given lattice site, and the 𝑓 and 𝑔 functions are defined in Eqs. (341) and (342),
respectively.

Proof. The analysis of [𝐻𝐶 , 𝐻 (𝛾1 )
LR (𝑟)] amounts to computing commutators of the form

[𝑁𝜉 (𝑖), 𝑎†𝜎 (𝑖)𝑎†𝜎′ ( 𝑗)𝑎𝜎′′ (𝑖)𝑎𝜎′′′ ( 𝑗)], (347)

which involves the following non-vanishing commutators:

[𝑁𝜎 (𝑖), 𝑎†𝜎 (𝑖)𝑎𝜎′ (𝑖)] = 𝑎†𝜎 (𝑖)𝑎𝜎′ (𝑖), (348)

[𝑁𝜎 (𝑖), 𝑎†𝜎′ (𝑖)𝑎𝜎 (𝑖)] = −𝑎†
𝜎′ (𝑖)𝑎𝜎 (𝑖). (349)
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Therefore, each term of the form in Eq. (347) breaks down into at most one term of the form 𝑎
†
𝜎 (𝑖)𝑎†𝜎′ ( 𝑗)𝑎𝜎′′ (𝑖)𝑎𝜎′′′ ( 𝑗).

Thus,[𝐻𝐶 ,∑︁
𝛾2

𝐻
(𝛾2 )
LR (𝑟)

]
𝜂

≤ |𝐶 |
2

∑︁
𝛾2

∑︁
𝜉 , 𝜉 ′

∑︁
𝑖

[
𝑁𝜉 (𝑖)𝑁𝜉 ′ (𝑖), 𝐻 (𝛾2 )

LR (𝑟)
]
𝜂

≤ |𝐶 |
2

∑︁
𝛾2

∑︁
𝜉 , 𝜉 ′

∑︁
𝑖

𝑁𝜉 (𝑖) [𝑁𝜉 ′ (𝑖), 𝐻 (𝛾2 )
LR (𝑟)

]
+

[
𝑁𝜉 (𝑖), 𝐻 (𝛾2 )

LR (𝑟)
]
𝑁𝜉 ′ (𝑖)


𝜂

≤ |𝐶 |
2

× 1
12𝜋

(
𝑔𝐴

2 𝑓𝜋

)2
𝑓 (𝑟) (𝑔(𝑟) + 1)

∑︁
𝜎𝜎′𝜎′′𝜎′′′

∑︁
𝜉 , 𝜉 ′

∑︁
𝑖

∑︁
𝑖, 𝑗

��������𝑁𝜉 (𝑖) [𝑁𝜉 ′ (𝑖),
𝑎†𝜎 (𝑖)𝑎†𝜎′ ( 𝑗)𝑎𝜎′′ (𝑖)𝑎𝜎′′′ ( 𝑗)

]
+

[
𝑁𝛼 (𝑖), 𝑎†𝜎 (𝑖)𝑎†𝜎′ ( 𝑗)𝑎𝜎′′ (𝑖)𝑎𝜎′′′ ( 𝑗)

]
𝑁𝜉 ′ (𝑖)

��������
𝜂

≤ |𝐶 |
2

× 1
12𝜋

(
𝑔𝐴

2 𝑓𝜋

)2
× 12 × 2 × 2 × 2 × 256 𝑞(𝑟) 𝑓 (𝑟) (𝑔(𝑟) + 1) 𝜂. (350)

Here, 𝑖 and 𝑗 are the qubit indices of sites x and y, respectively, at distance 𝑟 from each other. The factors above arise
from counting terms and applying the triangle inequality as follows. The factor of 12 comes from the sum over 𝜉 and 𝜉′
with 𝜉 ≠ 𝜉′. One of the factors of 2 comes from the two terms present inside the semi-norm (of the form 𝑁 [𝑁, 𝐻LR]
and [𝑁, 𝐻LR]𝑁). Another factor of 2 comes from normal ordering the creation and annihilation operators in these two
terms, at most doubling the number of terms. A final factor of two arises since one generates terms of the form above for
each end of the 𝐻LR (𝑖, 𝑗) term. As before, the factor of 256 𝑞(𝑟) comes from bounding the sum over 𝛾3 by a sum over
𝜎, 𝜎′, 𝜎′′, 𝜎′′′, of which there are at most 28 possible terms. Note that unlike the [𝐻LR, 𝐻free] or [𝐻LR, 𝐻LR] cases, the
commutators here do not need to be split into further sets of disjoint operators because the 𝐻𝐶 are constrained to a
single lattice site. □

Lemma 60. [𝐻𝐶𝐼2 ,
∑︁
𝛾2

𝐻
(𝛾2 )
LR (𝑟)

]
𝜂

≤ 43008|𝐶𝐼2 |
12𝜋

(
𝑔𝐴

2 𝑓𝜋

)2
𝑞(𝑟) 𝑓 (𝑟) (𝑔(𝑟) + 1) 𝜂, (351)

where the 𝛾2 summation runs over all 𝐻LR terms acting between lattice sites distance 𝑟 apart. Here, 𝑞(𝑟) is the number
of lattice sites distance 𝑟 away from any given lattice site, and the 𝑓 and 𝑔 functions are defined in Eqs. (341) and (342),
respectively.

Proof. Expanding𝐻𝐶
𝐼2 as a sum of weight 28 NPFOs and𝐻LR (𝑟) as a sum of at most 256 NPFOs, the commutators to be

evaluated are of the form [𝑎†𝜎 (𝑘)𝑎†𝜎′ (𝑘)𝑎𝜎′′ (𝑘)𝑎𝜎′′′ (𝑘), 𝑎†
𝜉
(𝑖)𝑎†

𝜉 ′ ( 𝑗)𝑎 𝜉 ′′ (𝑖)𝑎 𝜉 ′′′ ( 𝑗)]. The non-vanishing commutators
arise from 𝑘 = 𝑖 or 𝑘 = 𝑗 . Each of these possibilities can be broken down to

[𝑎†𝜎 (𝑖)𝑎†𝜎′ (𝑖)𝑎𝜎′′ (𝑖)𝑎𝜎′′′ (𝑖), 𝑎†
𝜉
(𝑖)𝑎†

𝜉 ′ ( 𝑗)𝑎 𝜉 ′′ (𝑖)𝑎 𝜉 ′′′ ( 𝑗)] = −[𝑎†𝜎 (𝑖)𝑎†𝜎′ (𝑖)𝑎𝜎′′ (𝑖)𝑎𝜎′′′ (𝑖), 𝑎†
𝜉
(𝑖)𝑎 𝜉 ′′ (𝑖)]𝑎†𝜉 ′ ( 𝑗)𝑎 𝜉 ′′′ ( 𝑗).

(352)

The remaining commutator of the form [𝑎†𝑎†𝑎𝑎, 𝑎†𝑎] can generate at most 6 NPFOs. Putting everything together gives
[
𝐻𝐶

𝐼2 ,
∑︁
𝛾2

𝐻
(𝛾2 )
LR (𝑟)

]
𝜂

≤ |𝐶𝐼2 |
2

× 1
12𝜋

(
𝑔𝐴

2 𝑓𝜋

)2
× 28 × 256 𝑞(𝑟) × 6 × 2 × 𝑓 (𝑟) (𝑔(𝑟) + 1) 𝜂. (353)

□

Lemma 61. ∑︁
𝛾1

[𝐻 (𝛾1 )
LR (0),

∑︁
𝛾2

𝐻
(𝛾2 )
LR (𝑟)

]
𝜂

≤ 458752
27𝜋

𝑎−3
𝐿

(
𝑔𝐴

2 𝑓𝜋

)4
𝑞(𝑟) 𝑓 (𝑟) (𝑔(𝑟) + 1) 𝜂. (354)
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Here, 𝑞(𝑟) is the number of lattice sites at distance 𝑟 away from any given lattice site, and 𝑓 and 𝑔 functions are defined
in Eqs. (341) and (342), respectively.

Proof. The proof proceeds in the same way as Lemma 60, except 𝐻LR (0) is counted as 256 NPFOs. Therefore,∑︁
𝛾1

[𝐻 (𝛾1 )
LR (0),

∑︁
𝛾2

𝐻
(𝛾2 )
LR (𝑟)

]
𝜂

≤ 1
9𝑎3
𝐿

(
𝑔𝐴

2 𝑓𝜋

)2
× 1

12𝜋

(
𝑔𝐴

2 𝑓𝜋

)2
× 256 × 256 𝑞(𝑟) × 14 × 2 × 𝑓 (𝑟) (𝑔(𝑟) + 1) 𝜂.

(355)

□

Lemma 62.∑︁
𝛾1

[
𝐻

(𝛾1 )
LR (𝑟),

∑︁
𝛾2

𝐻
(𝛾2 )
LR (𝑟 ′)

]
𝜂

≤ 3670016
(

1
12𝜋

)2 (
𝑔𝐴

2 𝑓𝜋

)4
𝑞(𝑟)𝑞(𝑟 ′) 𝑓 (𝑟) 𝑓 (𝑟 ′) (𝑔(𝑟) + 1) (𝑔(𝑟 ′) + 1) 𝜂, (356)

where 𝑟 ≠ 𝑟 ′, and the summation over 𝛾1 and 𝛾2 is over all 𝐻LR terms of length 𝑟 and 𝑟 ′, respectively. Here, 𝑞(𝑟) is
the number of lattice sites distance 𝑟 away from a given lattice site, and 𝑓 and 𝑔 functions are defined in Eqs. (341)
and (342), respectively.

Proof. All commutators here take the form [𝑎†𝜎 (𝑖)𝑎†𝜎′ ( 𝑗)𝑎𝜎′′ (𝑖)𝑎𝜎′′′ ( 𝑗), 𝑎†
𝜉
(𝑘)𝑎†

𝜉 ′ (𝑙)𝑎 𝜉 ′′ (𝑘)𝑎 𝜉 ′′′ (𝑙)], with four
possibilities for qubit indices to coincide to give non-vanishing commutations. Let us inspect one of those possibilities:

[𝑎†𝜎 (𝑖)𝑎†𝜎′ ( 𝑗)𝑎𝜎′′ (𝑖)𝑎𝜎′′′ ( 𝑗), 𝑎†
𝜉
(𝑘)𝑎†

𝜉 ′ (𝑖)𝑎 𝜉 ′′ (𝑘)𝑎 𝜉 ′′′ (𝑖)] = 𝑎
†
𝜎′ ( 𝑗)𝑎𝜎′′′ ( 𝑗) [𝑎†𝜎 (𝑖)𝑎𝜎′′ (𝑖), 𝑎†

𝜉 ′ (𝑖)𝑎 𝜉 ′′′ (𝑖)]𝑎
†
𝜉
(𝑘)𝑎 𝜉 ′′ (𝑘).

(357)

The internal commutator [𝑎†𝜎 (𝑖)𝑎𝜎′′ (𝑖), 𝑎†
𝜉 ′ (𝑖)𝑎 𝜉 ′′′ (𝑖)] can consist of at most 2 NPFOs (corresponding to when 𝜎 = 𝜉′′′

and 𝜎′′ = 𝜉′).
Now in order to apply Theorem 34, we find distinct sets of commutators when summing the Hamiltonian terms

over all lattice points. Let us define two vectors ®𝑟, ®𝑟 ′ starting on x, such that |®𝑟 | = 𝑟, |®𝑟 ′ | = 𝑟 ′, where x is the lattice
site associated with qubit index 𝑖. Let 𝑇 (®𝑟, ®𝑟 ′) be the set of translations of this pair by lattice vectors. Since ®𝑟 and ®𝑟 ′
together form a triangle, we can partition 𝑇 (®𝑟, ®𝑟 ′) into translation-invariant sets 𝑇𝑞 (®𝑟, ®𝑟 ′) such that for 𝑞 ≠ 𝑞′, 𝑇𝑞 (®𝑟, ®𝑟 ′)
and 𝑇𝑞′ (®𝑟, ®𝑟 ′) do not have vectors that intersect with each other on any vertex. Given 𝑇 (®𝑟, ®𝑟 ′), the minimum number
of subsets needed is 7. This is because any given triangle can only intersect translations of itself at its 3 vertices.
Then at these intersections, the triangle can intersect 2 of the translated triangle’s vertices, giving 3 × 2 possible sets.
Including the set defined by itself, this gives 6 + 1 possible sets. See Figure 23 for a visual illustration of this. Since the
commutators associated with each of these sets are guaranteed to be disjoint, we can now apply Theorem 34.

Putting everything together gives∑︁
𝛾1

∑︁
𝛾2

[
𝐻

(𝛾1 )
LR (𝑟), 𝐻 (𝛾2 )

LR (𝑟 ′)
]
𝜂

≤
(

1
12𝜋

)2 (
𝑔𝐴

2 𝑓𝜋

)4
2562𝑞(𝑟)𝑞(𝑟 ′) 𝑓 (𝑟) 𝑓 (𝑟 ′) (𝑔(𝑟) + 1) (𝑔(𝑟 ′) + 1) × 4 × 7 × 2 𝜂,

(358)

where the total number of possible terms in each 𝐻LR (𝑟) is also accounted for, in accordance with previous lemmas. □

Lemma 63.∑︁
𝛾1

∑︁
𝛾2

[𝐻 (𝛾1 )
LR (𝑟), 𝐻 (𝛾2 )

LR (𝑟)]

𝜂

≤ 3670016
(

1
12𝜋

)2 (
𝑔𝐴

2 𝑓𝜋

)4
𝑞(𝑟) (𝑞(𝑟) − 1) 𝑓 2 (𝑟) (𝑔(𝑟) + 1)2 𝜂

+ 524288
(

1
12𝜋

)2 (
𝑔𝐴

2 𝑓𝜋

)4
𝑞(𝑟) 𝑓 2 (𝑟) (𝑔(𝑟) + 1)2 𝜂, (359)

where the summations over 𝛾1 and 𝛾2 are over all 𝐻LR terms of length 𝑟. Here, 𝑞(𝑟) is the number of lattice sites
distance 𝑟 away from a given lattice site, and 𝑓 and 𝑔 functions are defined in Eqs. (341) and (342), respectively.
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Figure 23: The red triangle represents the triangle formed by two vectors ®𝑟 and ®𝑟′. The black triangles are translations of the original,
which share a vertex with the red triangle.

Proof. The proof is almost identical to that of Lemma 62, except that to get non-zero commutations here, there are two
types of contributions. The first has exactly the same from as discussed in Lemma 62—that is when the terms only
coincides on one end, which are of the form

[𝑎†𝜎 (𝑖)𝑎†𝜎′ ( 𝑗)𝑎𝜎′′ (𝑖)𝑎𝜎′′′ ( 𝑗), 𝑎†
𝜉
(𝑘)𝑎†

𝜉 ′ (𝑙)𝑎 𝜉 ′′ (𝑘)𝑎 𝜉 ′′′ (𝑙)] . (360)

So overall we have (
1

12𝜋

)2 (
𝑔𝐴

2 𝑓𝜋

)4
2562𝑞(𝑟) (𝑞(𝑟) − 1) 𝑓 2 (𝑟) (𝑔(𝑟) + 1)2 × 7 × 2 𝜂, (361)

where the factor of 𝑞(𝑟) (𝑞(𝑟) − 1) comes about by excluding the terms where ®𝑟 = ®𝑟 ′, with ®𝑟, ®𝑟 ′ defined as in Lemma 62.
The second type of commutators are those where the terms coincides on both ends. These are commutators of the

form

[𝑎†𝜎 (𝑖)𝑎†𝜎′ ( 𝑗)𝑎𝜎′′ (𝑖)𝑎𝜎′′′ ( 𝑗), 𝑎†
𝜉
(𝑖)𝑎†

𝜉 ′ ( 𝑗)𝑎 𝜉 ′′ (𝑖)𝑎 𝜉 ′′′ ( 𝑗)] = 𝑎
†
𝜎 (𝑖)𝑎𝜎′′ (𝑖)𝑎†

𝜉
(𝑖)𝑎 𝜉 ′′ (𝑖) [𝑎†𝜎′ ( 𝑗)𝑎𝜎′′′ ( 𝑗), 𝑎†

𝜉 ′ ( 𝑗)𝑎 𝜉 ′′′ ( 𝑗)]

+ [𝑎†𝜎 (𝑖)𝑎𝜎′′ (𝑖), 𝑎†
𝜉
(𝑖)𝑎 𝜉 ′′ (𝑖)]𝑎†𝜎′ ( 𝑗)𝑎𝜎′′′ ( 𝑗)𝑎†

𝜉 ′ ( 𝑗)𝑎 𝜉 ′′′ ( 𝑗).
(362)

Now each of the commutators of type [𝑎†𝑎, 𝑎†𝑎] can be decomposed into at most 2 NPFOs, and each of the accompanying
operators 𝑎†𝑎𝑎†𝑎 consists of 2 NPFOs, giving a total of at most 2 × 2 × 2 = 8 NPFOs. The same calculation as in
Lemma 62 then gives a contribution to the commutator bound of the form(

1
12𝜋

)2 (
𝑔𝐴

2 𝑓𝜋

)4
2562𝑞(𝑟) 𝑓 2 (𝑟) (𝑔(𝑟) + 1)2 × 8 𝜂. (363)

□

F.3 Dynamical-Pion Bounds
The dynamical-pion case requires us to deal with the explicit representation of the pions. We then partition the terms as
per the Trotter decomposition used. To this end, 𝐻𝜋 defined in Eq. (80) is split into two separate contributions:

𝐻
(1)
𝜋 B 𝐻Π2 =

𝑎𝐷
𝐿

2

∑︁
x

∑︁
𝐼

Π2
𝐼 (x), (364)

𝐻
(2)
𝜋 B 𝐻(∇𝜋 )2 + 𝐻𝜋2 =

𝑎𝐷−2
𝐿

2

∑︁
x, 𝑗

∑︁
𝐼

(
𝜋𝐼 (x + 𝑎𝐿n̂ 𝑗 ) − 𝜋𝐼 (x)

)2 +
𝑎𝐷
𝐿
𝑚2
𝜋

2

∑︁
x

∑︁
𝐼

𝜋𝐼 (x)2. (365)
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where 𝐷 = 3.
In the following, we make use of the various nucleonic bilinear operators introduced in Eqs. (5) to (8). For

convenience, these are repeated below:

𝜌(x) =
∑︁
𝛼

∑︁
𝛽

𝑎
†
𝛼𝛽

(x)𝑎𝛼𝛽 (x), (366)

𝜌𝑆 (x) =
∑︁
𝛼,𝛾

∑︁
𝛽

𝑎
†
𝛼𝛽

(x) [𝜎𝑆]𝛼𝛾𝑎𝛾𝛽 (x), (367)

𝜌𝐼 (x) =
∑︁
𝛼

∑︁
𝛽, 𝛿

𝑎
†
𝛼𝛽

(x) [𝜏𝐼 ]𝛽𝛿𝑎𝛼𝛿 (x), (368)

𝜌𝑆,𝐼 (x) =
∑︁
𝛼,𝛾

∑︁
𝛽, 𝛿

𝑎
†
𝛼𝛽

(x) [𝜎𝑆]𝛼𝛾 [𝜏𝐼 ]𝛽𝛿𝑎𝛾𝛿 (x), (369)

Theorem 64 (Dynamical-Pion Trotter Error Bound). For the time evolution of the dynamical-pion EFT with a first-order
product formula,

P𝐷𝜋1 (𝑡) − 𝑒−𝑖𝑡𝐻𝐷𝜋


𝜂
≤ 𝑡2

2 Ξ, where Ξ is the sum of the bounds which are reported in the Lemmas
noted in Table 19.

𝐻free 𝐻𝐶 𝐻𝐶
𝐼2 𝐻

(1)
𝜋 𝐻

(2)
𝜋 𝐻AV 𝐻WT

𝐻free Lemma 40 Lemma 49 Lemma 51 0 0 Lemma 66 Lemma 72
𝐻𝐶 - Lemma 50 Lemma 52 0 0 Lemma 67 Lemma 73
𝐻𝐶

𝐼2 - - Lemma 53 0 0 Lemma 68 Lemma 74
𝐻

(1)
𝜋 - - - 0 Lemma 65 Lemma 69 Lemma 75

𝐻
(2)
𝜋 - - - - 0 Lemma 70 Lemma 76

𝐻AV - - - - - Lemma 71 Lemma 77
𝐻WT - - - - - - Lemma 78

Table 19: Commutators for the dynamical-pion EFT Hamiltonian and the lemmas in which bounds on the value of the commutators
are computed. Zeros indicate when the commutators are trivially zero.

Proof. According to the expression for Trotter error in Eq. (35), i.e.,

𝑒−𝑖𝑡𝐻 − P1 (𝑡)
 ≤ 𝑡2

2

Γ∑︁
𝛾1=1


𝐻𝛾1 ,

Γ∑︁
𝛾2=𝛾1+1

𝐻𝛾2


 , (370)

we decompose the Hamiltonian into terms or ‘layers’ and assign a 𝛾𝑖 labeling. The decomposition we choose is
summarized in Table 20. For the terms 𝐻free, 𝐻𝐶 , and 𝐻𝐶

𝐼2 , we make an identical decomposition as in the OPE-EFT
case, so a number of commutators can be used from Appendix F.2. For the new terms, 𝐻 (1)

𝜋 can be seen in Eq. (364) to
consist of only local terms and hence can be decomposed into a single layer. For 𝐻 (2)

𝜋 , according to Eq. (365), all terms
act between neighbors on the lattice. Consequently, this Hamiltonian can be broken down into 6 layers similarly to the
fermionic hopping terms. For 𝐻AV, the fermionic parts of all terms take the form 𝑎

†
𝛼𝛽
𝑎𝛾𝛿 , so summing over 𝛼, 𝛽, 𝛾,

and 𝛿 gives 24 = 16 terms. These terms all involve interactions between adjacent sites, so again we account for a factor
of 6 to divide these into disjoint sets. This yields a total of 96 terms. For 𝐻WT, all terms take the form 𝜋𝐼Π𝐽𝑎

†
𝛼𝛽
𝑎𝛾𝛿 .

Since 𝐼 ≠ 𝐽, there are at most 6 × 24 = 96 terms which appear here. This term is local, hence no further disjoint sets
need to be realized.

We now compute bounds on the commutators of the terms above, ordering their 𝛾𝑖 labels according to the first
column in Table 20 from top to bottom. Several of the requisite commutators are either trivially zero or already
computed in Appendix F.2, and we proceed with analyzing the remainder in Lemmas 69 to 78. The right-hand side of
Eq. (35) can then be computed using the sum of the commutators listed in Table 19. □
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Hamiltonian Term Set of Terms Number of Layers Upper Bound
𝐻free Γfree 6
𝐻𝐶 Γ𝐶 1
𝐻𝐶

𝐼2 Γ𝐶
𝐼2 12

𝐻
(1)
𝜋 Γ𝜋𝜋1 1

𝐻
(2)
𝜋 Γ𝜋𝜋2 6

𝐻AV ΓAV 96
𝐻WT ΓWT 96

Table 20: Decomposition of 𝐻𝐷𝜋 in Eq. (79) into layers for the application of the first-order Trotter error bound.

Lemma 65. [𝐻 (1)
𝜋 , 𝐻

(2)
𝜋

] ≤
(

36
𝑎2
𝐿

+ 3𝑚2
𝜋

)
𝑎𝐷𝐿 𝜋maxΠmax𝐿. (371)

Proof. First, consider the commutator of 𝐻 (1)
𝜋 with the gradient part of 𝐻 (2)

𝜋 . Note that∑︁
x,𝐽 , 𝑗

[
Π𝐼 (y),

(
𝜋𝐽 (x + 𝑎𝐿 �̂� 𝑗 ) − 𝜋𝐽 (x)

)2
]
=

∑︁
x, 𝑗

[
Π𝐼 (y), (𝜋𝐼 (x + 𝑎𝐿n̂ 𝑗 ) − 𝜋𝐼 (x))

] (
𝜋𝐼 (x + 𝑎𝐿n̂ 𝑗 ) − 𝜋𝐼 (x)

)
+

(
𝜋𝐼 (x + 𝑎𝐿n̂ 𝑗 ) − 𝜋𝐼 (x)

) [
Π𝐼 (y), (𝜋𝐼 (x + 𝑎𝐿n̂ 𝑗 ) − 𝜋𝐼 (x))

]
=

𝑖

𝑎𝐷
𝐿

∑︁
x, 𝑗

(
𝛿(x + 𝑎𝐿n̂ 𝑗 − y) − 𝛿(x − y)

) (
𝜋𝐼 (x + 𝑎n̂ 𝑗 ) − 𝜋𝐼 (x)

)
+ 𝑖

𝑎𝐷
𝐿

∑︁
x, 𝑗

(
𝜋𝐼 (x + 𝑎𝐿n̂ 𝑗 ) − 𝜋𝐼 (x)

) (
𝛿(x + 𝑎𝐿n̂ 𝑗 − y) − 𝛿(x − y)

)
=

2𝑖
𝑎𝐷
𝐿

∑︁
𝑗

(
𝜋𝐼 (y) − 𝜋𝐼 (y − 𝑎𝐿n̂ 𝑗 ) + 𝜋𝐼 (y) − 𝜋𝐼 (y + 𝑎𝐿n̂ 𝑗 )

)
, (372)

which gives∑︁
x,𝐽 , 𝑗

[
Π2
𝐼 (y), (𝜋𝐽 (x + 𝑎n̂ 𝑗 ) − 𝜋𝐽 (x))2

]
=

2𝑖
𝑎𝐷
𝐿

∑︁
𝑗

Π𝐼 (y)
(
𝜋𝐼 (y) − 𝜋𝐼 (y − 𝑎𝐿n̂ 𝑗 ) + 𝜋𝐼 (y) − 𝜋𝐼 (y + 𝑎𝐿n̂ 𝑗 )

)
+ 2𝑖
𝑎𝐷
𝐿

∑︁
𝑗

(
𝜋𝐼 (y) − 𝜋𝐼 (y − 𝑎𝐿n̂ 𝑗 ) + 𝜋𝐼 (y) − 𝜋𝐼 (y + 𝑎𝐿n̂ 𝑗 )

)
Π𝐼 (y). (373)

Therefore, ∑︁
x,y,𝐼 ,𝐽 , 𝑗

[ 𝑎𝐷
𝐿

2
Π2
𝐼 (y),

𝑎𝐷−2
𝐿

2
(
𝜋𝑖 (x + 𝑎n̂ 𝑗 ) − 𝜋𝑖 (x)

)2
]

≤
𝑎2𝐷−2
𝐿

4
× 2 × 2

𝑎𝐷
𝐿

∑︁
y,𝐼

Π𝐼 (y)
∑︁
𝑗

(
𝜋𝐼 (y) − 𝜋𝐼 (𝑦 − 𝑎𝐿n̂ 𝑗 ) + 𝜋𝐼 (y) − 𝜋𝐼 (𝑦 + 𝑎𝐿n̂ 𝑗 )

)
≤
𝑎2𝐷−2
𝐿

4
× 2 × 2

𝑎𝐷
𝐿

× Πmax × 4𝜋max × 3 × 3𝐿

= 36 𝑎𝐷−2
𝐿 𝜋maxΠmax𝐿. (374)
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In the third line, we have used ∥Π𝐼 (y)∥ ≤ Πmax and ∥𝜋𝐼 (y)∥ ≤ 𝜋max, and have taken advantage of the Cauchy-Schwarz
inequality and triangle inequality. The factor of 3 results from the sum of directions 𝑗 , and the factor of 3𝐿 arises from
the sum over 𝐼 and y.

Let us now consider the commutator with the mass part of 𝐻 (2)
𝜋 . First note that[

Π𝐼 (x), 𝜋2
𝐽 (y)

]
=

2𝑖
𝑎𝐷
𝐿

𝜋𝐽 (y)𝛿𝐼 𝐽𝛿(x − y). (375)

Therefore, ∑︁
x,y,𝐼 ,𝐽

[ 𝑎𝐷
𝐿

2
Π𝐼 (x)2,

𝑎𝐷
𝐿
𝑚2
𝜋

2
𝜋2
𝐽 (y)

] = 𝑎2𝐷
𝐿
𝑚2
𝜋

4

 ∑︁
x,y,𝐼 ,𝐽

(
Π𝐼 (x)

[
Π𝐼 (x), 𝜋2

𝐽 (y)
]
+

[
Π𝐼 (𝑥), 𝜋2

𝐽 (y)
]
Π𝐼 (𝑥)

)
=

2𝑎𝐷
𝐿
𝑚2
𝜋

4

∑︁
x,𝐼

(Π𝐼 (x)𝜋𝐼 (x) + 𝜋𝐼 (x)Π𝐼 (x))


≤
2𝑎𝐷
𝐿
𝑚2
𝜋

4
× 2 × 𝜋max × Πmax × 3𝐿

= 3 𝑎𝐷𝐿 𝑚
2
𝜋𝜋maxΠmax𝐿, (376)

where the factor of 3 arises from the sum over pion species.
Adding the above two results gives the statement of the lemma. □

Lemma 66.

∥ [𝐻free, 𝐻AV] ∥𝜂 ≤ 2592
(
𝑔𝐴

2 𝑓𝜋

)
𝑎−1
𝐿 ℎ𝜋max𝜂. (377)

Proof. First note that, for given 𝐼 and 𝑆,[𝜌𝑆,𝐼 (𝑘),∑︁
𝜎

Δ𝜎𝑖 𝑗

] ≤ 2 × 4
[𝑎† (𝑖)𝑎(𝑖), 𝑎† ( 𝑗)𝑎(𝑖) + 𝑎† (𝑖)𝑎( 𝑗)] , (378)

where the factor of 2 comes from the two possibilities 𝑘 = 𝑖 or 𝑘 = 𝑗 and the factor of 4 comes from the sum over 𝜎
(hence suppressing the species indices on the right-hand side). Now the [𝑎† (𝑖)𝑎(𝑖), 𝑎† ( 𝑗)𝑎(𝑖) + 𝑎† (𝑖)𝑎( 𝑗)] term can
generate NPFOs with a weight of at most 2× 3 = 6 . Summing over 𝑆 and 𝐼 gives 3× 3× 2× 4× 6 = 432 terms. Finally,
to apply the bound on the number of fermions, we group the Δ𝜎

𝑖 𝑗
terms into 6 sets of commuting terms (as with the 𝑇 (𝛾1 )

term analyzed previously), giving a total of 432 × 6 = 2592 terms. Thus,

∥ [𝐻free, 𝐻AV] ∥𝜂 ≤
∑︁
𝛾1

( 𝑔𝐴2 𝑓𝜋

) ∑︁
x

∑︁
𝑆,𝐼

𝜋𝐼 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐼 (x)
𝑎𝐿

[
𝑇 (𝛾1 ) , 𝜌𝑆,𝐼 (x)

]
≤

(
𝑔𝐴

2 𝑓𝜋

)
× ℎ × 2𝜋max

𝑎𝐿
× 2592 𝜂. (379)

□

Lemma 67.

∥ [𝐻AV, 𝐻𝐶 ] ∥𝜂 = 0. (380)

Proof. Note that 𝐻AV preserves the number of nucleons on a particular lattice site. The proof is then identical to
Lemma 73 below. □
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Lemma 68. [𝐻AV, 𝐻𝐶
𝐼2 ]


𝜂
≤ 6048

(
𝑔𝐴

2 𝑓𝜋

)
𝑎−1
𝐿 |𝐶𝐼2 |𝜋max𝜂. (381)

Proof. Consider the commutator [𝜌𝑆,𝐼 , 𝐻𝐶
𝐼2 ]. For every 𝑆 and 𝐼, the term 𝜌𝑆,𝐼 contains 4 terms of the form 𝑎†𝑎, and

𝐻𝐶
𝐼2 gives 28 terms of the form 𝑎†𝑎†𝑎𝑎. Thus, for each 𝑆 and 𝐼, there are only commutators of the form [𝑎†𝑎, 𝑎†𝑎†𝑎𝑎].

Each generates at most 6 NPFOs, giving a total of at most 4×28×6×9 = 6048 NPFOs. Summing over 𝑆 and 𝐼, we have[𝐻AV, 𝐻𝐶
𝐼2 ]


𝜂
≤

(
𝑔𝐴

2 𝑓𝜋

)
|𝐶𝐼2 |

2

∑︁
x

∑︁
𝑆,𝐼

𝜋𝐼 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐼 (x)
𝑎𝐿

[𝜌𝑆,𝐼 (x), 𝐻𝐶
𝐼2 ]


𝜂

≤
(
𝑔𝐴

2 𝑓𝜋

)
|𝐶𝐼2 |

2
× 2𝜋max

𝑎𝐿
× 6048 𝜂. (382)

□

Lemma 69. [𝐻 (1)
𝜋 , 𝐻AV]


𝜂
≤ 36

(
𝑔𝐴

2 𝑓𝜋

)
𝑎−1
𝐿 Πmax𝜂. (383)

Proof. First note that∑︁
y,𝑆,𝐼

[
Π2
𝐽 (y), 𝜌𝑆,𝐼 (x) (𝜋𝐼 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐼 (x))

]
=

∑︁
y,𝑆,𝐼

Π𝐽 (y)
[
Π𝐽 (y), 𝜌𝑆,𝐼 (x) (𝜋𝐼 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐼 (x))

]
+

∑︁
y,𝑆,𝐼

[
Π𝐽 (y), 𝜌𝑆,𝐼 (x) (𝜋𝐼 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐼 (x))

]
Π𝐽 (y)

=
2𝑖
𝑎𝐷
𝐿

∑︁
y,𝑆,𝐼

𝛿𝐼,𝐽 (𝛿(y − x − 𝑎𝐿n̂𝑆) − 𝛿(y − x)) 𝜌𝑆,𝐼 (x)Π𝐽 (y)

=
2𝑖
𝑎𝐷
𝐿

∑︁
𝑆,𝐼

𝜌𝑆,𝐼 (x) (Π𝐼 (x + 𝑎𝐿n̂𝑆) − Π𝐽 (x)) . (384)

Using this, the bound on the semi-norm of the full commutator is ∑︁
x,y,𝑆,𝐼 ,𝐽

[ 𝑎𝐷
𝐿

2
Π2
𝐽 (y),

𝑔𝐴

2𝑎𝐿 𝑓𝜋
𝜌𝑆,𝐼 (x) (𝜋𝐼 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐼 (x))

]
𝜂

≤ 𝑔𝐴

4𝑎𝐿 𝑓𝜋
× 4

 ∑︁
x,𝑆,𝐼

𝜌𝑆,𝐼 (x)Π𝐼 (x)

𝜂

≤ 𝑔𝐴

𝑎𝐿 𝑓𝜋
× 4 × 9 × Πmax × 𝜂, (385)

where the factor of 4 in the second line comes from the fact that each 𝜌𝑆,𝐼 is a sum of at most 4 NPFOs, and the factor
of 9 is the result of summing over 𝑆 and 𝐼. □

Lemma 70. [𝐻 (2)
𝜋 , 𝐻AV]


𝜂
= 0. (386)

Proof. Since 𝐻 (2)
𝜋 only depends on factors of 𝜋𝐼 (x) while 𝐻AV does not contain any Π𝐼 (x), these Hamiltonian terms

commute. □

Lemma 71. ∑︁
𝛾1

[𝐻 (𝛾1 )
AV ,

∑︁
𝛾2≥𝛾1+1

𝐻
(𝛾2 )
AV

]
𝜂

≤ 20736
(
𝑔𝐴

2 𝑓𝜋

)2
𝑎−2
𝐿 𝜋

2
max𝜂. (387)
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Proof. The commutators that arise are of the form [𝜌𝑆,𝐼 , 𝜌𝑆′ ,𝐼 ′ ], since the 𝜋𝐼 (x) terms commute with each other. For
given 𝑆 and 𝐼, each 𝜌𝑆,𝐼 is a sum of 4 terms of the form 𝑎†𝑎. Thus, for given 𝑆, 𝐼, 𝑆, and 𝐼 ′, there are 16 commutators
of the form [𝑎†𝑎, 𝑎†𝑎]. Each of these can further be written as a sum of 4 NPFOs. Now using the triangle and
Cauchy-Schwarz inequalities, we have(

𝑔𝐴

2 𝑓𝜋

)2 ∑︁
x,𝑆,𝐼 ,𝑆′ ,𝐼 ′

1
𝑎2
𝐿

������(𝜋𝐼 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐼 (x)) (𝜋𝐼 ′ (x + 𝑎𝐿n̂𝑆′ ) − 𝜋𝐼 ′ (x))
������ [𝜌𝑆,𝐼 (x), 𝜌𝑆′ ,𝐼 ′ (x)]

𝜂

≤
(
𝑔𝐴

2 𝑓𝜋

)2
× 34 × 1

𝑎2
𝐿

× 4𝜋2
max × 16 × 4 𝜂, (388)

where the factor of 34 results from the sum over 𝑆, 𝐼, 𝑆, and 𝐼 ′. □

Lemma 72.

∥ [𝐻free, 𝐻WT] ∥𝜂 ≤ 432ℎ
𝑓 2
𝜋

𝜋maxΠmax𝜂. (389)

Proof. Here, the commutators are of the form
[
𝜌𝐼 (𝑘),Δ𝜎𝑖 𝑗

]
, so the non-vanishing commutators occur for 𝑘 = 𝑖 or 𝑘 = 𝑗 .

Then, for each 𝐼 and 𝜎, one such commutator is of the form [𝑎† (𝑖)𝑎(𝑖), 𝑎† (𝑖)𝑎( 𝑗) + 𝑎† ( 𝑗)𝑎(𝑖)], which is a sum of 6
NPFOs. Taking into account the sum over 𝜎 yields an extra factor of 4, giving a total of 2 × 6 × 4 = 48 NPFOs from
non-vanishing commutators.

Returning to the full commutator, and letting 𝑘 denote the qubit index of site x, we have

∥ [𝐻free, 𝐻WT] ∥𝜂 ≤ ℎ

4 𝑓 2
𝜋

∑︁
𝛾1

 ∑︁
𝐼1 ,𝐼2 ,𝐼3

∑︁
x

𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (x)Π𝐼3 (x)
[
𝜌𝐼1 (x), 𝑇 (𝛾1 )

]
𝜂

≤ ℎ

4 𝑓 2
𝜋

× 6 × 6 × 𝜋maxΠmax × 48 𝜂, (390)

where one of the factors of 6 results because 𝜖𝐼1𝐼2𝐼3 is non-zero for exactly 6 terms in the sum of 𝐼1, 𝐼2, and 𝐼3, and the
other factor accounts for 6 non-commuting layers in the hopping operator. □

Lemma 73.

∥ [𝐻𝐶 , 𝐻WT] ∥𝜂 = 0. (391)

Proof. Explicitly, this commutator has the form∑︁
x

[
𝜌(x)𝜌(x),

∑︁
𝐼1 ,𝐼2 ,𝐼3

𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (x)Π𝐼3 (x)𝜌𝐼1 (x)
]
. (392)

Note that 𝐻WT preserves the number of nucleons on a particular site, so 𝐻WT must commute with the sum of number
operators for all x. Note also that 𝜌(x) =

∑
𝜎 𝑁𝜎 (x) is just the sum of number operators. Hence, we have the

decomposition

[𝐻𝐶 , 𝐻WT] =
∑︁
x,y

[ ∑︁
𝜎,𝜎′

𝑁𝜎 (x)𝑁𝜎′ (x), 𝐻WT (y)
]

=
∑︁
x,y

∑︁
𝜎,𝜎′

(
𝑁𝜎 (x)

[
𝑁𝜎′ (x), 𝐻WT (y)

]
+

[
𝑁𝜎 (x), 𝐻WT (y)

]
𝑁𝜎′ (x)

)
. (393)

Now each sub-commutator vanishes considering the number-preserving property of 𝐻WT. □
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Lemma 74. [𝐻𝐶
𝐼2 , 𝐻WT]


𝜂
≤ 504|𝐶𝐼2 |

𝑓 2
𝜋

𝜋maxΠmax𝜂. (394)

Proof. Here, we take a cruder approach to bounding the commutator. The key commutator to compute is [𝐻𝐶
𝐼2 , 𝜌𝐼 ].

For each 𝐼, 𝜌𝐼 generates 4 terms of the form 𝑎†𝑎, while 𝐻𝐶
𝐼2 consists of 𝑎†𝑎†𝑎𝑎 operators with weight 28. Then, each

of the commutators of the form [𝑎†𝑎†𝑎𝑎, 𝑎†𝑎] generates at most 6 NPFOs. Thus, the term decomposes into weight
4 × 28 × 6 = 672 NPFOs (see the proof of Lemma 68 where a similar analysis was used). Thus, the full commutator can
be bounded as [𝐻𝐶

𝐼2 , 𝐻WT]

𝜂
≤ 1

4 𝑓 2
𝜋

|𝐶𝐼2 |
2

∑︁
𝐼1 ,𝐼2 ,𝐼3

𝜖𝐼1𝐼2𝐼3

∑︁
x

[𝐻𝐶
𝐼2 , 𝜋𝐼2 (x)Π𝐼3 (x)𝜌𝐼1 (x)]


𝜂

≤ 1
4 𝑓 2
𝜋

|𝐶𝐼2 |
2

× 6 × 𝜋maxΠmax × 672 𝜂, (395)

where the factor of 6 arises from the summation of 𝐼1, 𝐼2, and 𝐼3 in the presence of the Levi-Civita tensor. □

Lemma 75. [𝐻 (1)
𝜋 , 𝐻WT]


𝜂
= 0. (396)

Proof. We start by considering∑︁
𝐽,𝐼1 ,𝐼2 ,𝐼3

[
Π2
𝐽 (x), 𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (x)Π𝐼3 (x)𝜌𝐼1 (x)

]
=

∑︁
𝐽,𝐼1 ,𝐼2 ,𝐼3

Π𝐽 (x)
[
Π𝐽 (x), 𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (x)Π𝐼3 (x)𝜌𝐼1 (x)

]
+

∑︁
𝐽,𝐼1 ,𝐼2 ,𝐼3

[
Π𝐽 (x), 𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (x)Π𝐼3 (x)𝜌𝐼1 (x)

]
Π𝐽 (x)

=
𝑖

𝑎𝐷
𝐿

∑︁
𝐼1 ,𝐼2 ,𝐼3

𝜖𝐼1𝐼2𝐼3Π𝐼2 (x)Π𝐼3 (x)𝜌𝐼1 (x)

+ 𝑖

𝑎𝐷
𝐿

∑︁
𝐼1 ,𝐼2 ,𝐼3

𝜖𝐼1𝐼2𝐼3Π𝐼3 (x)Π𝐼2 (x)𝜌𝐼1 (x). (397)

This vanishes since 𝜖𝐼1𝐼2𝐼3 = −𝜖𝐼2𝐼1𝐼3 is anti-symmetric under the exchange of 𝐼2 and 𝐼3 indices while Π𝐼2Π𝐼3 = Π𝐼3Π𝐼2
is symmetric. Therefore, each term sums to zero. □

Lemma 76. [𝐻 (2)
𝜋 , 𝐻WT]


𝜂
≤ 72
𝑓 2
𝜋

𝑎−2
𝐿 𝜋

2
max𝜂. (398)

Proof. By the same reasoning as in Lemma 75, we have∑︁
𝐽,𝐼1 ,𝐼2 ,𝐼3

[
𝜋2
𝐽 (x), 𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (x)Π𝐼3 (x)𝜌𝐼1 (x)

]
= 0. (399)

The only terms in 𝐻 (2)
𝜋 that are not of the form 𝜋2

𝐽
(x) are terms of the form 𝜋𝐽 (x)𝜋𝐽 (y) appearing in the discretized

derivative. Their commutator with 𝐻WT gives∑︁
x

∑︁
⟨y,z⟩

∑︁
𝐽,𝐼1 ,𝐼2 ,𝐼3

[
𝜋𝐽 (z)𝜋𝐽 (y), 𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (x)Π𝐼3 (x)𝜌𝐼1 (x)

]
=

∑︁
x

∑︁
⟨y,z⟩

∑︁
𝐽,𝐼1 ,𝐼2 ,𝐼3

𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (x)
(
𝜋𝐽 (z)

[
𝜋𝐽 (y),Π𝐼3 (x)

]
+

[
𝜋𝐽 (z),Π𝐼3 (x)

]
𝜋𝐽 (y)

)
𝜌𝐼1 (x)

=
𝑖

𝑎𝐷
𝐿

∑︁
⟨y,z⟩

∑︁
𝐼1 ,𝐼2 ,𝐼3

𝜖𝐼1𝐼2𝐼3

(
𝜋𝐼2 (y)𝜋𝐼3 (z)𝜌𝐼1 (y) + 𝜋𝐼2 (z)𝜋𝐼3 (y)𝜌𝐼1 (z)

)
, (400)
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which can be non-zero. Therefore, for the full commutator,[𝐻 (2)
𝜋 , 𝐻WT]


𝜂
= 2

𝑎𝐷−2
𝐿

2
1

4 𝑓 2
𝜋

∑︁x ∑︁
⟨y,z⟩

∑︁
𝐽,𝐼1 ,𝐼2 ,𝐼3

[
𝜋𝐽 (z)𝜋𝐽 (y), 𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (x)Π𝐼3 (x)𝜌𝐼1 (x)

]
𝜂

≤ 1
4𝑎2
𝐿
𝑓 2
𝜋

× 2

 ∑︁
⟨y,z⟩

∑︁
𝐼1 ,𝐼2 ,𝐼3

𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (y)𝜋𝐼3 (z)𝜌𝐼1 (y)


𝜂

≤ 1
4𝑎2
𝐿
𝑓 2
𝜋

× 2 × 6 × 6 × 𝜋2
max × 4 𝜂, (401)

where the factor of 2 comes from accounting for two terms of equal semi-norm in the last line of Eq. (400), one of the
factors of 6 results from the summation over 𝐼1, 𝐼2, and 𝐼3 with the Levi-Civita tensor, another factor of 6 accounts for 6
non-commuting sets when implementing nearest-neighbor pairs ⟨y, z⟩, and finally the factor of 4 counts the maximum
number of NPFOs arising from 𝜌𝐼1 for each 𝐼1. □

Lemma 77. ∑︁
𝛾1

[𝐻 (𝛾1 )
AV ,

∑︁
𝛾2

𝐻
(𝛾2 )
WT

]
𝜂

≤ 𝑔𝐴

𝑓 3
𝜋𝑎𝐿

(
72 𝑎−𝐷𝐿 + 216 𝜋maxΠmax

)
𝜋max𝜂. (402)

Proof. Consider the term[ (
𝜋𝐽 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐽 (x)

)
𝜌𝐽,𝑆 (x), 𝜖𝐼1 ,𝐼2 ,𝐼3𝜋𝐼2 (y)Π𝐼3 (y)𝜌𝐼1 (y)

]
= 𝜌𝐽,𝑆 (x)𝜌𝐼1 (y)

[ (
𝜋𝐽 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐽 (x)

)
, 𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (y)Π𝐼3 (y)

]
+ 𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (y)Π𝐼3 (y)

(
𝜋𝐽 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐽 (x)

) [
𝜌𝐽,𝑆 (x), 𝜌𝐼1 (y)

]
. (403)

Let us treat these two commutators separately. First consider[ (
𝜋𝐽 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐽 (x)

)
, 𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (y)Π𝐼3 (y)

]
=

𝑖

𝑎𝐷
𝐿

𝜖𝐼1𝐼2𝐼3𝛿𝐼3 ,𝐽𝜋𝐼2 (y)
(
𝛿(y − x − 𝑎𝐿n̂𝑆) − 𝛿(y − x)

)
. (404)

This commutator is accompanied by the term 𝜌𝐽,𝑆 , which decomposes into at most 16 product terms of the form 𝑎†𝑎𝑎†𝑎
for given values of 𝐽, 𝑆, and 𝐼1. Each such term breaks into at most 2 terms in the NPFO form, yielding a factor of 32
overall.

Now consider [
𝜌𝐽,𝑆 (x), 𝜌𝐼1 (y)

]
. (405)

For every 𝐽 and 𝑆 value, there are 4 terms of the form 𝑎†𝑎, and for each 𝐼1 value there are 4 terms of the form 𝑎†𝑎. Thus,
there are 16 commutators of the form [𝑎†𝑎, 𝑎†𝑎], each of which generates at most 2 NPFOs (for when at least one of the
creation and annihilation operators are associated with different types). Thus for each 𝐽, 𝑆, and 𝐼1, there are 32 NPFOs.

Finally, consider the full commutator,��������∑︁
x,y

∑︁
𝐼1 ,𝐼2 ,𝐼3

∑︁
𝐽,𝑆

[ 𝑔𝐴

2 𝑓𝜋𝑎𝐿
(
𝜋𝐽 (x + 𝑎𝐿n̂𝑆) − 𝜋𝐽 (x)

)
𝜌𝐽,𝑆 (x),

1
4 𝑓 2
𝜋

𝜖𝐼1 ,𝐼2 ,𝐼3𝜋𝐼2 (y)Π𝐼3 (y)𝜌𝐼1 (y)
] ��������
𝜂

≤ 𝑔𝐴

8 𝑓 3
𝜋𝑎𝐿

× 1
𝑎𝐷
𝐿

∑︁
𝐼1 ,𝐼2 ,𝐼3

∑︁
𝐽,𝑆

𝛿𝐼3 ,𝐽

𝜖𝐼1𝐼2𝐼3 ∑︁
x,y

𝜌𝐽,𝑆 (x)𝜌𝐼1 (y)𝜋𝐼2 (y)
(
𝛿(y − x − 𝑎𝐿n̂𝑆) − 𝛿(y − x)

)
𝜂

+ 𝑔𝐴

8 𝑓 3
𝜋𝑎𝐿

∑︁
𝐼1 ,𝐼2 ,𝐼3

∑︁
𝐽,𝑆

max
x

𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (x)Π𝐼3 (x) (𝜋𝐼3 (x + 𝑎𝐿n̂𝑆)
) × 32 𝜂

≤ 𝑔𝐴

8 𝑓 3
𝜋𝑎𝐿

× 1
𝑎𝐷
𝐿

× 6 × 3 × 32 𝜂 × 2𝜋max +
𝑔𝐴

8 𝑓 3
𝜋𝑎𝐿

× 6 × 32 × 𝜋2
maxΠmax × 32 𝜂, (406)
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where the triangle and Cauchy-Schwarz inequalities are applied as usual. Here, in the first term the factor of 6 comes
from summing over 𝐼1, 𝐼2, and 𝐼3 with the Levi-Civita tensor, and the factor of 3 comes from summing over 𝑆 while the
sum over 𝐽 does not produce any additional factor because of the Kronecker delta. In the second term, the factor of 6 has
the same origin as in the first term, and the factor of 32 accounts for the sum over 𝐽 and 𝑆. Note that, to get to the third
line here, we have used the fact that one of the terms inside the parentheses in the third line of the equation does not
contribute to the semi-norm as

∑
𝐼2 ,𝐼3 𝜖𝐼1𝐼2𝐼3𝜋𝐼2 (x)𝜋𝐼3 (x) = 0. Finally, simplifying the expression gives the result. □

Lemma 78. ∑︁
𝛾1

[𝐻 (𝛾1 )
WT ,

∑︁
𝛾2≥𝛾1+1

𝐻
(𝛾2 )
WT

]
𝜂

≤ 384
(

1
4 𝑓 2
𝜋

)2 (
3 𝜋maxΠmax +

2
𝑎𝐷
𝐿

)
Πmax𝜋max𝜂. (407)

Proof. Suppressing the spatial arguments, the commutators are of the form[
𝜋𝐽2Π𝐽3𝜌𝐽1 , 𝜋𝐼2Π𝐼3𝜌𝐼1

]
= 𝜋𝐽2Π𝐽3

[
𝜌𝐽1 , 𝜋𝐼2Π𝐼3𝜌𝐼1

]
+

[
𝜋𝐽2Π𝐽3 , 𝜋𝐼2Π𝐼3𝜌𝐼1

]
𝜌𝐽1

= 𝜋𝐽2Π𝐽3𝜋𝐼2Π𝐼3

[
𝜌𝐽1 , 𝜌𝐼1

]
+

[
𝜋𝐽2Π𝐽3 , 𝜋𝐼2Π𝐼3

]
𝜌𝐼1𝜌𝐽1 . (408)

Let us inspect these two terms separately, recovering the spatial arguments and summing over the lattice volume. For
the semi-norm of the first term, ∑︁

x,y

𝜋𝐽2 (y)Π𝐽3 (y)𝜋𝐼2 (x)Π𝐼3 (x)
[
𝜌𝐽1 (y), 𝜌𝐼1 (x)

]
𝜂

≤
∑︁
x,y

𝜋2
maxΠ

2
max

[𝜌𝐽1 (y), 𝜌𝐼1 (x)
]
𝜂

≤ 𝜋2
maxΠ

2
max × 32 𝜂. (409)

Note that for each 𝐽1 or 𝐼1, 𝜌𝐽1 or 𝜌𝐼1 is a sum of at most 4 NPFOs of the form 𝑎†𝑎, leading to at most 16 terms of the
form [𝑎†𝑎, 𝑎†𝑎], which generate up to 2 NPFOs each, hence the factor of 32.

For the semi-norm of the second term in Eq. (408),∑︁
x,y

[𝜋𝐽2 (y)Π𝐽3 (y), 𝜋𝐼2 (x)Π𝐼3 (x)
]
𝜌𝐼1 (x)𝜌𝐽1 (y)


𝜂
≤ 1
𝑎𝐷
𝐿

(𝛿𝐽2𝐼3 + 𝛿𝐽3𝐼2 )Πmax𝜋max × 32 𝜂. (410)

Here, we have applied the canonical commutation of 𝜋 and Π fields twice. Furthermore, for each 𝐼1 and 𝐽1, 𝜌𝐼1𝜌𝐽1

generates 16 terms of the form 𝑎†𝑎𝑎†𝑎, which each can be further broken to 2 NPFOs, giving a total of 32 NPFOs.
Putting all these together, the semi-norm of the full commutator is bounded as

∑︁
𝛾1

[𝐻 (𝛾1 )
WT ,

∑︁
𝛾2≥𝛾1+1

𝐻
(𝛾2 )
WT

]
𝜂

≤
(

1
4 𝑓 2
𝜋

)2 ∑︁
𝐽1 ,𝐽2 ,𝐽3 ,𝐼1 ,𝐼2 ,𝐼3

𝜖𝐼1𝐼2𝐼3𝜖𝐽1𝐽2𝐽3

(
32 𝜋2

maxΠ
2
max𝜂 +

32
𝑎𝐷
𝐿

(𝛿𝐽2𝐼3 + 𝛿𝐽3𝐼2 )Πmax𝜋max𝜂

)
≤

(
1

4 𝑓 2
𝜋

)2 (
36 × 32 𝜋2

maxΠ
2
max +

24 × 32
𝑎𝐷
𝐿

Πmax𝜋max

)
𝜂, (411)

where in the last line, we have used the fact that 𝜖𝐼1𝐼2𝐼3 and 𝜖𝐽1𝐽2𝐽3 are non-zero for exactly 6 terms each, contributing an
additional factor of 36 in the first term in parentheses. On the other hand, there is a factor of 𝛿𝐽2𝐼3 + 𝛿𝐽3𝐼2 in the second
term multiplying 𝜖𝐼1𝐼2𝐼3𝜖𝐽1𝐽2𝐽3 . This limits the possibilities for non-zero contributions to 12 + 12 = 24. Simplifying the
expression gives the bound claimed in the statement of the lemma. □
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