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We upper- and lower-bound the optimal precision with which one can estimate an unknown
Hamiltonian parameter via measurements of Gibbs thermal states with a known temperature. The
bounds depend on the uncertainty in the Hamiltonian term that contains the parameter and on the
term’s degree of noncommutativity with the full Hamiltonian: higher uncertainty and commuting
operators lead to better precision. We apply the bounds to show that there exist entangled thermal
states such that the parameter can be estimated with an error that decreases faster than 1/

√
n,

beating the standard quantum limit. This result governs Hamiltonians where an unknown scalar
parameter (e.g. a component of a magnetic field) is coupled locally and identically to n qubit sensors.
In the high-temperature regime, our bounds allow for pinpointing the optimal estimation error, up
to a constant prefactor. Our bounds generalize to joint estimations of multiple parameters. In this
setting, we recover the high-temperature sample scaling derived previously via techniques based on
quantum state discrimination and coding theory. In an application, we show that noncommuting
conserved quantities hinder the estimation of chemical potentials.

Substantial work has been devoted to determining the
precision with which a Hamiltonian parameter can be es-
timated from measurements on a time-evolving system.
For instance, consider a spin network immersed in a mag-
netic field µ. The network’s state acquires information
about the field’s magnitude. Measuring copies of the
state can reveal µ. The quantum Cramér-Rao bound sets
an asymptotically saturable lower bound on the precision
with which the parameter can be estimated [1, 2].

Here, we focus on the less explored problem of estimat-
ing parameters from systems in a thermal state

ρ =
1

Zβ
e−βH =

1

Zβ

∑
j

e−βωj |j⟩⟨j| (1)

at a known inverse temperature β. ωj and |j⟩
are the Hamiltonian’s eigenvalues and eigenvectors,
H =

∑
j ωj |j⟩⟨j|, and Zβ := Tr

(
e−βH

)
is the parti-

tion function. Parameters of H could be unknown. The
system could thermalize to ρ through interactions with
a thermal environment or through a state-preparation
algorithm [3, 4]. Probing the environment could yield
information about β [5].

The thermal state encodes information about the
Hamiltonian parameters. We consider M -term Hamil-
tonians:

H =

M∑
l=1

Hl =

M∑
l=1

µlAl. (2)
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The Al are Hermitian operators, and the µl are real co-
efficients. The µl could represent local or global fields
or coupling constants (Fig. 1). We bound the precision
with which the µl can be estimated from measurements of
copies of ρ. To achieve this goal, we will use the multipa-
rameter quantum Cramér-Rao bound, which constrains
the estimation of a set of parameters [6].

The quantum Cramér-Rao bound relates the minimum
estimation error to the quantum Fisher information [7].
The quantum Cramér-Rao bound has been applied, for
example, to the field of thermometry [5, 8–13]. The
bound implies the minimum uncertainty with which a
temperature T can be estimated from N measurements:
var(T̂opt) = T 4 1

N (∆H)2 , where (∆H)2 := ⟨H2⟩ − ⟨H⟩2

is the Hamiltonian’s variance in the thermal state [6].
Whenever x denotes a parameter to be estimated, we
mean by x̂ an estimator. Higher energy variances allow
for better parameter estimation. This result echoes the
relative error var(µ̂opt)/µ

2 = 1
4N t2(∆H)2 with which a

global parameter µ can be estimated from measurements
of copies of a pure state evolving under the Hamiltonian
H = µA for a time t. In related work, Refs. [14, 15]
geometrically characterize the Fisher metric to study the
role of phase transitions in thermometry. This Letter
focuses on the error in estimates of an arbitrary Hamil-
tonian parameter, rather than the error in temperature
estimation.

Several studies have concerned the reconstruction of
a Hamiltonian from its eigenstates [16–22], from steady
states [23], or from Gibbs states [22, 24]. Recent results
under the umbrella of the “Hamiltonian-learning prob-
lem” provide algorithms for estimating Hamiltonian pa-
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FIG. 1. Estimating Hamiltonian parameters from
thermal states. How accurately can one determine µl,
which can be a coupling constant—pictured here as yellow
and teal dashed lines for a system of qubits on a lattice—or
a field, in a Hamiltonian H from measurements performed on
N copies of a thermal state ρ = e−βH/Zβ? We use the quan-
tum Cramér-Rao bound to derive saturable upper and lower
bounds on the optimal precision with which such Hamiltonian
parameters can be estimated.

rameters while minimizing (i) the number of copies of the
thermal state ρ needed (the sample complexity) and (ii)
the algorithm’s runtime (the time complexity) [25–28].
Such complexity-theoretic approaches focus on (a) the
asymptotic sample and time complexities’ dependence on
β and (b) the number of unknown parameters. In con-
trast, we leverage the quantum Cramér-Rao bound to
identify how the uncertainties in the Als, and the Als’
noncommutativity with the thermal state, influence the
minimum precision with which the µl can be estimated.
Upon pinpointing the uncertainties’ influence on preci-
sion, we can construct a many-body model that beats
the standard quantum limit.

This Letter is organized as follows. First, we review the
quantum Fisher information, a powerful tool for analyz-
ing parameter estimation. We bound the quantum Fisher
information obtainable about one Hamiltonian parame-
ter, then bound the precision with which the parameter
can be estimated. These bounds enable us to identify
a many-body model in which the achievable precision
beats the standard quantum limit. Extending beyond
one Hamiltonian parameter, we then bound the precision
with which multiple parameters can be estimated simul-
taneously. Finally, we discover that noncommutation of
conserved quantities (charges) hinders the estimation of
chemical potentials. Noncommuting charges are partic-
ularly quantum (due to the importance of noncommuta-
tion in quantum measurement disturbance, Heisenberg
uncertainty, etc.) and have been of recent thermody-
namic interest [29].

The quantum Fisher information matrix.—The mul-
tiparameter quantum Cramér-Rao bound constrains the

statistics of any estimator ˆ⃗µ of the parameters µl [6]:

cov(ˆ⃗µ) ≥ 1

N
F−1. (3)

N denotes the number of experimental repetitions. F de-
notes the quantum Fisher information matrix, with com-
ponents

Flm := 2
∑
jk

Re [⟨j| ∂lρ |k⟩⟨k| ∂mρ |j⟩]
pj + pk

. (4)

The state eigendecomposes as ρ =
∑

j pj |j⟩⟨j|. Thus,
the quantum Fisher information matrix characterizes
the precision with which parameters µl can be esti-
mated jointly. The multiparameter quantum Cramér-
Rao bound is saturated when the optimal measurements
for estimating the µl are compatible. Mathematically,
this condition is met if and only if Tr (ρ[Ll, Lm]) = 0.
The symmetric logarithmic derivative Ll is implicitly de-
fined by ∂lρ =: 1

2{ρ, Ll} [6]. Throughout this work, we

denote partial derivatives by ∂l :=
∂

∂µl
.

The diagonal matrix element Fll quantifies the min-
imum precision with which one unknown µl can be es-
timated if all other parameters are known. The single-
parameter quantum Cramér-Rao bound says that every
estimator µ̂l has a variance

var(µ̂l) ≥
1

NFll
. (5)

Optimized measurements saturate this bound [2, 7].
Equations (3) and (5) thus pinpoint the quantum Fisher
information as a powerful tool that determines ultimate
limits on quantum metrology. The stronger ρ’s depen-
dency on µl, the higher the quantum Fisher information
Fll [Eq. (4)], and so the greater the precision.

Bounds on the quantum Fisher information.—Exactly
evaluating the quantum Fisher information can be diffi-
cult. Therefore, it is desirable to bound Fll in terms of
more-easily-calculable quantities. We derive two sets of
upper and lower bounds on the quantum Fisher informa-
tion of the µl in Eq. (2):

Fll ≤ β2 (∆Al)
2 (6a)

Fll ≥ 4β2c1 (∆Al)
2, (6b)

and

Fll ≤ 2.4 c2 β
2
(
(∆Al)

2 − 1
2

∥∥[√ρ,Al]
∥∥2
2

)
and (7a)

Fll ≥ 0.8β2
(
(∆Al)

2 − 1
2

∥∥[√ρ,Al]
∥∥2
2

)
. (7b)

∆Al =
√
⟨A2

l ⟩ − ⟨Al⟩2 is the uncertainty of operator Al

in ρ; ∥A∥22 := Tr
(
AA†); and we have defined

c1 := tanh2(β∥H∥s/2)/(β∥H∥s)2 and (8a)

c2 := 2c1 cosh(β∥H∥s/2). (8b)
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The ∥H∥s := maxj ωj −minj ωj is the Hamiltonian semi-
norm defined by the maximum energy gap. We derive
the bounds by computing the thermal state’s quantum
Fisher information, then algebraically manipulating the
expression (Appendix II).

Equation (6) constrains the quantum Fisher informa-
tion about µl in terms of ∆Al, resembling expressions for
the quantum Fisher information about β in thermome-
try [6]. Equation (7) constrains the quantum Fisher in-
formation about µl also in terms of the Wigner-Yanase

skew information 1
2

∥∥[√ρ,Al]
∥∥2
2
. The skew information

was proposed as a means to discriminate quantum and
classical contributions to uncertainty [30, 31]. It has
found applications in parameter estimation [10, 32, 33],
as an asymmetry measure [34], and as a coherence mea-

sure [35, 36]. The difference (∆Al)
2− 1

2

∥∥[√ρ,Al]
∥∥2
2
signi-

fies the classical uncertainty about Al [31]. This classical
uncertainty vanishes for pure states.

When the temperature is high relative to the maximum
energy gap (β∥H∥s ≪ 1), c1 ≈ c2/2 ≈ 1/4. The upper
and lower bounds in Eq. (6) coincide, while the upper and
lower bounds in Eq. (7) differ by a prefactor of 1.2. That
is, our bounds are saturated, up to a constant prefactor,
at high temperatures. Our bounds pinpoint Fll by tightly
sandwiching it.

The upper bound (7a) is also saturable, up to a
constant prefactor, at low temperatures. To show this,
we denote by µ the magnitude of a field µσz acting on
a qubit with a Hamiltonian H = Ωxσx + Ωzσz + µσz.
The σαs are Pauli matrices. The quantum Fisher
information and its upper bound (7a) can be cal-
culated exactly. At low temperatures (β∥H∥s ≫ 1),

Fµ ≈ 16Ω2
x/∥H∥4s ≤ 2.4 c2β

2
(
(∆Al)

2 − 1
2

∥∥[√ρ,Al]
∥∥2
2

)
≈

19.2Ω2
x/∥H∥4s; and, at high temperatures (β∥H∥s ≪ 1),

Fµ ≈ β2 ≤ 2.4c2β
2
(
(∆Al)

2 − 1
2

∥∥[√ρ,Al]
∥∥2
2

)
≈ 1.2β2

(Appendix IV). The contribution of the Wigner-Yanase
skew information is necessary for obtaining a saturable
bound at low temperatures.

Reference [10] contains the closest previous result:

Fll ≤ β2
∫ 1

0
Tr
(
ρaδAlρ

1−aδAl

)
da, with δAl := Al−⟨Al⟩.

Yet our upper bounds (6a), (7a), and the bound in
Ref. [10] are different: no bound is tighter than another
in all regimes. To our knowledge, Eqs. (6b) and (7b) are
the first lower bounds on thermal states’ quantum Fisher
information. We compare the bounds in a spin-chain ex-
ample in Appendix V.

Bounds on single-parameter estimation errors.—
Consider estimating an unknown parameter µl. We
denote the optimal error by

√
varopt(µ̂l). The single-

parameter quantum Cramér-Rao bound (5) is saturable
by suitably chosen estimators [7]. Therefore, Eqs. (6)
and (7) engender two sets of upper and lower bounds

on
√

varopt(µ̂l). The relative error

√
varopt(µ̂l)

|µl| achievable

with N copies of a thermal state is

1

β
√
N ∆Hl

≤
√
varopt(µ̂l)

|µl|
≤ 1

2βc
1/2
1

√
N ∆Hl

, (9)

and

1

√
2.4c2β

√
N
(
(∆Hl)

2 − 1
2

∥∥∥[√ρ,Hl

]∥∥∥2
2

)1/2

≤
√
varopt(µ̂l)

|µl|
≤ (10)

1

√
0.8β

√
N
(
(∆Hl)

2 − 1
2

∥∥∥[√ρ,Hl

]∥∥∥2
2

)1/2
.

By Eq. (9), a higher uncertainty ∆Hl in Hl = µlAl can
enable better precision. Meanwhile, Eq. (10) constrains
the relative error in terms of the classical uncertainty in
Hl = µlAl. Equation (10) also reveals the role of non-
commutativity: when Al does not commute with ρ, the
ability to estimate µl diminishes. This fact has an ana-
logue in single-parameter estimation in unitary quantum
metrology, as detailed in Appendix III. There, µl can be
encoded in a probe state via Hamiltonian evolution un-
der H = µlAl + H ′, for an arbitrary Hermitian H ′. If
[Al, H] ̸= 0—and so [ρ,H] ̸= 0 for thermal states ρ—the
ability to measure µl is diminished [37].
In quantum metrology, the estimation error’s scal-

ing with a sensor’s size can constitute an entangle-
ment advantage. Consider a system of n subsystems
and Hl a sum of n local terms. Superextensive vari-

ances
(
∆Hl

)2 ∼ nα, with α > 1, are atypical for ther-
mal states of spatially-local Hamiltonians. For instance,(
∆Hl

)2 ∼ n for states with exponentially decaying cor-
relations [38, 39]. From Eq. (9), one would expect the

optimal estimation error to scale as 1/(β
√
N
√
n), as in

the standard quantum limit [40, 41]. At critical points,

however,
(
∆Hl

)2 ∼ n may be violated [15, 42, 43]. We
can observe violations also with certain nonlocal Hamil-
tonians.
We now show that one can beat the standard quan-

tum limit in Hamiltonian metrology using thermal
states. Consider estimating a field µ by measuring
copies of a thermal state of the n-qubit Hamiltonian
H = µ

∑n
j=1

(
σj
z + 1

)
− λ

⊗n
j=1 nσ

j
x ≡ Hµ +Hλ. We as-

sume λ > 0 and µ > 0. Let |0⟩ denote the n-fold tensor
product of the eigenvalue-(−1) eigenstate of σz; and |1⟩,
the product of the eigenvalue-1 eigenstate. The n-qubit
GHZ state |Φ⟩ :=

(
|0⟩+ |1⟩

)
/
√
2 is a ground state of Hλ.

We prove in Appendix VI that |Φ⟩ is the unique ground
state if Hµ is a perturbation (µ/λ≪ 1). The variance of

Hµ in |Φ⟩ is ⟨Φ|H2
µ |Φ⟩ − ⟨Φ|Hµ |Φ⟩2 = µ2n2. Therefore,

one might expect that ∆Hµ ∼ µnα, with α > 1/2, in low-
temperature thermal states. In Appendix VI, we prove
this expectation, showing that α = 1 for βλn≫ 1. Note
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Relative estimation error vs. number of qubits
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FIG. 2. Beating the standard quantum
limit. The figure shows the relative estimation er-
ror

√
varopt(µ̂)/|µ| for the parameter µ in the n-qubit

H = µ
∑n

j

(
σj
z + 1

)
−λ

⊗n
j nσj

x := Hµ +Hλ. The bounds ap-

pear in Eqs. (9) and (10) [the upper bound in (9) is, here, too
loose to appear in the plotted range]. We take λβ = 2µβ = 6.
As we show in Appendix VI, ∆Hµ ∼ µn, for large βλn. A
consequence, suggested by Eqs. (9) and (10), is an optimal
estimation error that decays faster than 1/

√
n.

this proof does not require that µ/λ ≪ 1. By Eqs. (9)
and (10), this result suggests a minimum relative estima-
tion error that decreases faster than the standard quan-
tum limit 1/

√
n. Figure 2 supports this argument, ex-

hibiting a regime with optimal relative estimation errors
below 1/

√
n. These results would have been difficult to

deduce from the expression (4) for the quantum Fisher in-
formation. By leveraging our bounds, we found a model
that beats the standard quantum limit.

Bounds on multiparameter estimation errors.—The
single-parameter bounds above apply when all param-
eters except the target parameter are known. How-
ever, our results imply bounds on the error in joint esti-
mates ofM Hamiltonian parameters. The variances’ sum
serves as the error measure. We aim for a total error∑M

l=1 var(µ̂l) = ϵ2err. By the multiparameter Cramér-
Rao bound (3),

ϵ2err =

M∑
l=1

var(µ̂l) ≥
1

N
Tr
(
F−1

)
≥ 1

N

M∑
l=1

1

Fll
. (11)

The final inequality holds under the condition F > 0,
satisfied if one can estimate every linear combination of
parameters [6]. The second inequality is useful for large
M , when calculating F−1 is computationally hard.
The second inequality is saturated if and only if F is

diagonal. The first inequality is saturated if and only if

0 = Tr (ρ[Ll, Lm]) (12)

= 4
∑

ωj ̸=ωk

(pj − pk)
3

(ωj − ωk)2(pj + pk)2
⟨j|Al |k⟩ ⟨k|Am |j⟩

for all {l,m}, where pj = e−βωj/Zβ . These are

rather stringent conditions violated by typical many-
body Hamiltonians.

By combining Eq. (11) with the bounds (6a) and (7a),
we bound the error in the estimation of multiple Hamil-
tonian parameters. To learn M Hamiltonian parameters
with an error ϵerr, one needs a number N of measure-
ments satisfying

N ≥ 1

β2 ϵ2err

M∑
l=1

c−1
2 /2

(∆Al)
2 − 1

2

∥∥ [√ρ,Al

] ∥∥2
2

and (13a)

N ≥ 1

β2 ϵ2err

M∑
l=1

1

(∆Al)
2 . (13b)

Consequently,

N = Ω

(
M

β2 ϵ2err
min

l

1(
∆Al

)2
)
. (14)

We can compare Eq. (14) to complexity-theoretic re-
sults [25, 26] about the number N of copies of the state
required to learnM Hamiltonian parameters to within an

l2-distance error ϵ defined through ϵ2 =
∑M

l=1(µ̂l − µl)
2.

At least N = Ω
(

exp(β)M
β2 ϵ2

)
samples are required for an

M -qubit Hamiltonian [26]. At low temperatures, their
bound is tighter, as a function of β. Moreover, we have
only proven Eq. (13) to be saturable under stringent con-
ditions on the operators Al. They prove a stronger re-

sult: N = O
(

M
β2 ϵ2 ln (M/δ)

)
samples suffice to learn the

parameters with a constant failure probability δ. In con-
trast, our results are more general since they concern the
average error in estimations of parameters in arbitrary
Hamiltonians. Also, our results reveal the roles of uncer-
tainties ∆Al, and of the state’s noncommutativity with
Al, in the estimation error. We compare this Letter’s
bounds with previous bounds in detail in Appendix VIII
(see Table I).

Estimation of chemical potentials.—In the presence of
conserved charges Ql, thermalizing systems reach gener-
alized Gibbs states [44–47]

ρβ,{µl} = e−β(H0+
∑

l µlQl)/Zβ,{µl}. (15)

H0 is the system Hamiltonian. The µl are the chemi-
cal potentials corresponding to the charges, which satisfy
[H0, Ql] = 0 for all l.

Our results imply constraints on the minimum error
in estimations of the chemical potentials: we identify
H ≡ H0 +

∑
l µlQl and Al ≡ Ql in Eq. (1). For ex-

ample, consider estimating one µl. Equations (7), with
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the quantum Cramér-Rao bound’s saturability, imply

1

2.4 c2 β2N
(
(∆Ql)

2 − 1
2

∥∥∥[√ρ,Ql

]∥∥∥2
2

)
≤ varopt(µ̂l) ≤ (16)

1

0.8β2N
(
(∆Ql)

2 − 1
2

∥∥∥[√ρ,Ql

]∥∥∥2
2

) .
Classically, all charges commute with each other and

so with ρ. Quantum charges can defy this expectation:
[Ql, Qm] ̸= 0 [45, 46, 48–50]. For instance, the two-qubit
Hamiltonian H0 = σz⊗σz conserves charges Q1 = σz⊗1
and Q2 = σx ⊗σx that do not commute with each other.
This noncommutation prevents charges from commuting
with the state: [Ql,

√
ρ] ̸= 0. This lack of equality im-

plies a quantum disadvantage in parameter estimation:
charges’ noncommutativity hinders the ability to mea-
sure chemical potential µ1.

Discussion.—Our bounds highlight how estimation er-
ror depends on the noncommutativity of the operators
defining the Hamiltonian. The noncommutativity engen-
ders a disadvantage, diminishing precision. See Eq. (10)
and Appendix III for a comparison with the estimation
of parameters from Hamiltonian evolution.

Furthermore, we found that noncommutativity of con-
served charges hinders estimations of chemical potentials.
This result contrasts with Refs. [49, 51], which show that
conserved quantities’ noncommutativity provides an ad-
vantage in quantum transport processes by decreasing en-
tropy production. Our work therefore contributes to the
debate about whether noncommuting charges enhance or
hinder desirable properties in information-processing and
thermodynamic tasks [29, 52].

A natural open problem, unexplored in this work, is
the construction of concrete protocols that saturate the
bounds [53, 54]. Moreover, we found a toy model where,
using measurements on a thermal state, one can beat the
standard quantum limit for the task of estimating (a com-
ponent of) a field coupled locally to n qubits. Further
work could shed light on whether one can use thermal
states also of more-physically-realistic, fully local Hamil-
tonians to beat the standard quantum limit, possibly by

exploiting criticality [15, 42, 43, 55].

Note added.—Ref. [56], which studies the Hamiltonian
learning problem at all temperatures, was posted during
the preparation of this manuscript.
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APPENDIX

Appendix I — Derivation of the quantum Fisher information matrix of Hamiltonian parameters for thermal states.

Appendix II — Upper and lower bounds on the diagonals of the quantum Fisher information matrix:
proof of Eqs. (6) and (7) in the main text.

Appendix III — Role of noncommutativity in parameter estimation.

Appendix IV — Quantum Fisher information of a two-level system.

Appendix V — Comparisons of the bounds on the quantum Fisher information.

Appendix VI — Properties of the Hamiltonian H = µ
∑n

j=1

(
σj
z + 1

)
− λ

⊗n
j=1 nσ

j
x.

Appendix VII — Conditions for saturability of the multiparameter Cramér-Rao bound:
proof of Eq. (12) in the main text.

Appendix VIII — Comparisons with the literature on Hamiltonian learning.

I. THE QUANTUM FISHER INFORMATION MATRIX

In this section, we derive the closed-form expression for the quantum Fisher information matrix of Hamiltonian
parameters for thermal states.

The quantum Fisher information matrix has elements

Flm := 2
∑
jk

Re [⟨j| ∂lρ |k⟩⟨k| ∂mρ |j⟩]
pj + pk

. (A1)

We have defined ∂l :=
∂

∂µl
. The matrix characterizes the precision with which multiple parameters µl can be estimated.

Let N denote the number of measurements performed. The multiparameter Cramér-Rao bound says that [6]

cov(ˆ⃗µ) ≥ 1

N
F−1 . (A2)

This bound is asymptotically saturable if and only if

Tr (ρ[Ll, Lm]) = 0. (A3)

The symmetric logarithmic derivative is defined by ∂lρ = 1
2{Ll, ρ}.

Throughout this appendix, we omit the temperature dependence from the partition-function notation: Z ≡ Zβ .
Since ρ = e−βH/Z =

∑
j e

−βωj |j⟩⟨j| /Z, the derivative in Eq. (A1) is

∂lρ =
1

Z
∂le

−βH − ρ
∂lZ

Z
=

1

Z

[
∂le

−βH − ρTr
(
∂le

−βH
)]
. (A4)

We must calculate the matrix elements of ∂le
−βH . Using the Taylor series

e−βH =

∞∑
n=0

(−β)nH
n

n!
, (A5)
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we obtain

⟨j| ∂le−βH |k⟩ =
∞∑

n=0

(−β)n

n!
⟨j| ∂lHn |k⟩

=

∞∑
n=1

(−β)n

n!
⟨j|

n−1∑
m=0

HmAlH
n−m−1 |k⟩

=

∞∑
n=1

(−β)n

n!

n−1∑
m=0

ωm
j ω

n−m−1
k ⟨j|Al |k⟩

= ⟨j|Al |k⟩
∞∑

n=1

(−β)n

n!

n−1∑
m=0

ωm
j ω

n−m−1
k

=: ⟨j|Al |k⟩Γjk. (A6)

We have defined

Γjk :=

∞∑
n=1

(−β)n

n!

n−1∑
m=0

ωm
j ω

n−m−1
k (A7)

as a function of the temperature and of the Hamiltonian’s spectrum.
We can re-express Γjk using the formula for an infinite geometric series: if ωj ̸= ωk, then

Γjk =

∞∑
n=1

(−β)n

n!

ωn
j − ωn

k

ωj − ωk
=
e−βωj − e−βωk

ωj − ωk
= Z

(pj − pk)

ωj − ωk
, for ωj ̸= ωk. (A8)

If ωj = ωk, then

Γjk =

∞∑
n=1

(−β)n

n!

n−1∑
m=0

ωn−1
j =

∞∑
n=1

(−β)n

n!
nωn−1

j

= −β
∞∑

n=1

(−β)n−1

(n− 1)!
ωn−1
j = −βe−βωj

= −βZpj , for ωj = ωk. (A9)

Using Eqs. (A9) and (A6) we can evaluate the first term in Eq. (A4):

Tr
(
∂le

−βH
)

Z
=

1

Z

∑
j

⟨j|Al |j⟩Γjj = −β 1

Z

∑
j

⟨j|Al |j⟩ e−βωj = −β⟨Al⟩. (A10)

We denote thermal averages by ⟨Al⟩ := Tr (Alρ).
Substituting from Eq. (A10) into Eq. (A4) yields

∂lρ =
1

Z
∂le

−βH + β⟨Al⟩ρ. (A11)

Furthermore, substituting into Eq. (A6) from Eqs. (A8) and (A9) yields

⟨j| ∂le−βH |k⟩ = ⟨j|Al |k⟩Z
(pj − pk)

ωj − ωk
, for ωj ̸= ωk, (A12)

and

⟨j| ∂le−βH |k⟩ = ⟨j|Al |k⟩Γjj = −⟨j|Al |k⟩βZpj for ωj = ωk. (A13)

Let δAl := Al − ⟨Al⟩ = Al − Tr (ρAl). If ωj ̸= ωk, then

⟨j| ∂lρ |k⟩ = ⟨j|Al |k⟩
(pj − pk)

ωj − ωk
+ β⟨Al⟩ ⟨j| ρ |k⟩ = ⟨j| δAl |k⟩

(pj − pk)

ωj − ωk
, for ωj ̸= ωk, (A14)



10

whereas, if ωj = ωk,

⟨j| ∂lρ |k⟩ = −⟨j|Al |k⟩βpj + β⟨Al⟩pjδjk = −⟨j| δAl |k⟩βpj = −⟨j| δAl |k⟩β
pj + pk

2
, for ωj = ωk. (A15)

Thus, the quantum Fisher information matrix in Eq. (A1) becomes

Flm := 2
∑
jk

Re [⟨j| ∂lρ |k⟩⟨k| ∂mρ |j⟩]
pj + pk

= 2
∑

ωj ̸=ωk

(pj − pk)
2

(pj + pk)(ωj − ωk)2
Re
[
δAl

jkδA
m
kj

]
+
∑

ωj=ωk

β2 pj + pk
2

Re
[
δAl

jkδA
m
kj

]
= 2β2

∑
ωj ̸=ωk

pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

Re
[
δAl

jkδA
m
kj

]
+ β2

∑
ωj=ωk

pj + pk
2

Re
[
δAl

jkδA
m
kj

]
. (A16)

In Appendix II, we use this expression to upper- and lower-bound Fll.

II. BOUNDS ON THE QUANTUM FISHER INFORMATION

In this section, we upper- and lower-bound the diagonals of the quantum Fisher information matrix. That is, we
prove Eqs. (6) and (7) from the main text. By Eq. (A16), the quantum Fisher information about a parameter µl is

Fll = 2β2
∑

ωj ̸=ωk

pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2. (A17)

Upper bound in terms of (∆Al)
2

If x := pk/pj , the first term in the quantum Fisher information [Eq. (A17)] depends on (1−x)2

(1+x) ln2(x)
. It will be

convenient to upper-bound this fraction as (1−x)2

(1+x) ln2(x)
≤ (1 + x)c1, for some c1 to be determined. Shifting the

(1 + x) from the inequality’s right-hand side to the left-hand side, we form a fraction (1−x)2

(1+x)2 ln2(x)
that is maximized

at x = 1. Furthermore, pk/pj comes closest to 1 for energy eigenstates whose energies are as close as possible:

xmax := e−βminj,k{ωk−ωj} ≡ e−βgmin . We have defined gmin := minj,k{ωj − ωk} as the Hamiltonian’s minimum energy
gap. Combining these observations, we choose

c1(gmin) :=
(1− xmax)

2

(1 + xmax)2 ln
2(xmax)

=
(1− e−βgmin)2

(1 + e−βgmin)2
1

β2g2min

=
tanh2(βgmin/2)

β2g2min

. (A18)

The limiting values of c1, as a function of temperature, are

c1(gmin) ≈

{
1

β2g2
min

for βgmin ≫ 1
1
4 for βgmin ≪ 1.

(A19)

Applying this choice and the general bound above to Eq. (A17), we bound the quantum Fisher information about a
parameter µl:

Fll = 2
∑

ωj ̸=ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2
≤ 2c1(gmin)β

2
∑

ωj ̸=ωk

pj

(
1 +

pk
pj

) ∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2 (A20a)

= 4c1(gmin)β
2
∑

ωj ̸=ωk

pj
∣∣δAl

jk

∣∣2 + 4c1(gmin)β
2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2 + [1− 4c1(gmin)]β
2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
= 4c1(gmin)β

2 Tr
(
ρ [δAl]

2
)
+ [1− 4c1(gmin)]β

2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
= 4c1(gmin)β

2 (∆Al)
2
+ [1− 4c1(gmin)]β

2
(
∆AD

l

)2
. (A20b)
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We have defined ∆A =
√
⟨A2⟩ − ⟨A⟩2 as the standard deviation of an operator A in the thermal state. Also,

AD
l :=

∑
ωj=ωk

⟨j|Al |k⟩ |k⟩⟨j| is the sum of the block-diagonal elements of the matrix that represents Al relative to

the energy eigenbasis. Since 0 ≤ c1(gmin) ≤ 1/4 in Eq. (A20b), also,

Fll ≤ β2 (∆Al)
2
. (A21)

We have proved Eq. (6a) in the main text. Bounds (A20b) and (A21) are saturated if Al is diagonal relative to the
energy eigenbasis.

Lower bound in terms of (∆Al)
2

A similar derivation implies a lower bound on Fll. The function (1−x)2

(1+x)2 ln2(x)
is minimized at x = 0 and in the limit

as x→ ∞. Moreover, x has a minimum value of xmin := e−β∥H∥s , where ∥H∥s := maxj ωj −minj ωj , and a maximum

value of xmax := eβ∥H∥s . Since c1(−∥H∥s) = c1(∥H∥s),

(1− x)2

(1 + x) ln2(x)
≥ (1 + x)c1(∥H∥s). (A22)

Using Eqs. (A22) and (A17) leads to

Fll = 2
∑

ωj ̸=ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2
≥ 2c1(∥H∥s)

∑
ωj ̸=ωk

β2pj

(
1 +

pk
pj

) ∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2
= 4c1(∥H∥s)β2

∑
ωj ̸=ωk

pj
∣∣δAl

jk

∣∣2 + 4c1(∥H∥s)β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2 + [1− 4c1(∥H∥s)]β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2
= 4c1(∥H∥s)β2 Tr

(
ρ (δAl)

2
)
+ [1− 4c1(∥H∥s)]β2

∑
j

pj
∣∣δAl

jk

∣∣2
= 4c1(∥H∥s)β2 (∆Al)

2
. (A23)

We have proved Eq. (6b) in the main text.

Upper bound in terms of (∆Al)
2 − 1

2
∥[
√
ρ,Al]∥22

We can obtain a distinct upper bound that depends on the Wigner-Yanase skew information. Beginning with
Eq. (A17), we split the sum over ωj ̸= ωk into ωj < ωk and ωj > ωk terms. We can then collapse terms due to the
symmetry with respect to the interchange pj ↔ pk:

Fll = 2
∑

ωj ̸=ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2
= 2

∑
ωj>ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + 2
∑

ωj<ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj + pk
2

∣∣δAl
jk

∣∣2
= 4

∑
ωj<ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2. (A24)

Assume that the energies ωj are in ascending order, such that xmin ≤ x := pk/pj ≤ 1, for j < k. The first term in (A24)

contains a factor of the form (1−x)2

(1+x) ln2(x)
, which obeys the upper bound (1−x)2

(1+x) ln2(x)
≤ c2

√
x for 0 ≤ x ≤ 1, for some

c2. The minimum value of x, at an inverse temperature β, is xmin := min{j,k} pk/pj = min{j,k} e
−β(ωk−ωj) = e−β∥H∥s .

Therefore,

c2 :=
1

β2∥H∥2s
e
1
2β∥H∥s

(
1− e−β∥H∥s

)2
1 + e−β∥H∥s

=
2 sinh(β∥H∥s/2) tanh(β∥H∥s/2)

β2∥H∥2s
≥ 0.42. (A25)
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The inequality holds because 2 sinh(x/2) tanh(x/2)/x2 ≥ 0.42 (as one can check using, e.g., Mathematica). The
limiting values of c2, as a function of temperature, are

c2 ≈

{
e
1
2β∥H∥s/(β2∥H∥2s) , for β∥H∥s ≫ 1,

1/2 , for β∥H∥s ≪ 1.
(A26)

Let us apply Eq. (A25), with the general bound above, to Eq. (A24):

Fll = 4
∑

ωj<ωk

β2pj
(1− pk/pj)

2

(1 + pk/pj) ln
2(pk/pj)

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
≤ 4c2

∑
ωj<ωk

β2pj

√
pk
pj

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
= 2c2β

2
∑

ωj<ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + 2c2β
2
∑

ωj>ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
≤ 2c2β

2
∑

ωj<ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + 2c2β
2
∑

ωj>ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + c2
0.42

β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2 (A27a)

≤ 2.4c2β
2
∑

ωj<ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + 2.4c2β
2
∑

ωj>ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + 2.4c2β
2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2 (A27b)

= 2.4c2 β
2 Tr (

√
ρδAl

√
ρδAl) . (A27c)

In Eqs. (A27a) and (A27b), we invoked 1 ≤ c2/0.42 ≤ 2.4c2. Since Tr
(√
ρδAl

√
ρδAl

)
= (∆Al)

2 − 1
2

∥∥ [√ρ,Al

] ∥∥2
2
, we

have proved the second upper bound on Fll, Eq. (7) in the main text.

Lower bound in terms of (∆Al)
2 − 1

2
∥[
√
ρ,Al]∥22

Our general expression (1−x)2

(1+x) ln2(x)
obeys the upper bound

√
x/2.5 ≤ (1−x)2

(1+x) ln2(x)
. Applying this bound to Eq. (A17)

yields

Fll ≥
2

2.5

∑
ωj ̸=ωk

β2pj

√
pk
pj

∣∣δAl
jk

∣∣2 + β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
≥ 0.8β2

∑
ωj ̸=ωk

√
pj
√
pk
∣∣δAl

jk

∣∣2 + 0.8β2
∑

ωj=ωk

pj
∣∣δAl

jk

∣∣2
= 0.8β2 Tr (

√
ρδAl

√
ρδAl) . (A28)

This result completes the proof of Eq. (7) in the main text.

III. NONCOMMUTATIVITY AND PARAMETER ESTIMATION

In this section, we discuss the role of noncommutativity in parameter estimation. In Eq. (10) of the main text,

we presented an upper and a lower bound on the optimal relative estimation error
√
varopt(µ̂l)/|µl| with which a

parameter µl can be estimated from N copies of a thermal state. We reproduce the bound here for convenience:

1

√
2.4c2β

√
N
(
(∆Hl)

2 − 1
2

∥∥∥[√ρ,Hl

]∥∥∥2
2

)1/2
≤
√
varopt(µ̂l)

|µl|
≤ 1

√
0.8β

√
N
(
(∆Hl)

2 − 1
2

∥∥∥[√ρ,Hl

]∥∥∥2
2

)1/2
. (A29a)

Recall that Hl is the Hamiltonian term that contains the parameter µl. Due to the ∥[√ρ,Hl]∥2, noncommutativ-
ity between the state and Hl negatively impacts one’s ability to estimate µl. Here, we elaborate on the role of
noncommutativity in estimating a parameter from Hamiltonian evolution (as opposed to from a thermal state).

In the Hamiltonian-evolution setting, we estimate µl by evolving a probe state under a Hamiltonian

H = Hl +H ′ ≡ µlAl +H ′ (A30)
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for some time t. Al is a Hermitian matrix (the generator of translations associated with µl). H ′ contains all the
(possibly time-dependent) terms independent of µl. In our setting, H ′ =

∑
j ̸=lHj . The time-evolved state ϱ(t)

depends on µl. One can estimate µl from properly chosen measurements of copies of ϱ(t). The minimum achievable
variance is bounded in the single-parameter quantum Cramér-Rao bound, Eq. (5) in the main text.

The minimal variance can be achieved with a pure probe state ϱ = |ψ⟩⟨ψ|. We have defined |ψ⟩ = (|λmax⟩ +
|λmin⟩)/

√
2, |λmax⟩ and |λmin⟩ denoting the eigenstates associated with the maximum and minimum Al eigenvalues,

λmax and λmin [57]. Suppose that |λmax⟩ and |λmin⟩ are H ′ eigenstates associated with unit eigenvalues:

H ′ |λmax⟩ = |λmax⟩ , and H ′ |λmin⟩ = |λmin⟩ . (A31)

Evolution under H yields a final state |ψ(t)⟩ = (|λmax⟩+ e(λmax−λmin)µlt |λmin⟩)/
√
2, from which µl can be extracted

with a variance ∼ [t(λmax − λmin)]
−2, which is optimal [58].

The conditions (A31), under which this optimal scheme works, can be replaced with the weaker condition [H ′, Hl] =
[H,Hl] = 0. From here, we see the connection to Eq. (A29a): for Gibbs states ρ, if [H,Hl] = 0, then [

√
ρ,Hl] = 0.

Consequently, we see a direct formal connection between the fact that noncommutativity of Hl with H negatively
impacts the estimation of µl through Hamiltonian evolution and the fact that [

√
ρ,Hl] ̸= 0 negatively impacts

Hamiltonian learning from Gibbs states.

IV. QUANTUM FISHER INFORMATION OF A TWO-LEVEL SYSTEM

In this section, we calculate the quantum Fisher information about a parameter in a single-qubit Hamiltonian.
Consider the Hamiltonian

H = Ωxσx +Ωzσz + µσz =: v⃗ · σ⃗. (A32)

We have defined the vector v⃗ = (Ωx,Ωz + µ) with the norm v :=
√

Ω2
x + (Ωz + µ)2, and σ⃗ = (σx, σz) is a vector of

Pauli matrices. We aim to estimate µ, so A = σz. The thermal state is

ρ =
e−βv v⃗·σ⃗/v

Z
=

cosh(βv)1− sinh(βv)v⃗ · σ⃗/v
Z

, (A33)

where Z = 2 cosh(βv). The Hamiltonian has a seminorm ∥H∥s = 2v.

We directly calculate the Wigner-Yanase skew information, using
√
ρ = e−βH/2/

√
Z, A = σz, and Eq. (A33):

1
2

∥∥[√ρ,A]∥∥2
2
=

1

2Z

∥∥ sinh(βv/2)/v[v⃗ · σ⃗, σz]∥∥22 =
sinh2(βv/2)

2v2Z

∥∥Ωx[σx, σz]
∥∥2
2

=
sinh2(βv/2)

2v2Z

∥∥− 2iΩxσy
∥∥2
2
= 2

sinh2(βv/2)

v2Z
Tr
([

− iΩxσy
][
iΩxσy

])
= 4

sinh2(βv/2)

v2Z
Ω2

x = 4
1
2 (cosh(βv)− 1)

v2Z
Ω2

x = 2
cosh(βv)− 1

2v2 cosh(βv)
Ω2

x

=
1− sech(βv)

v2
Ω2

x . (A34)

The thermal variance in σz is

(∆A)2 = Tr (ρ)− [Tr (ρσz)]
2 = 1−

[
− 1

vZ
sinh(βv) Tr (v⃗ · σ⃗σz)

]2
= 1− 4 sinh2(βv)

v2Z2
(Ωz + µ)2

= 1− tanh2(βv)

v2
(Ωz + µ)2 . (A35)

Subtracting Eq. (A34) from (A35) yields

(∆A)2 − 1
2

∥∥[√ρ,A]∥∥2
2
= 1− tanh2(βv)

v2
(Ωz + µ)2 − 1− sech(βv)

v2
Ω2

x . (A36)

We can approximate this expression at high and low temperatures. If the temperature is high (βv ≪ 1), then
sech(βv) ≈ 1− (βv)2/2, and tanh(βv) ≈ βv. Therefore,

(∆A)2 − 1
2

∥∥[√ρ,A]∥∥2
2
≈ 1− β2(Ωz + µ)2 − β2

2
Ω2

x = 1− β2

2
(Ωz + µ)2 − β2

2
v2 . (A37)
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If the temperature is small, (βv ≫ 1), then sech(βv) ≈ 2e−βv, and tanh(βv) ≈ 1. Therefore,

(∆A)2 − 1
2

∥∥[√ρ,A]∥∥2
2
≈ 1− 1

v2
(Ωz + µ)2 − 1

v2
Ω2

x +
2e−βv

v2
Ω2

x =
2e−βv

v2
Ω2

x. (A38)

Meanwhile, c2 ≈ 1/2 at high temperature (βv ≪ 1), whereas c2 ≈ eβ∥H∥s/2/(β∥H∥s)2 = eβv/(2βv)2 for βv ≫ 1.

By Eq. (A37), at high temperatures (β∥H∥s ≪ 1) the bounds (7) in the main text become

F ≤ 2.4c2 β
2 Tr (

√
ρδA

√
ρδA) ≈ 2.4

2
β2

(
1− β2

2
(Ωz + µ)2 − β2

2
v2
)

≈ 1.2β2, (A39a)

F ≥ 0.8β2 Tr (
√
ρδA

√
ρδA) ≈ 0.8β2

(
1− β2

2
(Ωz + µ)2 − β2

2
v2
)

≈ 0.8β2. (A39b)

By Eq. (A38), at low temperature (β∥H∥s ≫ 1) the bounds (7) become

F ≤ 2.4c2 β
2 Tr (

√
ρδA

√
ρδA) ≈ 2.4

eβv

4v2

(
2e−βv

v2
Ω2

x

)
= 1.2

Ω2
x

v4
, (A40a)

F ≥ 0.8β2 Tr (
√
ρδA

√
ρδA) ≈ 0.8β2

(
2e−βv

v2
Ω2

x

)
= 1.6

β2e−βvΩ2
x

v2
. (A40b)

We want to compare these bounds with the values of the quantum Fisher information. Define the σz eigenstates
such that σz |1⟩ = |1⟩ and σz |0⟩ = − |0⟩. H = v⃗.σ⃗ has the eigenvectors

|+⟩ = 1√
2v
(
Ωz + µ+ v

)((Ωz + µ+ v) |1⟩+Ωx |0⟩
)

and (A41)

|−⟩ = 1√
2v
(
Ωz + µ+ v

)(− Ωx |1⟩+ (Ωz + µ+ v) |0⟩
)
, (A42)

corresponding to eigenvalues ±v. By the expression (A17) for the quantum Fisher information, for a qubit,

F = 2
∑

ωj ̸=ωk

(pj − pk)
2

(pj + pk)(ωj − ωk)2
∣∣δAl

jk

∣∣2 + ∑
ωj=ωk

β2pj
∣∣⟨j|δAl|k⟩

∣∣2
=

4

Z

(
(e−βv − eβv)2

(e−βv + eβv)(2v)2

) ∣∣⟨+| δX |−⟩
∣∣2 + β2 e

−βv

Z

∣∣⟨+|δX|+⟩
∣∣2 + β2 e

βv

Z

∣∣⟨−|δX|−⟩
∣∣2. (A43)

We evaluate this expression using

⟨+|δA|−⟩ = 1

2v
(
Ωz + µ+ v

)(− Ωx(Ωz + µ+ v)− Ωx(Ωz + µ+ v)
)
= −Ωx

v
, (A44a)

⟨+|δA|+⟩ = 1

2v
(
Ωz + µ+ v

)((Ωz + µ+ v)2 − Ω2
x

)
− ⟨σz⟩ := a− ⟨σz⟩, and (A44b)

⟨−|δA|−⟩ = 1

2v
(
Ωz + µ+ v

)(Ω2
x − (Ωz + µ+ v)2

)
− ⟨σz⟩ := −a− ⟨σz⟩. (A44c)

We have defined a := 1

2v
(
Ωz+µ+v

)((Ωz + µ + v)2 − Ω2
x

)
= (Ωz+µ)

v
(
Ωz+µ+v

)(Ωz + µ + v
)

= (Ωz+µ)
v . Next, we evaluate
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Eq. (A43) using Eq. (A44), Z = 2 cosh(βv), and ⟨σz⟩ = − tanh(βv)
v (Ωz + µ) from Eq. (A35):

F =
4

Z

(
(e−βv − eβv)2

(e−βv + eβv)(2v)2

)
Ω2

x

v2
+

(
β2 e

−βv

Z
+ β2 e

βv

Z

)
(a2 + ⟨σz⟩2) +

(
β2 e

−βv

Z
− β2 e

βv

Z

)
(−2a⟨σz⟩)

=
(−e−βv + eβv)

2 cosh(βv)
tanh(βv)

Ω2
x

v4
+ β2 e

−βv + eβv

2 cosh(βv)
(a2 + ⟨σz⟩2)− β2 e

−βv − eβv

2 cosh(βv)
2a⟨σz⟩

= tanh2(βv)
Ω2

x

v4
+ β2(a2 + ⟨σz⟩2) + 2β2 tanh(βv)a⟨σz⟩

= tanh2(βv)
Ω2

x

v4
+ β2

(
(Ωz + µ)2

v2
+ tanh2(βv)

(Ωz + µ)2

v2

)
− 2β2 tanh2(βv)

(Ωz + µ)2

v2

= tanh2(βv)
Ω2

x

v4
+ β2 (Ωz + µ)2

v2
− β2 tanh2(βv)

(Ωz + µ)2

v2

= tanh2(βv)
Ω2

x

v4
+ β2 (Ωz + µ)2

v2
(
1− tanh2(βv)

)
. (A45)

Using that tanh(x) ≈ x for x << 1 and that tanh(x) ≈ 1 for x >> 1 yields

F ≈ β2Ω2
x

v2
+
β2(Ωz + µ)2

v2
(1− β2v2) ≈ β2 , for β∥H∥s ≪ 1, and (A46a)

F ≈ Ω2
x

v4
, for β∥H∥s ≫ 1. (A46b)

Let us compare the high-temperature upper bound (A39a) with the approximate value (A46a), as well as the low-
temperature upper bound (A40a) with the approximate value (A46b). The main-text upper bound (7) is saturable,
to within a constant multiplicative factor, in both temperature regimes. Together with the Cramér-Rao bound, our
bounds imply that

varopt(µ̂l) ≈

{
1

Nβ2 , for β∥H∥s ≪ 1,
∥H∥4

s

16NΩ2
x
, for β∥H∥s ≫ 1.

(A47)

V. COMPARISONS OF BOUNDS ON THE QUANTUM FISHER INFORMATION

In this section, we calculate quantum Fisher information in a spin-chain example. We compare the exact value with
our bounds, Eqs. (6) and (7) in the main text. We reproduce the bounds here for convenience:

Fll ≤ β2 (∆Al)
2, (A48a)

Fll ≥ 4β2c1 (∆Al)
2, (A48b)

and

Fll ≤ 2.4 c2 β
2
(
(∆Al)

2 − 1
2

∥∥[√ρ,Al]
∥∥2
2

)
, (A49a)

Fll ≥ 0.8β2
(
(∆Al)

2 − 1
2

∥∥[√ρ,Al]
∥∥2
2

)
. (A49b)

We also compare the bounds to the one derived in Ref. [10]:

Fll ≤ β2

∫ 1

0

Tr
(
ρaδAlρ

1−aδAl

)
da, (A50)

with δAl := Al − ⟨Al⟩.
Consider estimating the parameter µ from the thermal state of a spin chain. We consider a one-dimensional chain

composed of n spin-1/2 systems, with the Hamiltonian

H = µ

n∑
j=1

σj
z + λ

n−1∑
j=1

σj
x ⊗ σj+1

x =: µAµ + λAλ. (A51)
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Aµ and Aλ are the operators that multiply the parameters µ and λ.
Figure 3 compares the quantum Fisher information about µ with the upper and lower bounds in Eqs. (6) and (7),

and with the upper bound in Ref. [10]. We simulate n = 5 spins. The figure shows that the bounds are distinct
and that none of them is tighter than another in all regimes: in each subfigure, the two blue curves (upper bounds
derived in this Letter) and the orange star plot (bound in Ref. [10]) cross, as do the two red curves (lower bounds
derived in this Letter). However, the bounds are always obeyed: the black curve (exactly calculated quantum Fisher
information) always lies below the blue curves and orange star plot (upper bounds) and above the red curves (lower
bounds).

(a) Quantum Fisher information vs. β (λ/µ = 5) (b) Quantum Fisher information vs. λ (βµ = 0.1)

-2.5 0.5

-7

-1

-6 0

-3.5

-2.5

FIG. 3. Comparisons of bounds on the quantum Fisher information. The figure shows log-log plots of the quantum
Fisher information Fµ about parameter µ, as a function of the inverse temperature (left) and as a function of the parameter
Ω (right). The 5-qubit system has the Hamiltonian H = µ

∑n
j=1 σ

j
z + λ

∑n−1
j=1 σj

x ⊗ σj+1
x := µAµ + λAλ. The plots also depict

the upper and lower bounds in Eqs. (6) and (7), and the upper bound derived in Ref. [10]. Each plot illustrates (where a red
line crosses a red line or a blue line or orange stars cross) how different bounds can be tighter in different regimes.

VI. A MODEL THAT CAN BEAT THE STANDARD QUANTUM LIMIT

Here, we prove that the Hamiltonian

H = µ
n∑

j=1

(
σj
z + 1

)
− λ

n⊗
j=1

nσj
x ≡ Hµ +Hλ, (A52)

considered in the main text has the GHZ state as its unique ground state when µ ≪ λ. We also prove that
(∆Hµ)

2 ≈ µ2n2 for βλn≫ 1.
For convenience, we shift Hµ by an irrelevant factor of (µn)1 so that we consider the new Hamiltonian

H̃ = µ

n∑
j=1

(
σj
z + 1 + n

)
− λ

n⊗
j=1

nσj
x ≡ H̃µ +Hλ. (A53)

In the computational basis, labeled by bit strings s ∈ {0, 1}n, this Hamiltonian is block diagonal, with 2n−1 blocks of
dimension two spanned by pairs of computational basis states {|s⟩ , |s⟩}. Here, s denotes the complement of s—i.e.
sj = sj + 1 (mod 2). These blocks, each labeled by a bitstring s, take the form

H̃s =

 µz −λn

−λn −µz

 , (A54)
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where z ≡ 2|s| − n and |s| denotes the Hamming weight (i.e. the number of ones) of the bitstring s. Note that we
have two distinct, but equivalent, choices of the bitstring s that labels each block. Also, z ∈ [−n, n].
Each such block can be simply diagonalized, and, thus, so can H̃ =

⊕
s H̃s. The eigenvalues of Eq. (A54) are

±
√
µ2z2 + λ2n2. Consequently, the minimum eigenvalue of H̃ occurs for the block where |s| = 0 (under a different,

but equivalent, choice of labeling this block, |s| = n). The associated minimum eigenvalue is −n
√
µ2 + λ2 and the

corresponding eigenstate (the ground state of H̃) is

|gs⟩ ∝ −

(
µ−

√
µ2 + λ2

λ

)
|s⟩+ |s⟩ . (A55)

Consequently, for µ/λ≪ 1, it holds that |gs⟩ ∝ |s⟩+ |s⟩, which is precisely the GHZ state |Φ⟩.
For the GHZ state, it holds that ∆H̃µ = µn. Consequently, we might expect, at least at low temperatures, that

the thermal states of this model might also exhibit estimation errors that decrease faster than the standard quantum
limit. This expectation can be analytically validated. In particular, a general thermal state takes the form

ρ = Z−1
β e−βH̃ = Z−1

β

⊕
s

e−βH̃s , (A56)

where Zβ is the partition function. It is easy to evaluate

e−βH̃s = cosh(β
√
µ2z2 + λ2n2)1− sinh(β

√
µ2z2 + λ2n2)

(µz)σz − (λn)σx√
µ2z2 + λ2n2

. (A57)

Consequently,

Zβ = 2
∑
s

cosh(β
√
µ2z2 + λ2n2). (A58)

We can evaluate the variance (∆H̃µ)
2 as

∑
s(∆H̃µ,s)

2 where Hµ,s = µzσz is the block of Hµ labeled by the bit string
s. In particular, (

∆H̃µ,s

)2
= Tr

[
ρsH̃

2
µ,s

]
− Tr

[
ρsH̃µ,s

]2
= Z−1

β

[
2µ2z2 cosh(β

√
µ2z2 + λ2n2)− 4µ4z4 sinh2(β

√
µ2z2 + λ2n2)

Zβ(µ2z2 + λ2n2)

]
, (A59)

where we used that ρs = Z−1
β e−βH̃s (note, ρ =

⊕
s ρs).

Asymptotically in βλn, we only have to consider the z = n block in Eqs. (A58)-(A59), as limx→∞
cosh((1+ϵ)x)

cosh(x) = ∞
(also, limx→∞

sinh((1+ϵ)x)
sinh(x) = ∞) for any ϵ > 0. Consequently, asymptotically in βλn,

(
∆H̃µ

)2
∼ 1

2 cosh(βn
√
µ2 + λ2)

[
2µ2n2 cosh(βn

√
µ2 + λ2)− 2µ4n4 sinh2(βn

√
µ2 + λ2)

n2 cosh(βn
√
µ2 + λ2)(µ2 + λ2)

]

= µ2n2 − tanh2(βn
√
µ2 + λ2)

µ4n2

µ2 + λ2

∼ µ2n2
(
1− µ2

µ2 + λ2

)
, (A60)

where, in the last line, we use that β > 0. Therefore, we find the scaling
(
∆H̃µ

)2
∼ µ2n2 for βλn ≫ 1—up to

subleading, constant factor contributions to the scaling that depend on λ. Since shifts by constants do not change
the variance of an operator, this also implies that (∆Hµ)

2 ∼ µ2n2

VII. SATURABILITY OF THE MULTIPARAMETER CRAMÉR-RAO BOUND

In this section, we derive conditions under which the multiparameter Cramér-Rao bound is saturated. That is, we
prove Eq. (12) in the main text. The multiparameter Cramér-Rao bound is saturable if and only if [6]

Tr (ρ[Ll, Lm]) = 0. (A61)
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To calculate this equation’s left-hand side, we express the trace relative to the ρ eigenbasis. Relative to that eigenbasis,
the symmetric logarithmic derivative is represented by a matrix with elements [6]

⟨j|Ll |k⟩ = 2
⟨j| ∂lρ |k⟩
pj + pk

. (A62)

After substituting into the trace, we invoke Eqs. (A14) and (A15):

Tr (ρ[Ll, Lm]) =
∑
jk

(
pj ⟨j|Ll |k⟩ ⟨k|Lm |j⟩ − pk ⟨k|Lm |j⟩ ⟨j|Ll |k⟩

)
=
∑
jk

(pj − pk) ⟨j|Ll |k⟩ ⟨k|Lm |j⟩

= 4
∑
jk

(pj − pk)

(pj + pk)2
⟨j| ∂lρ |k⟩ ⟨k| ∂mρ |j⟩

= 4
∑

ωj ̸=ωk

(pj − pk)

(pj + pk)2
⟨j| δAl |k⟩ ⟨k| δAm |j⟩ (pj − pk)

2

(ωj − ωk)2

+ 4β2
∑

ωj=ωk

(pj − pk)

(pj + pk)2
⟨j| δAl |k⟩ ⟨k| δAm |j⟩ p2j

= 4
∑

ωj ̸=ωk

(pj − pk)
3

(ωj − ωk)2(pj + pk)2
⟨j|Al |k⟩ ⟨k|Am |j⟩ . (A63)

This expression and Eq. (A61) imply Eq. (12) in the main text.
In typical Hamiltonians, most parameters will not satisfy the rather stringent conditions (12) for saturation. They

are satisfied, for example, when the operators Al are diagonal relative to the energy eigenbasis. Hence the multipa-
rameter Cramér-Rao bound is saturable when one is estimating the Hamiltonian eigenvalues ωj .
The single parameter Cramér-Rao bound can be saturated with measurements in the eigenbasis of the symmetric

logarithmic derivative Ll in Eq. (A64) [7]. Using Eqs. (A14) and (A15) into Eq. (A62), we find that

Ll =
∑

ωj ̸=ωk

2
⟨j| ∂lρ |k⟩
pj + pk

|j⟩⟨k|+
∑

ωj=ωk

2
⟨j| ∂lρ |k⟩

2pj
|k⟩⟨j|

= 2
∑

ωj ̸=ωk

(pj − pk)

(pj + pk)(ωj − ωk)
⟨j| δAl |k⟩ |j⟩⟨k| − β

∑
ωj=ωk

⟨j| δAl |k⟩ |k⟩⟨j| . (A64)

Performing measurements on the eigenbasis of Ll would yield one protocol to saturate the Cramér-Rao bound.

VIII. COMPARISONS WITH THE HAMILTONIAN-LEARNING LITERATURE

In this section, we compare our bounds to earlier results concerning the Hamiltonian-learning problem. Two
approaches to Hamiltonian learning are common: (i) the steady-state-based approach and (ii) the time-evolution-
based approach. In the steady-state-based approach, one studies states ρ that are stationary with respect to evolution
under the Hamiltonian H. These steady states satisfy the condition [22]

∂tρ = −i [H, ρ] = 0.

Every Hamiltonian eigenstate is a steady state, as is the Gibbs state, exp(−βH)
Tr(exp(−βH)) . Several studies concern estimations

of the Hamiltonian from eigenstates [16–23] or from Gibbs states [22, 25–28].
In the time-evolution-based approach, one analyzes the system’s time evolution under the Hamiltonian. Several

proposals concern learning the Hamiltonian from unitary dynamics [27, 59–62]. Experimental implementations [63, 64]
of Hamiltonian-learning protocols have been carried out, too. In the Hamiltonian-learning problem, one aims to learn
the Hamiltonian H from a physically relevant class of Hamiltonians, while minimizing the algorithm’s run time and
the number of copies of ρ. These two metrics are commonly known as sample complexity and time complexity,
respectively.

In this work, we focus on learning about a Hamiltonian from Gibbs states. Our comparison of sample-complexity

lower bounds with earlier works is presented in the context of the l2 distance error, defined via ϵ =
(∑M

l=1 |µl − µ̂l|2
) 1

2

.

Here, µ̂l denotes the estimate for µl. The rationale for this comparison criterion is due to our adoption of the related

metric ϵerr, defined via
∑M

l=1 var(µ̂l) = ϵ2err. We provide the following Lemma to relate the two error metrics.
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Lemma 1. For ϵ and ϵerr defined as before, the following holds.

1. Prob
(
ϵ2 ≥ a

)
≤ ϵ2err

a for all a > 0.

2. Prob
(∣∣ϵ2 − ϵ2err

∣∣ ≥ a
)
≤ Var(ϵ2)

a for all a > 0.

3. For any two real numbers b and a such that b ≥ a, let Prob
(
a ≤ ϵ2 ≤ b

)
= 1. Then a ≤ ϵ2err ≤ b.

Proof. (Proof of part 1) Note that ϵ2err =
∑M

l=1 var (µ̂l) and ϵ2 =
∑M

l=1 (µ̂l − µl)
2
. Since µ̂l is an unbiased estimator

for µl, we have E (µ̂l) = µl for l ∈ {1, 2, · · · ,M} .
Thus,

var (µ̂l) = E
[
(µ̂l − E (µ̂l))

2
]
= E

[
(µ̂l − µl)

2
]
. (A65)

Let us define a new random variable, Vl = (µ̂l − µl)
2
. Thus, using Eq. (A65), we get

ϵ2err =

M∑
l=1

E [Vl] (A66)

and

ϵ2 =

M∑
l=1

Vl. (A67)

Since Vl is a non-negative random variable, using Markov’s inequality with Eqs. (A66) and (A67), we get

Prob
(
ϵ2 ≥ a

)
≤ ϵ2err

a

for a > 0. This completes the proof of part 1.
(Proof of part 2) If Y is a random variable with E (Y ) = α and Var (Y ) = β, Chebyshev’s inequality says

Prob (|Y − α| ≥ a) ≤ β

a
∀a > 0.

Applying Chebyshev’s inequality to Y = ϵ2 =
∑M

l=1 Vl, we get

Prob
(∣∣ϵ2 − α

∣∣ ≥ a
)
≤

Var
(
ϵ2
)

a
∀ a > 0. (A68)

Since expectation is linear, we have

α = E
(
ϵ2
)
= ϵ2err. (A69)

Using Eqs. (A68) and (A69), we get the desired result.
(Proof of part 3) For any random variable Z and two real numbers a, b such that b ≥ a, the following holds:

Prob (a ≤ Z ≤ b) = 1 =⇒ a ≤ E (Z) ≤ b (A70)

Substituting Z = ϵ2 in Eq. (A70) and using Eq. (A69) for the expectation value of Z, we get the desired result.

Distinctly from prior findings, our sample-complexity lower bound is defined by the commutativity of the Gibbs
state with the terms in the Hamiltonian. Our approach relies on no assumptions about the Hamiltonian’s structure.
In contrast, earlier studies focused on low-interaction Hamiltonians: each term in the Hamiltonian is supported on a
constant number of qubits. For a synopsis, refer to Table I.
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Reference Sample-complexity lower bound Key technique

Bairey et al. [22] ? NA

Anshu et al. [25] Ω
(√

M+log(1−δ)
βϵ

)
Quantum state discrimination

Sbahi et al. [28] ? NA

Haah et al. [26] Ω
(

exp(β)M

β2ϵ2

)
Coding theory

Gu et al. [27] ? NA

This work Ω

(
M

β2 ϵ2err
max

{
minl

1
(∆Al)

2 , minl
c−1
2 /2

(∆Al)
2− 1

2∥[√ρ,Al]∥2

2

})
Quantum Cramér-Rao bound

TABLE I. Complexity of learning Hamiltonians via Gibbs states. The error ϵ is the l2-distance error in the estimate
of the Hamiltonian parameters. We use the related quantity ϵerr, defined via

∑M
l=1 var(µ̂l) = ϵ2err. Our sample-complexity

lower bound, uniquely among the approaches, (i) is based on the commutativity of the Hamiltonian’s terms with the Gibbs
state and (ii) requires no assumptions about the Hamiltonian’s structure. In contrast, previous studies were conducted for
low-interaction Hamiltonians (each term in the Hamiltonian is supported on a constant number of qubits). The question marks
(?) indicate that no value has been reported or is available. Among the five prior studies, three provide no lower bounds on
sample complexity. Therefore, the “key technique” is listed as NA (“not applicable”) for these studies.


	Estimation of Hamiltonian parameters from thermal states
	Abstract
	References
	Appendix
	The quantum Fisher information matrix
	Bounds on the quantum Fisher information
	Upper bound in terms of (Al)2
	Lower bound in terms of (Al)2
	Upper bound in terms of (Al)2 -  112 [,Al]22
	Lower bound in terms of (Al)2 -  112 [,Al]22

	Noncommutativity and Parameter Estimation
	Quantum Fisher information of a two-level system
	Comparisons of bounds on the quantum Fisher information
	A model that can beat the standard quantum limit
	Saturability of the multiparameter Cramér-Rao bound
	Comparisons with the Hamiltonian-learning literature


