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Studying high-energy collisions of composite particles, such as hadrons and nuclei, is an out-
standing goal for quantum simulators. However, preparation of hadronic wave packets has posed a
significant challenge, due to the complexity of hadrons and the precise structure of wave packets.
This has limited demonstrations of hadron scattering on quantum simulators to date. Observations
of confinement and composite excitations in quantum spin systems have opened up the possibility to
explore scattering dynamics in spin models. In this article, we develop two methods to create entan-
gled spin states corresponding to wave packets of composite particles in analog quantum simulators
of Ising spin Hamiltonians. One wave-packet preparation method uses the blockade effect enabled
by beyond-nearest-neighbor Ising spin interactions. The other method utilizes a quantum-bus-
mediated exchange, such as the native spin-phonon coupling in trapped-ion arrays. With a focus on
trapped-ion simulators, we numerically benchmark both methods and show that high-fidelity wave
packets can be achieved in near-term experiments. We numerically study scattering of wave packets
for experimentally realizable parameters in the Ising model and find inelastic-scattering regimes,
corresponding to particle production in the scattering event, with prominent and distinct experi-
mental signals. Our proposal, therefore, demonstrates the potential of observing inelastic scattering

in near-term quantum simulators.

I. INTRODUCTION

A complete understanding of why the strong force in na-
ture confines ‘color’ charges, e.g., quarks and gluons, is
still lacking. Decades of theoretical and numerical studies
have continued to shed light on the mechanism of confine-
ment [1]. Most existing studies examine confinement in
static equilibrium settings, with the prominent example
being the determination of the static potential between
non-dynamical quarks using lattice-gauge-theory meth-
ods [2]. These studies establish a linearly rising con-
fining potential as a function of the distance between
the charges [3-5]. They also point to the presence of
gluon flux tubes, i.e., strings, between these quarks [6-9].
Nonetheless, confinement and evolution of strings likely
also play an important role in non-equilibrium physics
of strong interactions. This, however, is much harder
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to study using current classical numerical methods. To
eliminate reliance on predictions based on phenomenolog-
ical low-dimensional models [10] or on perturbative ap-
proaches with limited applicability [11], a first-principles
approach based on the Standard Model of particle physics
is needed. Hamiltonian simulation of real-time dynam-
ics, enabled by quantum simulators, offers a promising
route toward this overarching goal [12—17].

Current quantum simulators have not yet reached ca-
pabilities needed for studies of the quantum field theories
of the Standard Model. It is, nonetheless, important to
take full advantage of existing platforms to study non-
equilibrium dynamics of models that share salient fea-
tures of the strong interaction, including confinement, to
gain new insights, and to set the stage for more com-
plex simulations in the future. Indeed, analogous con-
fining forces are also present in spin systems, such as
the one-dimensional Ising model [18-21]. Since such spin
Hamiltonians have long been engineered and studied in
a range of analog quantum simulators [22], including
trapped ions [23] and neutral atoms [24], they provide
a natural setting to study toy models of confinement,
despite the underlying physics behind the confinement
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FIG. 1. Scattering of meson wave packets. (a) Kinks, which are neighboring pairs of anti-aligned spins, are depicted
as colored points. Kinks can be unbound, or form bound two-kink states separated by £ spins, called /-mesons. Here, an
unbound two-kink state is depicted as two isolated points and a 1-meson is depicted as colored points joined by a spring.
(b) An illustration of the creation of localized spin excitations on top of the ground state of the model with H' = 0 [see
Eq. (1)], distributed according to a wave-packet profile. Darker shades of blue correspond to later stages of the evolution. (c)
Propagation and collision of meson wave packets resulting in elastic scattering (blue) and inelastic scattering into an unbound
two-kink state (purple). (d) Elastic scattering of two incoming 1-meson wave packets into two outgoing 1-meson wave packets.
(e) Inelastic scattering between two 1-mesons scattering into two unbound kinks moving away from each other (expanding the
purple region). The gradient regions in (d) and (e) from white to gray at early times mark adiabatic ramps from Hy to H.
These ramps prepare (dressed) 1-meson wave packets in the full interacting model from the (bare) wave packets of the free
model with only Hoy. The gradient regions back from gray to white at late times mark the reverse ramps that convert dressed
wave packets into bare ones. The tilde notation is used to indicate dressed states.

being different from that in the Standard Model. In the
one-dimensional ferromagnetic Ising spin model, the ele-
mentary excitations are kinks, or ‘domain walls’, which
are anti-aligned neighboring spins, see Fig. 1(a). Two
kinks can be bound together by a string of anti-aligned
spins, to form bound two-kink states, also called mesons.
Bound-state spectra [20, 25-28], string breaking [21, 29—
35], and slow thermalization [31, 36—10] have been stud-
ied, both theoretically and experimentally, in these sys-
tems in recent years.

To create non-equilibrium conditions in Ising spin sys-
tems exhibiting confinement, we go beyond global quench
processes and focus on scattering of individual excita-
tions on top of the interacting vacuum. This is motivated
by the fact that much of the strong-interaction dynam-
ics are studied in high-energy particle colliders [41, 42].
These experiments often rely on colliding hadrons or nu-
clei, which are composite (bound) excitations of the ele-
mentary quarks and gluons, hence generating a plethora
of final-state particles. How non-perturbative confin-
ing dynamics lead to these complex inelastic channels
through various hadronization and fragmentation mech-
anisms [10, 43, 44] is an intriguing question. Tensor-
network methods have proven a powerful numerical tool
to study scattering in one-dimensional models [15-19],
but simulating general scattering problems in quantum
field theories has remained out of reach. Several pro-
posals have emerged recently on how to realize scatter-
ing states and processes in simple low-dimensional field
theories on digital [50-56] and analog [18, 57, 58] quan-
tum simulators, but implementations have remained lim-
ited [54-56]. Tt is, therefore, valuable to study the scat-

tering problem in the simpler spin models, which may
provide a more realistic path to large-scale experimen-
tal implementations. This still demands preparing com-
posite (bound) states in the form of moving wave pack-
ets, which can be made to collide. It will also be im-
portant to investigate what types of Ising Hamiltonians
and initial states can lead to non-trivial inelastic scat-
tering, going beyond present studies which have found
elastic and inelastic scattering in nearest-neighbor mod-
els [45, 46, 57, 59] as well as power-law models, which,
nonetheless, require non-standard Hamiltonian engineer-
ing to generate inelastic processes [60, 61]. Our work sets
out to advance the state-of-the-art by addressing these
two requirements.

Concretely, we outline an experimental proposal cover-
ing the three central stages of scattering: (i) preparation
of Gaussian meson wave packets in one-dimensional Ising
spin models [see Fig. 1(b)], (ii) propagation and scatter-
ing of the wave packets, and finally (iii) detection of out-
going states [see Fig. 1(c)]. We propose two techniques
to prepare wave packets of bound kinks: one scheme en-
gineers a collective transition to a localized wave packet
using beyond nearest-neighbor spin-spin couplings, while
the other utilizes a (bosonic) quantum bus to enable exci-
tations needed to prepare the wave packet. An adiabatic
ramp is used to evolve the wave packets in the ‘free’ the-
ory to those in the ‘interacting’ theory. Additionally,
we study scattering of bound kinks in models with long-
range Ising couplings, where kinks are confined, and in
models with short-range Ising couplings, which exhibit
both bound and unbound kinks. Using numerical simu-
lations of scattering at different energies, we demonstrate



elastic scattering in the former, illustrated in Fig. 1(d),
and both elastic and inelastic scattering in the latter for
highly energetic wave packets, with inelastic scattering
illustrated in Fig. 1(e). Importantly, we argue that the
inelastic channel can be resolved in near-term analog-
simulation experiments. This is established by demon-
strating numerical evidence for a non-negligible scatter-
ing probability and prominent experimental signature for
outgoing free kinks constituting the final state. The re-
mainder of this paper is organized as follows. In Sec-
tion II, we present our results. In Section III, we present
a discussion and outlook for future studies. Finally, in
the Methods section, we present some details omitted in
the main text.

II. RESULTS

As a prototypical spin model of confinement and bound
excitations [18, 20, 21], we consider a one-dimensional
quantum spin—% chain described by the Hamiltonian

H=H,+ H, (1)

where

Hy=— > Jij6767 —h" Y 67, (2)

4,J>1 i

<#:—M§:ﬁ. (3)

Here, 67 and &7 are Pauli matrices acting on the spin
at site ¢, with ferromagnetic Ising coupling matrix J;;
between spins at site ¢ and site j. Additionally, h* and
h” are the global transverse and longitudinal fields, re-
spectively. We choose the Ising interaction to be along x
to match the convention used in trapped-ion-based spin
models [23].

We consider two types of coupling profiles that can
be realized in various quantum simulators; a power-law
model, J;; = Jo/r% with tunable exponent o > 1, and
an exponentially decaying model, J;; = Joe #("~1) with
tunable parameter S > 0. In both cases, Jy > 0 is a con-
stant and 7;; = |[i — j|. The limit 3 > 1 or o > 1
recovers the nearest-neighbor model with uniform cou-
pling Jy. Trapped-ion systems can realize either of these
models with tunable 0 S a < 3 [23, 62] or 0 < B [63—

]. The power-law model with & = 6 (van der Waals
interactions) can be realized in neutral atoms encoding
the two-dimensional Hilbert space of a spin in a ground
state and a Rydberg state [69-72]. The power-law model
with @ = 3 (dipolar interactions) can be realized in po-
lar molecules [73], magnetic atoms [74, 75], and neutral
atoms interacting via Rydberg-Rydberg interactions [76—

]. In systems of electric dipoles such as Rydberg atoms
and polar molecules, dipolar interactions of the Ising
form can be generated either by applying an electric field
to partially polarize the states or by dressing states of
opposite parity with a microwave field [30].

A. Low-energy spectrum and scattering states

To understand the low-energy excitations of the model
in Eq. (1), it is useful to first study the limit H' = 0,
i.e., vanishing transverse field h*. We refer to this limit
as the free theory. In this limit, all eigenstates are 6%
eigenstates. The ground state is fully polarized in the z
direction, satisfying (6¥) = 1 for all ¢« when h* > 0, and
is doubly degenerate, satisfying (6767) = 1 for all i and
7 when h* = 0. Furthermore, the low-energy excitations
of the ground state can be thought as being composed of
‘kinks’ and ‘anti-kinks’,

[kink,i +3) = { [To; | |- 1110, (4)
J<i

’anti—kink,i—%> = HU; [ NP (5)

Jj=i

where a kink or anti-kink sits between two anti-aligned
spins, and two-kink states where the kinks are separated
by distance ¢,

itl—1
iy =1 II &5 | 1=t . (6)
j=i
Here, 6; = (), (T1,); is the spin lowering operator at

site j. Eigenspaces of Hy can be broken down into sub-
spaces labeled by the number of kinks K and of spin flips
Q. States |¢,i) of two kinks separated by distance £ cor-
respond to K = 2 and @Q = ¢. For simplicity, we do not
distinguish kink and anti-kink states, i.e., Eq. (4) and
Eq. (5), and refer to all such states with a single spin
domain wall as kinks throughout. For an illustration, see
Fig. 1(a).

The energy of an arbitrary &7-basis state relative to
the fully polarized ground state can be written as a
sum of two contributions: the energy required for each
flipped spin, which for an infinite chain is given by
mo = 2h* +4% 72 J(r), and an attractive pairwise po-
tential —4.J(r) between each pair of flipped spins sepa-
rated by a distance r. Here, we have defined J(r) :== J;;
for |r; — rj| == r. The form of the spin-spin interactions,
therefore, determines the spectrum of kinks and two-kink
states that can exist in the system for a given h*. Kinks
experience an attractive kink-kink interaction potential
V(¢) shown in Fig. 2(a) and given by

V(é) = émo —4

%

Il
-
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-

For systems with h* > 0, or for systems with A* = 0 and
an interaction coupling that decays sufficiently slowly,
i.e., power-law decay with 1 < a < 2, the potential en-
ergy V(¢) of a pair of kinks increases without bound as
the distance ¢ between the kinks is increased [21, 39].



This confines all kinks into two-kink bound states la-
belled by the distance ¢ and hence called /-mesons, shown
in Fig. 1(a) for £ = 1 and described by Eq. (6). When
h” = 0 and the couplings decay more quickly, i.e., ex-
ponential decay with 8 > 0 or power-law decay with
« > 2, the kinks experience an interaction potential that
saturates at long distances. In this case, as f-meson en-
ergies converge to the finite value V' (c0), an infinitesimal
transverse field will unbind kinks for large ¢. Thus, in
the presence of a non-vanishing transverse field, the low-
energy energy spectrum consists of a finite number of
two-kink bound-states below the continuum of unbound
kink states [81]. Under these circumstances, for a van-
ishingly small transverse field, the form given in Eq. (6)
describes bound two-kink states when £ is small and un-
bound two-kink states when £ is large. Although pairs of
kinks are no longer confined for all ¢, therefore breaking
the analogy with confined quarks, we continue to refer to
these two-kink bound states as ¢-mesons. Note that, in
the nearest-neighbor model, confinement can only occur
if h* #£0 [18, 19].

Let us now consider the model when H’ # 0, which
we refer to as the interacting theory. Here, we distin-
guish ‘bare’ kinks and ‘bare’ meson states, i.e., those
that are eigenstates of H' = 0, from ‘dressed’ kinks
and ‘dressed’ mesons, i.e., those that are adiabatically
connected to their bare analogs, which are dressed by
the transverse field h*. The low-energy spectrum con-
sists of translationally symmetric meson and kink states
with conserved momentum and with energy eigenval-
ues specified by Bloch bands (i.e., dispersion relation)
E,(k). As h* is adiabatically increased, the kink and
meson bands evolve from initially flat bands to bands
with dispersion, giving the excitations kinetic energy and
a momentum-dependent velocity, see Fig. 2(b) and 2(c)
for the numerically-evaluated lowest-lying Bloch bands
of a power-law and an exponentially decaying model, re-
spectively.

These bands evolve adiabatically unless they intersect
higher or lower energy bands. In the models consid-
ered here, these intersections occur in the following or-
der: first, the meson bands above the lowest meson band
may intersect with the multi-particle continuum, starting
with the highest energy two-kink bound states (mesons);
then, the gap between the lowest band and the ground
state closes, leading to a phase transition from the ferro-
magnetic to the paramagnetic phase of the Ising model.
In this work, we will always remain in the ferromagnetic
phase, where we find there is always at least one bound
state (meson) that sits below the multi-particle contin-
uum and above the ground state, see Fig. 2(b) and 2(c).
Depending on the values of the parameters, there are
possibly several two-kink bound states (mesons) [21, 81].

In this paper, we consider the scattering of two incom-
ing 1-mesons, the lowest energy two-kink bound states.
Open outgoing scattering channels must conserve the
energy and momentum of the incoming states. Elas-
tic scattering is always allowed and is composed of the

two l-mesons being transmitted or reflected. Inelastic
scattering into new mesons or kinks is kinematically al-
lowed if the bands of the outgoing states, m, conserve
energy, E1(k1)+E1(k2) =), Em(kn), and momentum,
ki + ko = Zm ky, mod 2w. The prominence of various
kinematically allowed outgoing channels is encapsulated
by the scattering amplitudes. In this work, the scat-
tering amplitudes are obtained by performing real-time
wave-packet collisions and projecting the final states into
different meson and kink sectors.

Future experimental demonstrations of scattering will
be implemented on finite chains, which introduces finite-
size effects. On a finite chain, kinks and mesons feel the
effects of a boundary induced by the absence of the in-
finite number of spins to the left and right of the finite
chain—which becomes increasingly severe as the range
of interactions increases [39]. To mitigate finite-size ef-
fects, an effective site-dependent longitudinal field can
be introduced, which we call the ‘pseudo-infinite poten-
tial’. This field mimics a potential imposed by an infinite
number of fictitious spins frozen in the (G,) = 1 direction
to the left and right of the N dynamical spins (a simi-
lar idea has been introduced to study real-time string-
breaking dynamics [34, 35]). While these frozen spins
do not fully describe the physics of an infinite chain with
all-dynamical spins, this strategy alleviates the boundary
effects, increasingly so as h* is decreased, and allows in-
troducing approximate momentum bands of scattering
states. Additional details are presented in the Meth-
ods. All numerical scattering simulations presented in
this work are performed with this pseudo-infinite poten-
tial when applicable.

B. Experimental scattering proposal

In order to study the scattering dynamics of bound
states in this model, one needs to prepare, scatter, and
detect propagating Gaussian meson wave packets. We
design our protocol around scattering the lowest-energy
bound states, i.e., 1-mesons. We devise strategies to (i-
a) prepare two l-meson Gaussian wave packets in the
Hy model with opposite momentum on the left and right
sides of the chain, (i-b) adiabatically change Hy to H
by ramping the transverse field to prepare wave pack-
ets in the full interacting model, (ii) evolve the prop-
agating wave packets under e~ *H* until the collision is
concluded and outgoing particles are sufficiently distant,
(iii-a) ramp down the transverse field to return to Hy,
(iii-b) measure and analyze the final states.

In the Hy model, a 1-meson wave packet is simply a
superposition of all single-spin-flip states with a normal-
ized Gaussian amplitude, ¥J (z¢, ko), centered at z with
momentum kg,
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FIG. 2. Confining potentials and low-energy-excitation bands. (a) Attractive potential V' (£) from Eq. (7) between pairs
of kinks separated by distance ¢ and normalized with respect to V(1) for power-law (red and black curves) and exponentially
decaying (blue curve) spin-spin couplings. (b) 1-meson (M7) and 2-meson (Mz) Bloch bands above the ground state energy
Ey at h* = 0.8Jp (solid curves) and h* = 1.4Jy (dashed curves) for the power-law model (o = 1.5) computed using exact
diagonalization with periodic boundary conditions where convergence was checked as a function of system size. (c¢) Kink (K
and K3), 1-meson (M), and 2-meson (M2) Bloch bands above the ground state energy E, at h* = 0.5Jp (solid curves) and
h* = 0.83Jo (dashed curves) for the exponentially decaying coupling (8 = 1) calculated using uniform matrix product states

[15, 48,

]. This method allows for computing the energy bands of the local (meson) excitations and for the kink excitations.

In both (b) and (c), as the transverse field increases, band dispersion increases, and kinks and mesons obtain kinetic energy.

(0, ko)) = Wi (20, o) [1) 5 (8)
N
= (0, ko) 1,4, (9)

with

1 .
1/)19(3007 kO) — Ng*(mif:ro)Q/(ZAi)Jmkom’ (10)

Here, \i/;f](xo,ko) = Ef\il ¥ (zo,ko)d; acts on the all-
spin-up state to create a 1-meson wave packet centered
at o and ko, A, is the width of the (position-space)
wave packet, and A is normalization factor such that
the wave-packet state is normalized to unity.

In the subsequent sections, we describe two protocols
to prepare the state in Eq. (9) in the Hy model. An
added benefit of preparing wave packets in the Hy model
is that the 1-meson bands have no dispersion, allowing
one to prepare wave packets with non-vanishing momenta
but with no velocity. This implies that the wave packets
do not move during preparation, hence simplifying the
protocol. Then, to prepare the wave packet in the full in-
teracting model (H' # 0), the transverse field is increased
using an adiabatic ramp h*(t) = h*t/t, for 0 <t < t,,
implemented by the evolution operator Ur(t,«)7 such that
the 1-meson states are dressed by the transverse field,

[$g(wo, ko)) = Un(tr) [y (0, ko)) - (11)

Once the wave packets are prepared in the dressed basis,
the system can be evolved under the full Hamiltonian H
such that the wave packets propagate, collide with each
other, and scatter. In order to distinguish the outgoing
scattering channels, the transverse field is adiabatically

removed so that all final states are once again eigenstates

of Ho. _
The full evolution on the dressed initial states [tinit),

i.e.,

(imie) = O (b) 0L (2, b )BT (2, k) IDEY, (12)

is given by

W)ﬁnal) - Ur(tr)feiiﬁt |¢~)init> 5 (13)

where ‘i'gLT(xL,k;L) only acts on sites 1 to N, = [N/2]

and ‘if?T(gcR?kR) only acts on sites Ny, + 1 to N. Mea-
surements at the end of this protocol provide information
about the different final scattering states, which are la-
belled by the number of kinks K and spin flips (). Gath-
ering statistics of different outgoing scattering channels
yields a determination of the scattering S-matrix, con-
veying the probability of a particular channel.

Both of our proposed state-preparation schemes engi-
neer a transition from an easy-to-prepare initial state to
the Gaussian wave packet described in Eq. (9). Our pro-
tocols go beyond the preparation of entangled states in-
variant under arbitrary permutations of spins, like the W
state [71, 83-86] or GHZ state [37-90], to many-body en-
tangled states with a Gaussian profile which are required
for creating wave packets for scattering.

One of our proposed schemes takes advantage of engi-
neered blockade interactions to generate the wave packet
out of an all-spin-up initial state. The other proposed
scheme benefits from quantum-bus-mediated interactions
to create wave packets from an all-spin-up state and one
excitation in the bus register. We describe these schemes
in more detail in the following sections.

Blockade wave-packet preparation. Our first state
preparation protocol utilizes the Ising spin-spin coupling



to excite a single spin flip localized according to a Gaus-
sian distribution. This is done by simultaneously ad-
dressing each spin using a specific drive that will be in-
troduced below. Without any spin-spin coupling, each
spin would be prepared independently from its neighbors.
However, the presence of spin-spin interactions increases
the energy of nearby excitations such that only single-
spin-flip states are on resonance. Due to its similarity to
the blockade in Rydberg arrays [91-93], we refer to this
protocol as blockade wave-packet preparation.

The protocol can be implemented as follows: A Gaus-
sian wave packet described in Eq. (9) is prepared by
driving each spin with a site-dependent transverse field
hZ(t) = h¥ cos(w;t + ¢;), i.e., corresponding to the sys-
tem Hamiltonian fIO—Zi hZ(t)67. The driving frequency
should be set to w; = E; — Ey where E; is the energy
of the eigenstate |1,7) of the Hy Hamiltonian and Ejy
is the energy of the all-spin-up state. Since the pseudo-
infinite potential, described in the Methods, reintroduces
the translational invariance of the 1-mesons on a finite
chain, the driving frequency w; is the same for all spins.
The transition from the all-spin-up initial state to the
wave packet in the Hy model is best illustrated after a
transformation into a frame that rotates with Hy, result-
ing in the Hamiltonian

A== 007 (e L) (1Y 4 he)

1 .
-5 Z h? (e’t((si_it—‘fbj)a-j_ 11,4) (1,i] + h.c.)
4,3

TR (14)

Here, 0;; = 4J;; is the interaction energy between spins
at sites ¢ and j. To prepare a Gaussian wave packet, the
transverse-field amplitude should be proportional to the
desired Gaussian wave-packet amplitude with no momen-
tum, i.e., hi = I'Jopd(x0,0) with a tunable parameter
I', while the site-dependent phase shift should be set to
¢; = —kox;. Given this choice, the first term describes
a resonant transition to the Gaussian wave packet from
the all-spin-up state, while the second term describes the
closest off-resonant processes to two-spin-flip from single-
spin-flip states. These off-resonant transitions are de-
tuned by d;;. The ellipses denote all other off-resonant
contributions. If driven slowly enough, as explained be-
low, the state prepared at JoT = 7 /T is the desired wave
packet.

The leading-order error occurs when the effect of the
second term in Eq. (14) is significant. Undesired transi-
tions from the Gaussian wave packet to states with two
spin flips occur when the transition matrix element is
large compared to the interaction energy. This transition
error has the approximate form epockade ‘= Ei’ i €ij

where €;; = T_Zlm/)f(xo,k:o)wf(xo,ko)/éij 2, see the
Methods. For far-away spins, this error is small be-
cause the wave packet does not have simultaneous sup-

port on sites i and j, while for nearby spins, this error

is small because the magnitude of the interaction energy
is large, i.e., |I'Jo/d;;| < 1. The performance of this
scheme for a single Gaussian wave packet over N = 12
sites with A, = 1/24/(27) and power-law coupling with
a = 1.5 is shown in Fig. 3(a). In order to reach infideli-
ties lower than 0.1 (0.01), preparation times greater than
7Jo (25Jp) are required. Additional details can be found
in the Methods.

Quantum-bus-mediated wave-packet preparation.
A second state-preparation scheme can be implemented
by utilizing a quantum bus with controlled coupling to
the spins within the wave packet. The idea is to trans-
fer an excitation in the quantum-bus register to the spin
registers such that the excitation is spatially distributed
according to a desired wave-packet profile. The exact
amplitude can be controlled by tuning the strength of
the coupling to each spin in the wave packet. The quan-
tum bus can be either a bosonic mode or a spin. Ex-
amples with bosonic-mode buses include ion spins cou-
pled to collective phonon modes in trapped-ion plat-
forms [23, 62, 94], Rydberg tweezer arrays coupled to
optical cavities [95], as well as transmon qubits coupled
to microwave resonators in circuit QED [96]. An example
where the bus is a spin is a Rydberg-atom array where
interactions are tuned such that a chosen bus atom in-
teracts with the other atoms, while the other atoms do
not interact with each other [97, 98].

In this work, we consider systems where the quantum
bus is a bosonic mode. However, for a spin bus, the
treatment is identical, with an additional simplification
that it is trivial to prepare a single excitation in the bus.
An example of a time-dependent Hamiltonian describing
the coupling between a bosonic quantum bus and spins
is given by the anti-Jaynes-Cummings Hamiltonian,

H(t) = Y (Awe™ 67 ap + e 57af ). (15)

ik
Here, 6 = (1), (4|,): is the spin raising operator at
site ¢, 6; = (|d), (T|,)i is the spin lowering operator at

site 1, dz, (ar) is the boson creation (annihilation) oper-

ator for mode k, A;; are the site- and mode-dependent
amplitudes, and §; = wp — v are the detunings from
the boson mode frequency wy with v being the drive fre-
quency. Note that site- and mode-dependent amplitudes
can be realized in, e.g., trapped-ion systems by driv-
ing the blue-sideband transitions with A;; = ngbir;/2
where 75 is the Lamb-Dicke parameter of mode k, b;x
are the site-dependent orthonormal mode-participation
matrix elements of the collective phonon modes, and €;
is a site-dependent Rabi frequency [23, 99]. Note that
we could have chosen the Ising-Hamiltonian parameters
such that the ground state in absence of H' is an all-spin-
down state. The scattering could then be performed with
I-mesons defined as |1,7) = ;" |¢>§N. In this case, the
Jaynes-Cummings Hamiltonian, which has terms such as
&;r ag, can be used to perform the quantum-bus-mediated
preparation.
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FIG. 3. Preparation of 1-meson wave packets. (a) Blockade state-preparation infidelity and leakage to the two-spin-flip
subspace for preparation of a single wave packet centered at zo = 5 with ko = /2 on a chain with N = 12 spins with
A, = /24/(27) and power-law coupling with @ = 1.5. The expected error epiockade due to leakage into the two-spin-flip
subspace is shown as the black dashed curve. The dotted gray vertical line denotes the preparation time for the simulation
in part (b). (b) Preparation of two wave packets, one on the right of the chain (prepared first) and one on the left (prepared
second), with a combined final fidelity of 95% for power-law coupling with o« = 1.5 and total preparation time Jo7T = 31.5.
The white vertical dashed line separates the left and right sides of the chain. The coupling is turned off on one side of the
chain when a wave packet is being created on the other side. (c-e) Quantum-bus-mediated state preparation realized using
the spin-phonon coupling present in trapped-ion platforms with a given experimental input for wix and b;k, as outlined in the
Methods, and Q¢ = 7/(27) MHz. Preparation infidelity and occupation of the non-target phonon modes as a function of
preparation time 7" reported in microseconds for the preparation of a single wave packet at o = 5 with ko = 7/2 in a (c)
N = 13 ion chain and (d) N = 23 ion chain. In (c¢) and (d), the expected population of the non-target phonon modes epys is
shown as the black dashed curve. The dotted gray vertical line in (d) denotes the preparation time for the simulation in part
(e). (e) Preparation of two wave packets with 98% combined fidelity using the quantum-bus-mediated scheme for N = 23 and
total preparation time T' = 893us. Starting with one quantum initialized in two different phonon modes (left heatmap) and
spins in the all-spin-up state (right heatmap), the left wave packet is prepared by coupling spins on the left of the chain to the
13" phonon mode; the same is done for the right wave packet but with the 17*" phonon mode. The horizontal red dashed line
in (b) and (e) denotes the end of the first wave-packet preparation.

The idea of this scheme is to first start from a state ini- mode k; by setting the amplitude to
tialized with all spins up and no occupied bosonic modes,
then create an excitation in the target boson mode and, A = QoBigh? (zo, ko) (16)
finally, use the evolution under Eq. (15) to transfer the
bosonic excitation to the chain. To prepare an excitation such that B;,, = 1. Here, € is a tunable Rabi fre-

in the target boson mode, first the j*™ spin is flipped  quency. In general, B;, contains information about the
down, then, by evolving under Eq. (15), this down spin  coupling strength between the k™ boson mode and each
at site j is flipped back up while the excitation from  spin. Now, if the system is driven at the target-mode

the spin register is transferred to the target boson mode. frequency, i.e., v = wy,, one arrives at the Hamiltonian
Once this state is prepared, the bosonic excitation can
be transferred back to the spin register but controlled ; .
H(t) =0 (20, ko)6 @ h.c.
such that the spin excitation is distributed according to ®) 0 ; (1/% (w0, koo ak, + )
a wave-packet profile. We program the desired wave- v St
packet profile into the time evolution of the target boson + Qo Z (7/’1' (z0, ko) Bire"*"6; ax + h~C~) .
i, kEky

(17)



Here, the first term describes the resonant transfer of an
excitation from the target boson mode to a spin exci-
tation distributed according the Gaussian wave packet
when acted on an all-spin-up state. The second term de-
scribes the off-resonant transfer between the rest of the
boson modes and spin excitations. Starting from an ini-
tial state in which the target mode k; is occupied by one
quantum and evolving for T = 7/(2Q) results in the
annihilation of the occupied target mode and excitation
of a single spin flip in the spin register distributed in the
shape of the Gaussian wave packet.

Undesired transitions arise when excitations in the
spin register transfer to phonon modes other than the
target mode. This leakage error occurs when the off-
resonant terms in Eq. (17) cannot be neglected, and
has the approximate form stSQ:: >k Lk, €k where ¢, =
T2 ﬁzij\; \wf(sco,ko)|23ik‘ , see the Methods. In
general, the target mode should be chosen such that it is
strongly coupled to the spins involved in the wave packet.
For example, in trapped-ion systems, B;, = %, and
the target phonon mode is chosen such that bi;;t has
maximal support on the wave-packet amplitudes. The
performance of this scheme can be benchmarked us-
ing platform-specific parameters for trapped ions. Fig-
ures 3(c) and 3(d) show the preparation performance of
a single wave packet in a chain of N = 13 and 23 ions,
respectively. Given the experimental parameters cho-
sen, preparing a wave packet with infidelity lower than
0.1 (0.01) requires preparation times of approximately
50us (180us) for N = 13 and 220us (700us) for N = 23.
See the Methods for additional details on the trapped-ion
implementation of the quantum-bus-mediated protocol.

Two wave packets can be prepared in the chain as fol-
lows. For the blockade preparation scheme, controlling
the spin-spin coupling J;; to only have support on the
left or right side of the chain allows the left and right
wave packets to be prepared sequentially without addi-
tional sources of error. During the preparation of each
wave packet, the pseudo-infinite potential should be cho-
sen such that it corresponds to the smaller half-chain
system where J;; is turned on. We note that the spins
are subject to reduced noise when spin-spin couplings
are turned off. For large chains, wave packets can be
prepared sufficiently far away from each other such that
they do not interact and can, therefore, be prepared in
parallel. Recall that the wave packets do not move dur-
ing preparation, so they remain separated as they are
prepared.

To prepare two wave packets using the quantum-bus-
mediated scheme, one first couples the spins on the left
of the chain to one target mode, kF, and then couples
the spins on the right side of the chain to another tar-
get mode, kf*. The above protocol can be performed
sequentially with A;x # 0 for the sites on which the de-
sired wave packet has support. The two modes should
ideally be chosen to maximize the support on the spins
to be flipped; however, the same mode can also be used

for both wave packets provided it is re-initialized with a
single excitation after creating the first wave packet. Par-
allel preparation using the bus-mediated scheme is also
feasible if experimental control allows driving the spins
on the left side resonantly with mode k' and the spins on
the right side resonantly with mode kF. This way, one
can effectively independently dial in two independent sets
of site-dependent Rabi frequencies §; ;. and €2; ; » for the
two resonantly driven modes. Parallel preparation could
potentially halve the preparation time thus reducing the
overall time of the scattering simulation.

Sequential preparation of two wave packets is studied
numerically and the results are shown in Fig. 3(b) for
the blockade scheme with N = 24 and JyT = 31.5 and
Fig. 3(e) for the bus-mediated scheme with N = 23 with
T = 893us. To compare both schemes in trapped-ion
platforms, we note that Jy is of order ~ 1 KHz while
Qg can be interpreted as the transition strength when
addressing the first sideband and is typically of order
< bk x 1 MHz =~ 0.01 MHz. Therefore, in trapped-ion
systems gy > Jy and wave packets are prepared much
faster using the quantum-bus-mediated scheme.

C. Numerical scattering simulations

Suppose that the wave packets are generated with high
fidelities, via one of the methods described earlier in this
section. The scattering experiment can then be per-
formed, as outlined previously, to probe non-trivial dy-
namics of post-collision processes. To develop a theoreti-
cal expectation for such dynamics, we perform a numeri-
cal simulation by starting with perfect wave packets and
studying their time evolution. We demonstrate elastic
scattering in the model with power-law coupling, which
exhibits only two-kink bound states (¢-mesons)—and no
unbound kinds, at low energies (considering the chosen
initial state). Additionally, we demonstrate both elas-
tic and inelastic scattering in the model with exponen-
tially decaying coupling, which exhibits both two-kink
bound states and unbound kinks in the relevant energy
range. Scattering simulations were performed using a
Krylov time-evolution method.

Starting with 1-meson wave packets as described in
Eq. (9), we turn on the transverse field using a linear
ramp for ¢, = 10/h* in order to approach the Hamilto-
nian H starting from Hy. We then evolve in time such
that the meson wave packets propagate and scatter. The
transverse field is then removed using an inverted linear
ramp to return to Hy. The state is finally projected into
different scattering channels as defined by the number of
kinks, K, and spin flips, @. The elastic channel is the
set of bit strings with four kinks and two spin flips, since
such a channel is characterized by two 1-mesons, each
with two kinks on either side of a single spin flip. In-
elastic scattering is detected by support in any channel
outside of the elastic channel. Varying h* allows for the
exploration of scattering in different energy regimes.
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FIG. 4. Numerical simulation of scattering. Panels (a-c,f-h) show the expectation value of (67) as a function of time
for the evolution and scattering of two 1-mesons for (a-c) the power-law model with @ = 1.5 and (f-h) the exponentially
decaying model with § = 1. All initial states of the scattering simulations start with a perfect initial two-wave-packet state
with zo = 5,ko = 7/2 for the left wave packet and zg = 20,ko = —n/2 for the right wave packet, while the wave-packet
width is set to A, = /N/(2m). The first horizontal white line indicates the end of the linear adiabatic ramp U, (t,) which
turns on h*, while the second horizontal white line indicates the beginning of the linear adiabatic ramp U,(t,)? which turns off
h*. (d) In the power-law model for & = 1.5 and h* = 1.4.Jy, only elastic scattering of 1-mesons with momenta (7/2, —7/2) is
allowed by conservation of energy and momentum, marked by black stars. Here, M; and M5 denote the two lowest-lying meson
bands. (e) By contrast, in the exponentially decaying model for 8 = 1 and h* = 0.83Jp, several inelastic outgoing channels are
kinematically-allowed: the incoming mesons (marked by black stars) can scatter into mesons of different types or into a pair
of unbound kinks. Here, M; and M> denote the two lowest-lying meson bands, while K; and K3 are the two lowest-lying kink
bands. (i) In the exponentially decaying model, the probabilities are plotted as a function of h* for two mesons scattering into
a pair of unbound kinks or elastically into two mesons. Unbound kinks are observed starting at h* ~ 0.75Jp and higher. (j)
Region of kinematically allowed scattering from mesons into unbound kinks for the exponentially decaying model (8 = 1) when
the input meson momenta ki (traveling to the right) and ke (traveling to the left) are varied. The color corresponds to the
value of h*/Jy at which the unbound kink channel becomes kinematically allowed for the numerically computed values. For
slow moving mesons near k = 0, the unbound kink channel is kinematically allowed for h* 2 0.5Jy. At the momenta (7/2,7/2),
marked by a black star and used in the simulations in panels (a-c, f-i), the unbound kink channel is allowed for h* 2 0.722Jo,
consistent with the initial rise from zero of the inelastic scattering probability in (d).

For scattering in the power-law model with a = 1.5, as simulators.
shown in Fig. 4(a-c), only elastic scattering is detected in
the range of h* values considered. For the exponentially
decaying model with 8 = 1, we observe both elastic and
inelastic scattering in Fig. 4(f-h) as h* increases. The re-
gion of flipped magnetization that appears between the
outgoing particles in Fig. 4(g) and 4(h) is due to an in-
elastic scattering channel composed of a pair of unbound
kinks. When individual shots are measured in the final
state, this appears as a domain of flipped spins, whose
length grows in time as the kinks fly away from each
other. When this flipped domain has grown to a long
length, it will be simple to distinguish it from other out-
put states without unbound kinks. For values of h* > 1,
we observe up to 25% probability for such an unbound-
kinks scattering channel, see Fig. 4(i). Given this siz-
able probability and the distinct signature of the associ-
ated measurement, this proposal provides an opportunity
to detect inelastic scattering in near-term spin quantum

The existence of the unbound kink channel in the ex-
ponentially decaying model is supported by an analy-
sis of the kinematically allowed scattering channels. In
Fig. 4(e), we show the lowest energy bands of the expo-
nentially decaying model with 5 = 1 and h* = 0.83Jy,
consisting of two kinks and two mesons. These bands
are computed using uniform matrix product states [82]
with the quasi-particle ansatz of Ref. [100]. With these
numerically determined bands, one can find sets of out-
going particles with total energy and momentum that
match those of the incoming particles. For the case of
two 1-mesons with momenta +m /2, the resulting sets of
outgoing particles are shown in Fig. 4(e) as matching
pairs of colored circles. Despite the existence of several
kinematically allowed inelastic scattering channels, our
simulations show that only one such channel has signif-
icant probability in the output state for the parameter
range we consider. This channel consists of an unbound



pair of kinks, each of which belongs to the lowest kink
band. For incoming mesons with momenta 47 /2, this
unbound-kink channel opens up at h* ~ 0.72J, indi-
cated by the black star in Fig. 4(j). After the channel
becomes open, the unbound-kinks scattering probability
shown in Fig. 4(i) increases to a peak, then decreases,
then increases again. This non-monotonic behavior is
dynamically generated in the interacting model and in-
volves h? values that are inaccessible to a perturbative
analysis.

III. DISCUSSION

An exciting promise of quantum simulators is to study
real-time dynamics of scattering processes in nuclear and
high-energy physics rooted in the fundamental theory of
subatomic constituents, i.e., the Standard Model. In or-
der to realize this promise, concrete experimental pro-
posals are needed to prepare complex initial scattering
states such as hadronic wave packets. As analog quan-
tum simulations based on the Standard-Model Hamilto-
nians are not yet feasible, in this work we turned to sim-
pler Ising spin models in one spatial dimension, which
exhibit some of the salient features of the theory of the
strong force in nature, including confinement of elemen-
tary excitations into composite bound states, namely
hadrons. We developed detailed experimental propos-
als to prepare and scatter meson wave packets in such
models with both power-law and exponentially decaying
spin-spin couplings, and demonstrated well-resolved in-
elastic scattering to unbound states in the latter case.
We further investigated the range of the transverse-field
strength for which the inelastic channel becomes suffi-
ciently prominent to be resolved in future experiments.
Beyond the ability to simulate a one-dimensional Ising
Hamiltonian, there are a few additional experimental ca-
pabilities that are required to execute the proposal out-
lined in this work. If an auxiliary bosonic degree of free-
dom is coupled to the spins, one may implement our
quantum-bus-mediated scheme, provided that the spin-
boson coupling can be controlled individually at each
site. If only spin-spin interactions can be controlled,
one may use our blockade scheme, provided that site-
dependent control of a driven transverse field is avail-
able. Additionally, experiments need to implement adi-
abatic ramps of the transverse field to prepare the wave
packets in the full interacting model. Control over site-
dependent longitudinal fields permits implementation of
the pseudo-infinite potential, which reduces the qubit
overhead while mitigating the effects of boundaries. Fi-
nally, site-resolved spin measurements are required to ac-
cess final-state probabilities and analyze the scattering
channels. As an outlook, our protocols can be further
combined with entanglement spectroscopy tools [101—
|, provided availability of single- and multi-qubit op-
erations, to analyze entanglement structure of the final
state and study net entanglement generation in the col-
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lision events.

Importantly, studying scattering processes using the
protocols of this work involves long simulation times,
given the requirement of adiabatic evolution of the free
isolated wave packets to interacting colliding wave pack-
ets, and a reverse adiabatic evolution to recover well-
separated free wave packets long after the collision. De-
pending on the wave-packet preparation procedure and
characteristics of the chosen analog simulator, the en-
tire process may be too long to fit the coherence time
of present-day analog simulators. Based on the numeri-
cal simulations of this work adopted to trapped-ion sys-
tems, we find that the blockade state preparation re-
quires JoT' = 31.5 to achieve 95% fidelity for creating
two wave packets, the bus-mediated state preparation
requires 890us to achieve 98% fidelity for creating two
wave packets, and the rest of scattering (i.e., the two lin-
ear adiabatic ramps of the transverse field and evolution
with the full Hamiltonian) takes JyT = 70 — 160 in the
power-law model and Jy7T' = 50 — 100 in the exponen-
tially decaying model, where the ranges correspond to a
range of h* values studied in this work.

For state-of-the-art trapped-ion simulators, currently
accessible simulation times are Jyt = 10 — 20 [64, 105].
Given these simulation times, additional fine tunings
and improvements to the current protocols may, there-
fore, be needed to enable the first quantum simulation
of hadron scattering in an analog quantum simulator.
For example, the adiabatic ramp can be optimized, com-
plex laser-pulse-shaping methods can be employed to
improve the bus-mediated state preparation, and par-
allel implementation of the two wave packets in longer
chains can be considered to halve the time duration of
the state-preparation step. Last but not least, numerical
simulations incorporating inexact wave packets, realistic
hardware-noise models, and specific experimental details
may be required to identify robust experimental signa-
tures of the final-state scattering channels. These studies
are left to future work. Our proposal, nonetheless, brings
us closer to realizing hadronic scattering in present-day
and future analog quantum simulators.

IV. METHODS

In this section, we provide further details on the pseudo-
infinite potential introduced to alleviate boundary ef-
fects, the preparation protocols proposed for wave-packet
states, as well as trapped-ion specifics of relevance to the
numerical simulations of this work.

A. Pseudo-infinite potential

In this section, we discuss the explicit form of the
pseudo-infinite potential discussed in Section II. In order
to mitigate boundary effects in a finite chain, we intro-
duce a site-dependent longitudinal field hf = h$°, which
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FIG. 5. Pseudo-infinite potential. (a) Illustration of fic-
titious frozen spins (blue) to the left and right of the dy-
namical spins (black) whose effect is taken into account using
a pseudo-infinite potential given by Eq. (18) and shown in
(b). The form of the effective potential which mimics these
fictitious frozen spins for power-law spin-spin interactions is
plotted as red and black curves and for an exponentially de-
caying coupling as the blue curve. The effective potential is
more (less) significant for long-(short-)range spin-spin inter-
actions.

we call the pseudo-infinite potential, that mimics a po-
tential imposed by an infinite number of fictitious spins
frozen in the (6,,) = 1 direction to the left and right of the
N dynamical spins, as shown in Fig. 5(a). A similar idea
has been introduced to study real-time string-breaking
dynamics in Refs. [34, 35]. This pseudo-infinite potential
is given by

0 oo

n=-—oo n=N+1

and is plotted in Fig. 5(b) for power-law and expo-
nentially decaying spin-spin interactions. The effect of
this potential is more significant for long-range interac-
tions and is less important for short-range interactions.
In addition to reintroducing (approximate) translational
invariance of the meson and kink states, this pseudo-
infinite potential also allows meson wave packets to prop-
agate closer to the chain’s edge without getting too dis-
torted thus reducing the required number of spins for an
experiment. Since the fictitious spins are frozen and not
dynamic, the pseudo-infinite potential does not entirely
alleviate finite-size effects. To implement this pseudo-
infinite potential in an experimental device, one may e.g.,
find the « or 8 which best model the experimental cou-
pling matrix, J;;, and use those in Eq. (18).

B. State preparation schemes

In this section, we discuss how 1-meson wave packets
are engineered in both of our protocols and derive errors
arising from transitions to off-resonant states. Prepar-
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ing wave packets is an essential step required to demon-
strate scattering in experimental platforms and is a cen-
tral component of our experimental proposal. Due to
the structure of 1-meson wave packets in the eigenba-
sis of Hy in Eq. (2), their preparation can be thought
of as analogous to the preparation of W-states but with
a non-uniform distribution of spin excitations. Both of
our proposed wave-packet-preparation schemes describe
an engineered resonant transition between an easy-to-
prepare initial state |¢;) and a Gaussian wave packet
|1hy (0, ko)) in the Hy basis as described by Eq. (9). For
the blockade scheme, the initial state is the all-spin-up
state. For the quantum-bus-mediated scheme, the ini-
tial state is the all-spin-up state with an excitation in
the bus register. In the spin-boson implementation of
the bus protocol, this translates to a boson mode initial-
ized with one quantum. If given sufficiently long times in
the experiment, these schemes can be described only by
their resonant processes to the desired wave-packet state.
However, in order to demonstrate scattering on current
and near-term quantum simulators, time is a valuable
resource and wave packets should be prepared as fast as
possible while controlling errors.

Undesired processes arise in both methods from nearby
off-resonant transitions coupled to the prepared wave
packet. For the blockade state-preparation scheme,
the off-resonant transitions are to states with two spin
flips. For the quantum-bus-mediated preparation, the
off-resonant transitions are to the states with all spins up
and a single excitation in the bus register. In the spin-
boson implementation, additional bus registers are the
set of all boson modes except the initial target mode. The
undesired states can be adiabatically eliminated if the
corresponding matrix element of the off-resonant terms,
V' in the Hamiltonain V,, = (n|V |¢4(z0o, ko)), connect-
ing the nearby off-resonant state, denoted by |n), and the
prepared wave packet is smaller than the corresponding
energy difference, §,, = E,, — E,. In this case, the lowest-
order error describing the final probability of being in the
off-resonant state at time T goes as |V;,/6,|?>. The sum
over all such off-resonant states will be denoted by e:

(19)

The subsequent sections will explicitly show how the res-
onant transitions are engineered and how transitions to
off-resonant states scale as a function of time and wave-
packet width, for both the blockade scheme and the
quantum-bus-mediated scheme.

Blockade state preparation. Our first state-
preparation protocol utilizes beyond-nearest-neighbor
couplings to engineer a resonant transition to a localized
wave packet. The idea behind this technique is that,
by simultaneously addressing each spin using a specific
drive, the beyond-nearest-neighbor interactions energet-
ically forbid nearby excitations. If we choose the ampli-
tude of the site-dependent driving field to be proportional



to the wave-packet amplitude, then a single excitation
will be distributed across the chain according to the de-
sired wave-packet profile.

Blockade state preparation is performed using the fol-
lowing Hamiltonian

Hp = Hy + Hj, (20)
with Hy defined in Eq. (2) and

= hi cos(wit + )57 (21)

The transverse field is driven at w; = FE; — Ey where
E; = (1,i| Hy|1,i) and Ey = ((1 \®N)HO \¢>®N. While
not necessary, it is convenient to include in HO the
pseudo-infinite potential h{® because it introduces ap-
proximate translational invariance such that w; are the
same for all spins. We can express the Hamiltonian in
Eq. (20) in terms of the energy eigenstates of Hy, which
are just &, eigenstates. We denote these eigenstates as
|3) where § = (s1,82,--+,sn) and s; € {],1} (dropping
the subscript z on states for notational brevity), with Eg
denoting the energy of state |§). Then,

Hy = ZE~|§' ) (5], (22)

ﬁlz—thcoswt+¢z Z'S gé—zz _’><§I| (23)

44,

We can move into the frame rotating with H, to obtain

thcos (wt + ¢;) Ze’(E —Eg)t

ﬂa/

><|§'><§’ 715"y (5. (24)
Expanding the cosine and relabelling the energy differ-
ence as vgzz: ‘= Fg — Ez/ gives
Hy = ZZ ( i(Vazr+w)t idi _i_ei(uﬂ-;/—w)te—id)j)
x |8> <S\f3f |57) (57 (25)

When w = +vzz/, one or the other term in the parenthe-
ses will oscillate with frequency 4+2w while the other will
be resonant. Therefore, in the rotating frame, the state
|37y will transition to the state |§) only if |3) and |57)
differ by a spin flip at site ¢ and if their energy difference
vzg is close to the driving frequency w.

For our state-preparation scheme, one needs to drive
a transition from the all-spin-up state to a superposition
of states with a spin down on site i, denoted by |1,4),
by setting w = E; — Ey (recall that we assumed E; are
equal for all ¢ > 1). The nearest off-resonant states are
those with two spin flips at sites ¢ and j. For these states,
the energy difference between a single-spin-flip state and
a two-spin-flip state at sites ¢ and j is w + d;; where
0i; = 4J;; is the interaction energy between spins at sites
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i and j. We can expand Eq. (25) in terms of the states
most easily accessible from the initial all-spin-up state:

fy = — % >on (e 1) (2™ + he)
_1 Z g (e85t 67 [1,4) (1,1] + he.)

1,71
+oee (26)

The first term describes the resonant transition from the
all-spin-up state to the single-spin-flip states, while the
second term describes off-resonant transitions from the
single-spin-flip states to the two-spin-flip states. The el-
lipses denote all other off-resonant contributions. To pre-
pare a Gaussian wave packet, as described in Eq. (9), one
can set hf = I'Joyp? (z0,0) and ¢; = —kox;. Inserting this
choice into the above Hamiltonian gives

]EIR _ FJ() (

[y (20, ko)) <T|§N + h.c.)

F
JO Z P9 (20, ko) ( ute s |1,4) (1, 4] —i—h.c.)
4,571

Now, the first term produces the Gaussian wave packet
out of single-spin-flip states centered at x(y in position
space and at ky in momentum space. If driven suffi-
ciently slowly, preparation of the Gaussian wave packet
occurs at JoT = «/T". It is worthwhile to note that if a
given platform cannot implement the pseudo-infinite po-
tential, then the drive frequency w; needs to be different
at each site. To compensate for the site-dependent phase
introduced by the site-dependent energy differences, an
additional site-dependent phase shift is required.

In order to estimate the effect of nearby off-resonant
contributions, one needs to consider the matrix element
describing the transition from the wave packet to a state
with two spin flips at sites ¢ and j, |ij),

Ir'J
Vil = <z'j|( > = v (o, ko)

l,m#L

67 [L,m) <1,m|> 1y (0, k) ]
|t ,
Z d)g Zo, kO)’L/) (1‘0, kO) (51,m6]£ + 6125Jm)

= ’T (20, k)] (l‘oako)’ (28)

The approximate error associated with all such off-
resonant contributions according to Eq. (19) is

2
Vﬂ
Eblockade = Z €5 = Z 57] (29)
i,j>% ig>il W
_ 2
_NZ i $07k0)¢ (.’1?07]€0) (30)
- i=1 j=i 0ij




There are two competing quantities that determine the
behavior of this error; the interaction energy d;; and
the simultaneous support of the wave packet on two
sites |1 (2o, ko)¥ (2o, ko)|. In order to suppress this er-
ror, the wave packet should be sufficiently localized such
that it does not have support across spins whose inter-
action energy is small. For neighboring spins, the er-
ror is small because the interaction energy is large, i.e.,
ITJo/8ij|° < 1. For far away spins, the error is small
because the wave packet does not have simultaneous sup-
port on sites i and j, i.e., |Fw2(xo,ko)¢g(xo,ko)|2 < 1.
For these reasons, the preparation of wider wave pack-
ets requires longer evolution times compared to narrower
wave packets.

Quantum-bus-mediated state preparation. Our
second scheme applies quantum buses to the task of
preparing wave packets. Starting with a state initial-
ized in the all-spin-up state, this wave-packet-preparation
scheme proceeds in two steps: (1) preparing an excita-
tion in a chosen boson mode, (2) facilitating an exchange
between the excitation in the boson mode and a wave
packet in the spin register.

To prepare an excitation in a particular boson mode,
a carrier transition is applied at site j to flip the spin
down. Then an excitation in the chosen boson mode can
be created while flipping the spin back to an up state
by applying the Hamiltonian in Eq. (15). For example,
in trapped-ion systems, this can be achieved by driving
predominantly the first-order blue-sideband transitions,
choosing the amplitude in the anti-Jaynes-Cummings
Hamiltonian in Eq. (15) to be A; = npbix$/2 for i = j
and A;; = 0 otherwise, and frequency to be resonant with
the k; mode, i.e., v = wy,. Here, {)g is the Rabi frequency
and k; is the mode that is aimed to be populated by one
excitation. If the spin on site j is down, then the above
choice couples the j*" spin to the chosen target boson
mode k;. Evolving this system for T' = m/(Qonk,bjx,)
with a constant-amplitude drive € initializes a single
excitation in the target boson mode and flips the ;"
spin back to an up state, thus returning the spins to
the all-spin-up state. Depending on the experimental
implementation, each boson mode may not be uniformly
coupled to all spins. For example, in trapped-ion sys-
tems, the coupling strength between a given spin and
a given phonon mode is described by the orthonormal
mode-participation matrix b;;. In this case, the target
mode k; should be chosen such that b;, has maximal
support on spins involved in the wave packet. Due to a
stronger heating for the center-of-mass and nearby long-
wavelength modes [94], the target phonon mode should
ideally be far away from the center-of-mass mode. Ex-
amples of experimental mode-participation matrices as
well as phonon-mode frequencies for N = 15 and 27 ion
chains are given in Fig. 6.

The second (and final) stage of the process involves
transferring the excitation from the target boson mode
back into the spin register with the excitation distributed
according to a chosen wave-packet profile. This step is
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described in sufficient detail in Section II B, with the end
result noted in Eq. (17). To understand the error arising
from off-resonant contributions, i.e., the second term in
Eq. (17), one needs to compute the corresponding ma-
trix element between the Gaussian wave packet and the
neighboring modes, k # k;:

174 :' (K], (1Y (Qo ZBipl/Jig(xo, ko)

ool ) 0h ookl | (31

Q) [ (z0, ko)|* Bir

K2

: (32)

Here, |0), denotes the boson vacuum state while |k), de-
notes the state of one boson in mode k. The approximate
probability of undesired transitions into the non-target
boson mode at T = 7/(2€) goes as

2

€bus = Z 57 (33)
Ktk | OF
1 N 2
0 2
= 75|55 2 ¥ (@0 ko) " Bix| - (34)
ki#hy ko

This error is plotted in Fig. 3(c) and 3(d). We note that
this form does not entirely characterize the infidelity ob-
served numerically. An additional error is most likely
caused by a site-dependent phase shift due to the site-
dependent coupling to each non-target mode.

The scaling of the error in Eq. (34) as a function of sys-
tem size depends on how B;; and J; change as a function
of N. Owing to orthogonality of the mode-participation
matrix b;x, while some modes could be localized, a typical
element scales with the number of ions as bjz = O(1/v/N)
[such that B;p = bir/bix, = O(1)]. Assuming the trap-
ping potential maintains a mode spectrum bandwidth
that is independent of N, we can take Aw, = O(1/N),
where Awy, is the mode spacing. The scaling of detuning
from a given mode, &, should, therefore, be comparable
to the scaling of Awy. Then, since the wave-packet state
is normalized, i.e., >, \¢f(m0,k0)|2 = 1, the total error
scales as epys = O (N3/T?). Therefore, increasing T as
N3/2 can maintain a constant error as the chain size is
increased.

There are many variations of the quantum-bus-
mediated state preparation scheme that one can imag-
ine. First, assume we start with all spins in state down
and the bosonic mode in vacuum, evolve for a short
time under Eq. (15), measure the number of excita-
tions in the bosonic mode, and find that the result is
one. Then the spins would be projected onto a wave-
packet state of a single delocalized up spin on top of
all down spins. This approach is particularly useful if
the bosonic mode is not a long-lived cavity mode, but
is instead a lossy cavity mode or is replaced with a
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FIG. 6. Experimental details for the trapped-ion real-
ization of quantum-bus-mediated state preparation.
Details of the experimental parameters used in benchmark-
ing the quantum-bus-mediated state preparation realized with
trapped ions as shown in Fig. 3(c-e). Site-dependent or-
thonormal mode-participation matrix of the collective phonon
modes for (a) N = 15 and (b) N = 27 ion chains, as well
as the phonon-mode frequencies wy/(27) for chains with (c)
N =15 and (d) N = 27 ions. The simulations of this work
correspond to systems with N = 13 and N = 23 spins. We
take ions 1 — 13 from the 15-ion chain and ions 1 — 23 for the
27-ion chain to map to these spins. The quantities plotted
also contribute to the strength of the error epus in Eq. (34).

continuum of free-space modes. In fact, this process
forms the basis of atomic-ensemble-based quantum re-
peaters [106]. Second, an itinerant single photon can
be mapped onto a desired wave packet using photon
storage [107-109], i.e., the reversible storage of light in
atomic memory, a process that can be particularly ef-
ficient for ordered arrays [110]. Third, one can pre-
pare spins in state ®§V:1 (, /1 —pi|T), + ei’m“\/ZTjN)x)v
engineer dispersive quantum-non-demolition coupling
ata>", 6% [111, 112] of the spins to the bosonic mode,
and measure the energy shift of the bosonic mode. This
effectively measures ), 67, and if the measurement re-
sult is N — 2, then a wave packet oc etkori /pi |1, j)
of one delocalized down spin is prepared [113].

C. Experimental details of a trapped-ion
implementation

This section outlines additional details required to real-
ize our experimental protocol with trapped-ion quantum
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simulators. While the proposal of this work is suitable for
many spin quantum simulators, trapped-ion platforms
are particularly suited to carry out the outlined protocols
in the near term. Trapped-ion simulators exhibit control-
lable short- and long-range Ising interactions, quantum
buses realized by spin-phonon couplings, as well as favor-
able control across all stages of scattering.

Trapped-ion systems can realize both power-law and
exponentially decaying Ising models modelled by the
function J;; = Joe_ﬁ(”i_l)/rf‘j [64, 114]. This inter-
action can be realized in a native manner in trapped-
ion quantum simulators with tunable coefficients o and
B [64, 115]. For 8 = 0, this model recovers the long-range
Ising model with power-law coupling, where 0 S o < 3
depends on the detuning of the applied optical fields from
the first phonon side band of the transverse center-of-
mass mode [21, 23]. For @ = 0 and 8 > 0, this model
recovers exponentially decaying couplings that can be re-
alized, e.g., by coupling primarily to the low-frequency
transverse zig-zag modes with 8 > 0 [63-68].

In trapped-ion platforms, the quantum-bus-mediated
preparation realized with spin-phonon coupling offers
a more favorable preparation time compared with the
blockade state preparation considering the coherence
time of the experiment. The native time-dependent
Hamiltonian describing the spin-phonon coupling in
trapped-ion platforms is given by the anti-Jaynes-
Cummings Hamiltonian in Eq. (15), which is realized by
driving the first blue side-band transitions of a single set
of transverse or longitudinal motional modes. The site-
and mode-dependent amplitudes are A;; = b ;i/2,
where 7, is the Lamb-Dicke parameter of mode k£ and
b;i, is the site-dependent orthonormal mode-participation
matrix. The parameters 7, b;, and phonon-mode fre-
quencies wy, depend on the ion trapping potential [23, 99].
To program the evolution to the desired wave packet from
a chosen target mode, the site-dependent Rabi frequency
is chosen to be

¥ (xo, ko) .

Q; = 20
Mibik,

(35)
In the numerical simulations shown in Fig. 3(c-e), we
have set Qg = 7/(2T") MHz, where T is the prepara-
tion time in microseconds. Furthermore, the parameters
me ~ 0.08, wy, and by, are used assuming '"'Yb™ ions
and a combination of quadratic and quartic electrostatic
trapping potentials in the axial direction that renders the
spacing between the center ions nearly equidistant [38].
The wy and b;y, values used in the 15-ion and 27-ion sys-
tems (corresponding to N = 13 and N = 25 simulations)
are shown in Fig. 6. In trapped-ion experiments, the
tunable parameter ); is typically of the order < 1 MHz.
Preparation times shown in Fig. 3(c-e) for N = 13, 23
correspond to €; values in the range 0.1 — 10 MHz. Here,
we have estimated ©; ~ v/ N7/(nT), where we have used
bir = O(1/v/N). Therefore, a range of required Rabi

frequencies are feasible in current experiments.
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