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We show that a subset of the basis for the irreducible representations of the total SU(2) rotation
forms a covariant approximate quantum error-correcting code with transversal U(1) logical gates.
Using only properties of the angular momentum algebra, we obtain bounds on the code inaccuracy
against generic noise on any known d sites and against heralded d-local erasures, generalizing and
improving previous works on the “thermodynamic code” to general local spin and different irre-
ducible representations. We demonstrate that this family of codes can host and protect a probe
state with quantum Fisher information surpassing the standard quantum limit when the sensing
parameter couples to the generator of the U(1) logical gate.

Quantum error-correcting codes have found applica-
tions beyond fault-tolerant quantum computation to a
wide array of quantum technologies and physical sce-
narios, each requiring unique features. For quantum
metrology, protected encodings allow for a metrologi-
cal entanglement advantage, where the ability to mea-
sure a signal, quantified by the quantum Fisher infor-
mation (QFI), surpasses the standard quantum limit [1–
12]. Another example is code covariance with continuous
transversal (i.e., tensor-product) gates, which is relevant
in scenarios like reference-frame error correction [13, 14].
While these gates are incompatible with exact finite-
dimensional codes due to the Eastin-Knill theorem [15],
they are achievable with approximate quantum error-
correcting codes (AQECCs) [16–19].

One can then consider the task of measuring the
variable parametrizing a continuous transversal gate for
metrological purposes. Various studies have established
bounds on the inaccuracy of covariant AQECCs from this
perspective [20–25]. Conversely, codes with continuous
gates can be candidates for QFI protection, though code
covariance is not necessary for this application.

Motivated by these ideas, we introduce a family of
AQECCs with transversal continuous gates, based on
simple symmetry considerations. Additionally, these
codes provide a metrological entanglement advantage for
certain code parameters. More specifically, we consider
N spin-s degrees of freedom and the irreducible represen-
tations (irreps) of their total SU(2) rotation. The irrep
basis is |J,M⟩, where J ≤ sN is the total spin quantum
number, and M is the magnetic quantum number. We
show that the states |J,M⟩ with certain choices ofM form
an AQECC with transversal U(1) logical gates, provid-
ing bounds on its code inaccuracy against generic noise
on any known d sites for J ≤ sN and against heralded
d-local erasures for J = sN .

Our results stem from generalizing and improving upon
results in Refs. [10, 20, 25, 26]. A special case of our

AQECCs is s = 1
2 and J = sN = N

2 , in which case |J,M⟩
are the Dicke states [27], and the corresponding code is
the “thermodynamic code”. Its code-inaccuracy bound
against generic noise on any known d sites was first an-
alyzed in Ref. [26], which also reported a coincidental
identical bound for the (s, J) = (1, N) code. We general-
ize this code to general s and J ∼ Na (a ≤ 1) and tighten
the bound against the same noise. We obtain our bound
using the SU(2) ladder algebra without explicit expres-
sions for the code words, therefore producing a general
s- and J-dependent bound for this family of codes and
explaining the coincidence from Ref. [26].
In addition, consider the state |J = N

2 −1,M = J⟩ =
1√
N

∑N
j=1 e

i2πj/N q̂−j |↑⟩⊗N along with |J = N
2 −1,M⟩ for

the rest of M , where q̂zj |↑⟩ = 1
2 |↑⟩. In Ref. [28], a subset

of the states with M ∼ J − Nκ and κ < 1 was shown
to form an approximate error detection code (“magnon
code”). Complementing Ref. [28], we consider code words
|J= N

2 −1,M⟩ with |M | = O(N b) for some b < 1.
The inaccuracy bound of the “thermodynamic code”

with code words |M | = O(1) in the large-N limit against
heralded d-local erasure errors for a constant d is reported
in Refs. [20, 25]. We generalize it to s ≥ 1

2 and J = sN ,

but with |M | = O(N b) and d ∼ N c for some exponents b
and c. We obtain a general s-dependent code-inaccuracy
bound in this case using the Clebsch-Gordan coefficients
without writing out the code words.
Our results extend the codes to a regime containing

probe states with a metrological entanglement advan-
tage. The code-inaccuracy bounds also let us bound the
loss of QFI. Accordingly, we rigorously demonstrate (and
numerically confirm) that a noisy probe state in our codes
can retain a metrological entanglement advantage under
certain conditions.
Our SU(2)-symmetry-irrep-based approach offers a

general route for constructing covariant AQECCs with
continuous transversal gates, complementing randomized
constructions [29–31], reference-frame-assisted construc-
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tions [14, 32, 33], and an approach which identifies ex-
act codes from certain discrete-group irreps [34–39]. The
protection of a metrological entanglement advantage is
an additional feature.

Code words from SU(2) irrep states.—Consider a sys-
tem of N spin-s degrees of freedom (i.e. qudits of dimen-
sion 2s+1), where s can be a half integer or an integer.
The total SU(2)-rotation unitary is a tensor product of
the SU(2) rotations on the individual spins, generated
by the su(2) algebra

Q̂z=

N∑
j=1

q̂zj , Q̂+=

N∑
j=1

q̂+j , Q̂−=

N∑
j=1

q̂−j , (1)

where j labels the spin and [q̂+j , q̂
−
j ] = 2q̂zj , [q̂zj , q̂

±
j ] =

±q̂±j . This yields [Q̂+, Q̂−] = 2Q̂z and [Q̂z, Q̂±] = ±Q̂±.

The irreps of the total SU(2)-rotation unitary are la-
beled by J ≤ sN , with a possible multiplicity, and each
irrep has dimension 2J+1 with the basis labeled by |J,M⟩,
M ∈ {−J, · · · , J}. The state |J,M⟩ has the following
properties:

Qz|J,M⟩ =M |J,M⟩ , Q±|J,M⟩ = c±M |J,M±1⟩ , (2)

where c±M =
√
(J ∓M)(J ±M + 1).

We will show that the code space C = span{|J,M⟩;M=
Mmin,Mmin+∆,Mmin+2∆, . . . ,Mmax}, equipped with

transversal U(1) logical gates generated by Q̂z, forms an
AQECC against generic noise on any known d sites and
against heralded d-local erasures for some parameters.
For the maximum J = sN , |J,M⟩ is totally permutation
symmetric, and the irrep multiplicity is one. For a gen-
eral J < sN , one can have multiple irreps with the same
J , and we consider |J,M⟩ in any irrep or from any linear
superposition of different irreps with the same J , as long
as the ladder algebra in Eq. (2) holds among the resulting
|J,M⟩. As such, we suppress the multiplicity index.

Code inaccuracy against generic errors.—We use the
notation ((N, k)) and ϵ(N ) for an AQECC, where N de-
notes the number of qudits, k denotes the number of
logical qubits, and ϵ(N ) denotes the optimal recovery in-
accuracy against noise channel N (with encoding):

ϵ(N ) = min
R

DP (R ◦N , id) , (3)

whereDP (E ,F) is the purified distance between channels
E and F (see App. S1 for a list of definitions) andR is the
recovery channel. As we only consider noise on at most
d sites, we use ϵ(d) to stress its dependence on d, while
suppressingN whose specific choices should be clear from
the context.

We bound the code inaccuracy ϵ(N ) using a gener-
alization [18] of the Knill-Laflamme conditions [40]. If
we let Π be the projector onto the code space and

N (•) =
∑
j Kj(•)K†

j be the noise channel, then ϵ(N ) ≤ δ
if and only if

ΠK†
iKjΠ = λijΠ+ΠBijΠ , (4)

where λij are the components of a density operator, and
DP (Λ + B,Λ) ≤ δ, where Λ(ρ) =

∑
i,j λijTr(ρ)|i⟩⟨j| and

(Λ + B)(ρ) = Λ(ρ) +
∑
i,j Tr(ρBij)|i⟩⟨j|.

To this end, we start with the following two lemmas.

Lemma 1. Assume F̂ is a d-local operator, then
⟨J, n|F̂ |J,m⟩ = 0 if |n−m| ≥ 2sd+ 1.

Physically, this lemma holds since a d-local operator
can change the magnetic quantum numberM by at most
2sd. It ensures the “off-diagonal” part of the Knill-
Laflamme conditions to be exactly zero if the code words
have enough spacing inM . The proof is simple and given
in App. S2.

To bound the “diagonal part” of the Knill-Laflamme
conditions, we have the following lemma.

Lemma 2. Assume F̂ is a d-local operator, then
|⟨J, n|F̂ |J, n⟩−⟨J,m|F̂ |J,m⟩| ≤ dq0∥F̂∥opC(n,m), where

C(n,m) :=
∑m−1
M=n[c

+
M ]−1 and q0 is a constant. In par-

ticular, for 0 ≤ b < a ≤ 1, if we take J ∼ Na and |m −
n| ∼ N b, then we have |⟨J, n|F̂ |J, n⟩ − ⟨J,m|F̂ |J,m⟩| =
∥F̂∥opO(dN b−a).

Relegating the proof to App. S3, we comment that
this bound is obtained by bounding |⟨J, n + 1|F̂ |J, n +

1⟩ − ⟨J, n|F̂ |J, n⟩| and using the triangle inequality. We
emphasize that the proof only uses the ladder algebra
Eq. (2) and the locality of the operator Q± without the
explicit expression for |J,M⟩.

Using these two lemmas, we obtain the following up-
per bound on the code inaccuracy for generic noise on

any known d sites N (ρ) =
∑nd

j=1Kj(ρ)K
†
j whose Kraus

operatorsKj are at most d-local, acting on a fixed set of d
qudits, and nd = (2s+1)2d is the number of independent
Kraus operators. The proof is presented in App. S4.

Theorem 1. Consider the code space C =
span{|J,M⟩;M=Mmin,Mmin+∆,Mmin+2∆, . . . ,Mmax},
where J ∼ Na, Mmax−Mmin ∼ N b, and b < a ≤ 1.
C forms an ((N,O(b log2N))) AQECC against a d-local

noise channel with ϵ(d) = O(
√
d(2s+ 1)dN (b−a)/2) if we

take ∆ ≥ 2sd+ 1.

We focus on parameters where ϵ → 0 in the ther-
modynamic limit N → ∞. For size d ∼ c log2N ,

we have ϵ = O(
√
log2NN

(2c log2(2s+1)+b−a)/2), requir-
ing c < (a− b)/(4 log2(2s+ 1)) and b < a to have ϵ → 0
when N → ∞ as shown in Fig. 1(a) as the shaded area.
Our code-inaccuracy bounds generalize and improve

the results in Ref. [26], which gives ϵ′ = Õ(ndN
(5b−1)/2)

for special cases (s, J) = (12 ,
N
2 ) and (s, J) = (1, N),

while we achieve ϵ = Õ(
√
ndN

(b−1)/2). Our improve-

ments from N5b to N b and from nd to
√
nd come from

setting the “off-diagonal” Knill-Laflamme conditions to
zero and a different proof technique.
Moreover, the derivation of the bounds in Ref. [26] re-

lies on the b ≤ 1
2 assumption; our approach allows 1 >

b > 1
2 , which enables a probe state with a metrological
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FIG. 1. (a) For a d-local noise channel, the regimes of b and
c with ϵ → 0 (blue and red shaded area) and for metrology
(red shaded area). (b) For heralded d-local erasure errors, the
regimes of b and c with ϵ→ 0 (blue and red shaded area) and
for metrology (red shaded area), all independent of s.

entanglement advantage, as we will discuss below. No-
tably, using the ladder algebra of SU(2), we obtain a gen-
eral s- and J-dependent bound on the code inaccuracy,
explaining the coincidence of code-inaccuracy bounds for
(s, J) = (12 ,

N
2 ) and (s, J) = (1, N) in Ref. [26].

The reason to consider the noise on a fixed set of d sites
is to control the number nd. For generic d-local noise

N (ρ) =
∑nd

j=1Kj(ρ)K
†
j , where Ki can act on different

sets of d qudits, C forms an ((N,O(b log2N))) AQECC

with ϵ(d) = O(
√
dndN

(b−a)/2) if we take ∆ ≥ 4sd + 1.
(See App. S4 for this corollary and its proof.)

Code inaccuracy against heralded erasures.—The inac-
curacy of the “thermodynamic code” against heralded
d-local erasures for d = O(1) and |M | = O(1) was found
in Refs. [20, 25] to be ϵ = O(N−1). The heralded d-local
erasure channel is Nα(ρ) := Trα[ρ], where α denotes the
set of d erased qudits.
We now generalize the code-inaccuracy bound against

heralded erasures to s, d ∼ N c and |M | = O(N b). In this
case, we consider codes with J = sN only, where |J,M⟩
is totally permutation symmetric. To bound the code
inaccuracy, we follow Ref. [18] by bounding the channel

distance via the complementary channel N̂α(•) = Trᾱ(•),
where ᾱ is the complement of α. This can be achieved
by the following lemma.

Lemma 3. Consider the irrep of SU(2) formed by |J,M⟩,
where J = sN , and the reduced density matrix ρM :=
Trᾱ[|J,M⟩⟨J,M |], where ᾱ is the complement of the set of
erased qudits α. We then have the fidelity f(ρM , ρM=0) =

1 − O(dM
2

sN2 ) = 1 − O(N2b+c−2) asymptotically for M ∼
N b, d ∼ N c, and 1 > b ≥ c.

Physically, the above lemma states that the environ-
ment can barely tell the code words apart from each
other. In the proof (presented in App. S5), we use
Clebsch-Gordan coefficients without writing the code
words out explicitly, enabling a general s-dependent
bound on the fidelity for J = sN . In particular, we

can rewrite |J,M⟩ =
∑j1
m1=−j1 C

JM
j1,m1,j2,m2

|j1,m1⟩α ⊗
|j2,m2⟩ᾱ, where m2 =M −m1, j1 = sd, j2 = J − j1, and

CJMj1,m1,j2,m2
= (⟨j1,m1|⟨j2,m2|)|J,M⟩ is the Clebsch-

Gordan coefficient. The fidelity between ρM and ρM=0

can therefore be calculated accordingly.
Our proof for a general s has essentially the same

asymptotic scaling as the proof of Lemma 13 in Ref. [20]
for s = 1

2 , which reported f(ρM , ρM=0) = 1−Dd,M/N
2+

O(N−3), where Dd,M = d2/8+ [d(1+M2+2M)+2d3+
d2(2M − 1)]/4. This indeed becomes our result in the
asymptotic regime M ∼ N b, d ∼ N c, and 1 > b ≥ c,
making the leading-order term ∼ dM2.
The following theorem bounds the code inaccuracy

against a heralded d-local erasure error.

Theorem 2. Consider the code space C =
span{|J,M⟩;M=Mmin,Mmin+∆,Mmin+2∆, . . . ,Mmax},
where J = sN , Mmax −Mmin ∼ N b and b < 1. C forms
an ((N,O((b − c) log2N))) AQECC against heralded
d-local erasures of size d ∼ N c, where 0 ≤ c ≤ b < 1,
with ϵ(d) = O(N b+c/2−1) if we take ∆ ≥ 2sd+ 1.

Theorem 2 can be obtained by combining our
Lemma 1, our Lemma 3, and Theorem 3 of Ref. [20].
To make our presentation self-contained, we present the
proof of Theorem 2 tailored to our case in App. S6.
Refs. [20, 25] showed that ϵ = Ω(N−1) for any U(1) co-
variant code. Thus, this family of SU(2) AQECCs is
asymptotically optimal for general s since ϵ = O(N−1)
when b = c = 0.
For general b and c, to have ϵ → 0 when N → ∞, we

need c < 2(1− b). Additionally, we need ∆ = Ω(N c) for
Lemma 1 and c ≤ b to ensure at least one logical qubit.
This parameter regime is shaded in Fig. 1(b), which is
independent of s and k. The code words with M ∼ N b

for b > 1
2 [red shaded area in Fig. 1(b)] are crucial for a

metrological entanglement advantage.
Quantum metrological advantage.—We now apply our

codes to quantum metrology and show that they can have
an entanglement advantage with noise resistance. In the
local parameter estimation problem [10], we would like to
estimate the parameter θ imprinted on the probe state

|ψ0⟩ ∈ C as |ψθ⟩ = e−iQ̂
zθ|ψ0⟩ ∈ C. Abbreviating ψθ :=

|ψθ⟩⟨ψθ|, the noisy probe state is then ρθ := N (ψθ) for
the noise channel N .
In quantum metrology, QFI is a central figure of merit,

which characterizes how well a parameter can be esti-
mated via the quantum Cramér-Rao bound [41]. For the
states ρθ parameterized by θ, the QFI is defined as

F(ρθ; ∂θρθ) := Tr(ρθR
2) , (5)

where R satisfies ρθR+Rρθ = 2∂θρθ.

If θ is generated from e−iθQ̂
z

, then without entangle-
ment, the QFI is upper bounded by the standard quan-
tum limit, scaling as F ∼ N . Achieving F ∼ Nγ for
1 < γ ≤ 2 indicates a metrological entanglement ad-
vantage, with γ = 2 as the Heisenberg limit. Since
F(ψθ; ∂θψθ) = 4(⟨ψθ|(Q̂z)2|ψθ⟩ − ⟨ψθ|Q̂z|ψθ⟩2) for a pure
state, our code can have an entanglement advantage if
it contains a logical state whose variance of Q̂z scales
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super-linearly with N . This is possible with the probe
state |ψ0⟩ ∝ |J,M⟩ + |J,−M⟩, whose QFI is F(ψθ) =
4M2∼N2b for M∼N b and b > 1

2 .

While a GHZ(-like) state |ψ′⟩ = (|J, J⟩+ |J,−J⟩)/
√
2

can achieve the Heisenberg limit [42–44], its QFI becomes
zero even if only one qudit is erased (see App. S7). Vari-
ous other probe states also provide an entanglement ad-
vantage, e.g., spin-squeezed [45–49], Dicke [44, 50], and
scrambled [51] states. Additionally, various studies have
employed different methods to assess the the effect noise
in metrology [52–58]. Differently, we use AQECC inaccu-
racy to rigorously bound the QFI loss under certain noise,
showing that entanglement advantage persists. Notably,
the QFI protection here is achieved without repeated
quantum error correction [10], differing from the typical
error-corrected metrology scenarios [1–8, 11]. In a recent
work [59], a non-maximally symmetric state also achieves
metrological entanglement advantage without error cor-
rection.

To this end, we use the following theorem adapted from
Ref. [10] to bound the loss of QFI.

Proposition 27 (Adapted from Ref. [10]). Let ψθ be a

pure state and ∂θψθ = −i[Q̂z, ψθ]. If, for ϵ > 0, M is a
channel with a diamond distance from identity satisfying
∥M− id∥⋄ ≤ 2ϵ, then

F(ψθ; ∂θψθ)−F(M(ψθ);M(∂θψ)) ≤ 16ϵ∥∂θψθ∥1∥∂θψθ∥op .
(6)

Since ∥E − F∥⋄ ≤ 2DP (E ,F) (see App. S1), taking
M = R ◦ N , we have ∥M − id∥⋄ ≤ 2ϵ bounded by the
AQECC inaccuracy. In fact, from the data processing
inequality [10, 60], we have F(R◦N (ρθ);R◦N (∂θρθ)) ≤
F(N (ρθ);N (∂θρθ)). That is, the protection of QFI can
already be achieved by encoding alone.

For metrology purposes, C = span{|J,M⟩, |J,−M⟩}
suffices to host the probe state |ψ0⟩ = (|J,M⟩ +

|J,−M⟩)/
√
2, which has ∥∂θψθ∥1 = ∥∂θψθ∥op = M .

Therefore, we have F(N (ψθ);N (∂θψθ)) ≥ (1 − 4ϵ)4M2,
and a protected entanglement advantage is possible if
ϵ→ 0 when N → ∞ while having M ∼ N b with b > 1/2.
Now considering the d-local noise, for J ∼ Na,

M ∼ N b, and d ∼ c log2(N), Theorem 1 gives ϵ =

Õ(N (2c log2(2s+1)+b−a)/2). So for a > b > 1/2, the noisy
probe state can maintain an entanglement advantage
F(N (ψθ)) = Θ(N2b) if c < (a− b)/(4 log2(2s+1)) (illus-
trated in Fig. 1(a)). For heralded d-local erasure errors
with d ∼ N c, Theorem 2 gives ϵ = O(N b+c/2−1). The
partially-erased probe state still has an entanglement ad-
vantage F(N (ψθ)) = Θ(N2b) with 1 > b > 1/2 and ϵ→ 0
provided c < 2(1− b) and c ≤ b (illustrated in Fig. 1(b)).

To assess our QFI-loss bound, we numerically calcu-
late ∆F := F(ψθ) − F(N (ψθ)) for J = sN , where the
channel is N (ψθ) = Trα[ψθ] and α contains d spins (so
j1 = sd). In Fig. 2, we plot ∆F/(4M2) for various b and
c in the red-shaded region of Fig. 1(b). The numerical
calculations are detailed in App. S7. Applying the QFI-
loss bound Eq. (6), we have ∆F/(4M2) ≤ 4ϵ. We ob-

(a) (b)

(c)

Δ𝔉
4M2

M ∼ J3/5

Δ𝔉
4M2 M ∼ J3/4

J J

Δ𝔉
4M2 M ∼ J2/3

FIG. 2. QFI loss ∆F of the probe state |ψ⟩ ∝ |J,M⟩+|J,−M⟩
(J = sN) for (a) M ∼ J

3
5 , (b) M ∼ J

2
3 , and (c) M ∼ J

3
4 ,

after erasing d = j1/s qudits. We calculate ∆F by picking
values of J and j1, giving us results for any spin-s and cor-
responding N = J/s and d = j1/s. Numerical results show
∆F/(4M2) ∼ J2b+c−2 for the parameters in the red-shaded
region of Fig. 1(b).

serve ∆F/M2 ∼ J2b+c−2, which is indeed asymptotically
upper-bounded by Jb+c/2−1 ∼ N b+c/2−1 . Though the
bound is not tight, it could be due to the Fuchs-van de
Graaf inequality [61] not being saturated asymptotically.
However, within the red region in Fig. 1(b), F(ψθ) and
F(N (ψθ)) both scale as N2b, both indicating a metrolog-
ical entanglement advantage.
In App. S7, we present a local measurement that satu-

rates the quantum Cramér-Rao bound for the ideal probe
state |ψθ⟩. For the partially-erased probe state, a global
measurement can achieve the QFI scaling, while a local
measurement can surpass the standard limit in certain
parameter regimes, despite not saturating the quantum
Cramér-Rao bound.
Discussion.—We establish code-inaccuracy bounds

for a family of covariant approximate quantum error-
correcting codes whose codewords house irreducible rep-
resentations of SU(2). We show that a particular (en-
tangled) codeword can be used for quantum sensing in
a way that outperforms classical strategies, even in the
presence of certain noise.
Ref. [62] shows that an N -qubit Dicke state |J = N

2 ,M⟩
can be prepared using a quantum circuit with a number
of gates polynomial in N and M . One can then pre-
pare the probe state |ψ0⟩ using an ancilla qubit and a
controlled version of this circuit. Exploring whether this
method can be extended to qudits would be valuable.
We have proposed some measurement schemes for the

ideal and partially-erased probe states in App. S7. It is
worth investigating whether simpler measurements can
saturate the Cramér-Rao bound for our noisy state [63].
While the recovery channel [18, 64] cannot increase quan-
tum Fisher information [10, 60], it may aid in devising a
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measurement protocol for any noisy probe.
With modifications, our approximate quantum error-

correcting code results can be applied to other SU(2)
code words, like the quantum many-body scar states in
the spin-1 XY-Dzyaloshinskii-Moriya model [65–67] (see
App. S8 for details). Accordingly, the SU(2)-scar probe
states could be noise-resilient, complementing the results
using scar states for sensing [67–69]. For states with ap-
proximate SU(2) symmetry [24, 25], like the scars in a de-
formed PXP model [70–74], some exact codes [24, 25], or
approximately prepared states [75], further study is war-
ranted to determine if they also provide a noise-resilient
entanglement advantage.

Our result suggests a new way of finding approxi-
mate quantum error-correcting codes with continuous
transversal logical gates by using symmetry irreps, com-
plementing existing methods [14, 29, 31–33]. Here, one
selects a subset of the SU(2)-irrep basis to form an ap-
proximate quantum error-correcting code, reducing the
symmetry to U(1) and giving rise to continuous transver-
sal logical gates. This raises the question of whether one
can also devise approximate quantum error-correcting
codes by using irreps from other continuous symmetries
(say, SU(3)), which could potentially yield transversal
gates generated by multiple (possibly non-commuting)

generators and an entanglement advantage for multi-
parameter sensing.
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This Supplemental Material is organized as follows. In Sec. S1, we list the definitions of various quantities used
throughout the paper. We then present the proofs of Lemma 1 (Sec. S2), Lemma 2 (Sec. S3), Theorem 1 & Corollary
1 (Sec. S4), Lemma 3 (Sec. S5), and Theorem 2 (Sec. S6). In particular, Lemma 1 pertains to the “off-diagonal” part
of the Knill-Laflamme conditions, while Lemma 2 bounds the “diagonal” part. Theorem 1 and Corollary 1 give a
bound on the code inaccuracy against a generic d-local noise channel. Lemma 3 pertains to the fidelity between the
reduced density matrices from code words of different magnetic quantum numbers. Theorem 2 describes an upper
bound on the code inaccuracy against a heralded d-local erasure error. In Sec. S7, we provide the details behind the
numerical calculation of the quantum Fisher information and behind the measurement protocols described in the main
text. Finally, in Sec. S8, we show that the quantum many-body scar states in the spin-1 XY-Dzyaloshinskii-Moriya
model can also form an covariant AQECC.

S1. A LIST OF DEFINITIONS

In this section, we list the definitions used throughout the paper.

Definition 1. (Trace norm) ∥ρ∥1 := Tr
√
ρ†ρ ,

which induces the trace distance between two density matrices ρ and σ as ∥ρ− σ∥1. The trace distance then induces
a distance measure between quantum channels E and F :

Definition 2. (Diamond distance) ∥E − F∥⋄ := max|ψ⟩ ∥E ⊗ id(|ψ⟩⟨ψ|)−F ⊗ id(|ψ⟩⟨ψ|)∥1 ,

where |ψ⟩ is a purification of ρ and id is the identity channel on the auxiliary space whose input has the same Hilbert
space dimension as the input of E and F .

Definition 3. (Fidelity) f(ρ, σ) := ∥
√
σ
√
ρ∥1 = Tr

√√
ρσ

√
ρ ,

which induces the entanglement fidelity between channels E and F :

Definition 4. (Entanglement fidelity) F (E ,F) := min|ψ⟩ f(E ⊗ id(|ψ⟩⟨ψ|),F ⊗ id(|ψ⟩⟨ψ|)) ,

where again |ψ⟩ is a purification of ρ and id is the identity channel on the auxiliary space whose input has the same
Hilbert space dimension as the input of E and F . The purified channel distance is defined as follows:

Definition 5. (Purified channel distance) DP (E ,F) :=
√

1− F (E ,F)2 .

Note that one can also define another channel distance measure, called Bures distance as follows:

Definition 6. (Bures channel distance) DB(E ,F) :=
√

1− F (E ,F) .

In Ref. [18], the code inaccuracy is quantified by the Bures distance. On the other hand, in this work, we opt
for using purified distance. These channel distances are related, however, via the following Fuchs-van de Graaf
inequality [61]:

1− f(ρ, σ) ≤ 1

2
∥ρ− σ∥1 ≤

√
1− f(ρ, σ)2 . (S1)

This immediately gives us

DB(E ,F)2 ≤ 1

2
∥E − F∥⋄ ≤ DP (E ,F) . (S2)
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S2. PROOF OF LEMMA 1

In this section, we present the proof of Lemma 1, which pertains to the “off-diagonal” part of the Knill-Laflamme
conditions.

Lemma 1: Assume F̂ is a d-local operator, then ⟨J, n|F̂ |J,m⟩ = 0 if |n−m| ≥ 2sd+ 1.

Proof. Recall that Q̂z|J, n⟩ = n|J, n⟩, where Q̂z =
∑N
j=1 q̂

z
j . Since we consider a system of spin-s degrees of freedom,

the charge q̂z can have eigenvalues qz = −s,−s+ 1, · · · , s. Therefore, a d-local operator can change the total charge
by at most 2sd. So we have ⟨J, n|F̂ |J,m⟩ = 0, if |n−m| ≥ 2sd+ 1.

S3. PROOF OF LEMMA 2

In this section, we present the proof of Lemma 2, which bounds the “diagonal” part of the Knill-Laflamme conditions.
Lemma 2: Assume F̂ is a d-local operator, then |⟨J, n|F̂ |J, n⟩−⟨J,m|F̂ |J,m⟩| ≤ dq0∥F̂∥opC(n,m), where C(n,m) :=∑m−1
M=n[c

+
M ]−1 and q0 is a constant. In particular, for 0 ≤ b < a ≤ 1, if we take J ∼ Na and |m− n| ∼ N b, then we

have |⟨J, n|F̂ |J, n⟩ − ⟨J,m|F̂ |J,m⟩| = ∥F̂∥opO(dN b−a).

Proof. Assume I is the set of qudits F̂ acts on. We then have

∥[F̂ , Q̂+]∥op ≤ ∥[F̂ ,
∑
j∈I

q̂+j ]∥op ≤ dq0∥F̂∥op , (S3)

where we denoted q0 = 2∥q̂+j ∥op for convenience, which is a constant. To bound |⟨J, n+ 1|F̂ |J, n+ 1⟩ − ⟨J, n|F̂ |J, n⟩|,
note that

⟨J, n+ 1|F̂ |J, n+ 1⟩ = 1

(c+n )2
⟨J, n|Q̂−F̂ Q̂+|J, n⟩ = 1

(c+n )2
⟨J, n|Q̂−Q̂+F̂ |J, n⟩+ 1

c+n
⟨J, n+ 1|[F̂ , Q̂+]|J, n⟩ . (S4)

However, recall c±n =
√
(J ∓ n)(J ± n+ 1), we also have

1

(c+n )2
⟨J, n|Q̂−Q̂+F̂ |J, n⟩ =

c−n+1

c+n
⟨J, n|F̂ |J, n⟩ = ⟨J, n|F̂ |J, n⟩ , (S5)

which gives us

|⟨J, n+ 1|F̂ |J, n+ 1⟩ − ⟨J, n|F̂ |J, n⟩| ≤ dq0∥F̂∥op · (c+n )−1 , (S6)

or

|⟨J,m|F̂ |J,m⟩ − ⟨J, n|F̂ |J, n⟩| =

∣∣∣∣∣
m−1∑
ℓ=n

⟨J, ℓ+ 1|F̂ |J, ℓ+ 1⟩ − ⟨J, ℓ|F̂ |J, ℓ⟩

∣∣∣∣∣
≤
m−1∑
ℓ=n

|⟨J, ℓ+ 1|F̂ |J, ℓ+ 1⟩ − ⟨J, ℓ|F̂ |J, ℓ⟩|

≤ dq0∥F̂∥op · C(m,n) , (S7)

where C(m,n) =
∑m−1
ℓ=n [c+ℓ ]

−1 =
∑m−1
ℓ=n [(J − ℓ)(J + ℓ + 1)]−1/2 and we used the triangle inequality in the first

inequality.
We can obtain a bound on C(n,m) as follows. Consider the function g(x) := [(J −x)(J +x+1)]−1/2 in the domain

x ∈ (−J − 1, J). It is easy to see that the minimum of g(x) is at x∗ = −1/2, and g(x) is a decreasing function from
x = −J−1 to x = x∗ and an increasing function from x = x∗ to x = J . It is also easy to check that g(x) = g(2x∗−x).
We first consider the case n < 0 < m. We separate C(n,m) into two pieces, C(n,m) = C1(n) + C2(m), where

C1(n) :=
∑ℓ=−1
ℓ=n [c+ℓ ]

−1 and C2(m) :=
∑m−1
ℓ=0 [c+ℓ ]

−1. These two pieces can be bounded as∫ 0

n

g(x)dx < C1(n) <

∫ 0

n

g(x− 1)dx ,∫ m

0

g(x− 1)dx < C2(m) <

∫ m

0

g(x)dx . (S8)
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The integrals of the upper bounds are given by
∫m
0
g(x)dx = 2arcsin

(√
J

2J+1

)
−2 arcsin

(√
J−m
2J+1

)
and

∫ 0

n
dxg(x−1) =∫ 0

n
dxg(−x) =

∫ −n
0

dyg(y) = 2 arcsin
(√

J
2J+1

)
− 2 arcsin

(√
J+n
2J+1

)
.

We are interested in the regime where n/J → 0, m/J → 0, and J ∼ Na (a ≤ 1) when N → ∞. Consider the
function

f(x̃) = 2 arcsin

(√
1 + x̃

2 + J−1

)
, (S9)

where x̃ = x/J . Its Taylor series is f(x̃)−f(0) = f ′(0)x̃+O(f ′′(0)x̃2), where f(0) = 2 arcsin
(√

J
2J+1

)
, f ′(0) =

√
J

1+J

and f ′′(0) = − J
1
2

2(1+J)
3
2
. Therefore, we have

2 arcsin

(√
J

2J + 1

)
− 2 arcsin

(√
J + x

2J + 1

)
= − x√

J(J + 1)
+O

(
x2

[J(1 + J)]
3
2

)
= −x

J
(1 + J−1)−

1
2 +O

(
x2

J3
(1 + J−1)−

3
2

)
= −x

J
+O(xJ−2) . (S10)

Therefore, for n < 0 < m, we have

C(m,n) =
|m− n|

J
+O(|m− n|J−2) . (S11)

If 0 < n < m, then we only need to bound
∑m−1
ℓ=n [c+ℓ ]

−1 <
∫m
n
g(x)dx =

∫m
0
g(x)dx −

∫ n
0
g(x)dx = |m − n|J−1 +

O(|m−n|J−2); if n < m < 0, we bound
∑m−1
ℓ=n [c+ℓ ]

−1 <
∫m
n
g(x− 1)dx =

∫ −n
−m g(x)dx = |m−n|J−1 +O(|m−n|J−2).

Therefore, for J ∼ Na and |m− n| ∼ N b, where b < a ≤ 1, we have

|⟨J,m|F̂ |J,m⟩ − ⟨J, n|F̂ |J, n⟩| = ∥F̂∥opO(dN b−a) . (S12)

S4. PROOF OF THEOREM 1 AND COROLLARY 1

In this section, we present the proof of Theorem 1, which gives an upper bound on the code inaccuracy against a
generic d-local noise channel.

Theorem 1: Consider the code space C = span{|J,M⟩;M=Mmin,Mmin+∆,Mmin+2∆, . . . ,Mmax}, where J ∼ Na,
Mmax−Mmin ∼ N b, and b < a ≤ 1. C forms an ((N,O(b log2N))) AQECC against a d-local noise channel with

ϵ(d) = O(
√
d(2s+ 1)dN (b−a)/2) if we take ∆ ≥ 2sd+ 1.

Proof. The proof of this theorem uses the Knill-Laflamme condition for the AQECC developed by Bény and Oreshkov
in Ref. [18], which we now state.

(Bény and Oreshkov) Consider a noise channel with the Kraus representation N (•) =
∑
j Kj(•)K†

j , and let Π be

the projector onto the code space. Then the code is ϵ-correctable (i.e., there exists a recovery channel R such that
DP (RN , id) ≤ ϵ) if and only if

ΠK†
iKjΠ = λijΠ+ΠBijΠ , (S13)

where λij are the components of a density operator, and DP (Λ + B,Λ) ≤ ϵ, where Λ(ρ) =
∑
i,j λijTr(ρ)|i⟩⟨j| and

(Λ + B)(ρ) = Λ(ρ) +
∑
i,j Tr(ρBij)|i⟩⟨j|.

This theorem in fact has an interpretation from the complementary channel point of view, as described in

Ref. [18]. More specifically, consider the noise channel N (ρ) =
∑
iKi(ρ)K

†
i , whose complementary channel is

N̂ (ρ) =
∑
i,j Tr(KjρK

†
i )|i⟩⟨j| = (Λ + B)(ρ), where |i⟩⟨j| acts on the environment Hilbert space. If we have per-

fect Knill-Laflamme conditions, the complementary channel of the noise becomes N̂ (ρ) =
∑
i,j λij |i⟩⟨j| := λ0 = Λ(ρ),
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which is a fixed density matrix λ0 independent of the input ρ. In other words, the condition for having a perfect
quantum error-correcting code is equivalent to the condition that the environment gains no information from the code
space. And we indeed see that the AQECC generalization of the Knill-Laflamme conditions is a perturbation from the
complementary channel point of view, where the environment can gain some ϵ-small information from the code space.
Note that, in the original theorem in Ref. [18], Bures distance DB(N ,M) is used as the measure of channel distance,
while here we opt for using the purified distance DP (N ,M), where DB(N ,M)2 ≤ DP (N ,M) can be obtained using
Eq. (S2).

Here we consider the noise channelN (ρ) =
∑nd

i=1Ki(ρ)K
†
i , where nd = (2s+1)2d is the number of independent Kraus

operators. We assume Kj is at most d-local, and that all Kj act on the same set of d qudits, so K†
iKj is at most d-local

as well. We are also interested in the regime J ∼ Na and (Mmax −Mmin) ∼ N b. From Lemma 1, for |J, n⟩, |J,m⟩ ∈ C

and n ̸= m, we have ⟨J,n|K†
iKj |J,m⟩ = 0 if ∆ ≥ 2sd + 1. Now assuming we take λij = ⟨J,Mmin|K†

iKj |J,Mmin⟩, we
then have Λ(ρ) =

∑Nd

i,j=1 λijTr[ρ]|i⟩⟨j| and (Λ + B)(ρ) =
∑Nd

i,j=1 Tr[KjρK
†
i ]|i⟩⟨j|, where the inputs of both channels

are from the logical space.
Our goal now is to bound the entanglement fidelity, F (Λ,Λ+ B) := min|ψ⟩ f((Λ + B)⊗ id(|ψ⟩⟨ψ|),Λ⊗ id(|ψ⟩⟨ψ|)).

Recall that the inputs of Λ and Λ + B are from the logical space, and the auxiliary space is isomorphic to the input
space. Let us use |x⟩ := V †|J,Mx⟩ for x = 1, · · · , 2k to denote the basis of the logical space for convenience, where
|J,Mx⟩ ∈ C, and V is the isometric encoding such that V V † = Π is the projection onto the code space.
For any state |ψ⟩ =

∑
x,y Axy|x⟩ ⊗ |y⟩, if we consider the operators A =

∑
x,y Axy|x⟩⟨y| and B := AT =∑

x,y Axy|y⟩⟨x| and the state |Φ⟩ =
∑2k

x=1 |x⟩ ⊗ |x⟩, then we can express |ψ⟩ = (A ⊗ id)|Φ⟩ = (id ⊗ B)|Φ⟩. We

can therefore rewrite E ⊗ id(|ψ⟩⟨ψ|) = (id⊗B)(E ⊗ id)(|Φ⟩⟨Φ|)(id⊗B†) for E = Λ and E = Λ+ B. Moreover,

(Λ + B)⊗ id(|Φ⟩⟨Φ|) =
2k∑
x=1

nd∑
i,j=1

⟨J,Mx|K†
iKj |J,Mx⟩ · |i⟩⟨j| ⊗ |x⟩⟨x| :=

2k∑
x=1

nd∑
i,j=1

Σxij · |i⟩⟨j| ⊗ |x⟩⟨x|, (S14)

Λ⊗ id(|Φ⟩⟨Φ|) =
2k∑
x=1

nd∑
i,j=1

⟨J,Mmin|K†
iKj |J,Mmin⟩ · |i⟩⟨j| ⊗ |x⟩⟨x| =

2k∑
x=1

nd∑
i,j=1

λij · |i⟩⟨j| ⊗ |x⟩⟨x| , (S15)

where we have used Lemma 1 and denoted Σxij = ⟨J,Mx|K†
iKj |J,Mx⟩.

Note that the normalization condition ⟨ψ|ψ⟩ =
∑
x⟨x|B†B|x⟩ = 1, so we can interpret ⟨x|B†B|x⟩ as a probability.

The fidelity can be rewritten as

f((Λ + B)⊗ id(|ψ⟩⟨ψ|),Λ⊗ id(|ψ⟩⟨ψ|))

= f

 2k∑
x=1

⟨x|B†B|x⟩ ·
nd∑
i,j=1

Σxij |i⟩⟨j| ⊗
B|x⟩⟨x|B†

⟨x|B†B|x⟩
,

2k∑
x=1

⟨x|B†B|x⟩ ·
nd∑
i,j=1

λij |i⟩⟨j| ⊗
B|x⟩⟨x|B†

⟨x|B†B|x⟩


≥

2k∑
x=1

⟨x|B†B|x⟩ · f

 nd∑
i,j=1

Σxij |i⟩⟨j| ⊗
B|x⟩⟨x|B†

⟨x|B†B|x⟩
,

nd∑
i,j=1

λij |i⟩⟨j| ⊗
B|x⟩⟨x|B†

⟨x|B†B|x⟩


=

2k∑
x=1

⟨x|B†B|x⟩ · f

 nd∑
i,j=1

Σxij |i⟩⟨j|,
nd∑
i,j=1

λij |i⟩⟨j|

 , (S16)

where we have used the joint concavity of the fidelity in the first inequality.
We will use the Fuchs-van de Graaf inequality Eq. (S1) to bound the fidelity via the trace norm. To this end,

we would like to bound ∥Σx − λ0∥1, where Σx :=
∑Nd

i,j=1 Σ
x
ij |i⟩⟨j| and λ0 :=

∑Nd

i,j=1 λij |i⟩⟨j|. Note that since

Σ†
x = Σx and λ†0 = λ0, for each x, we can find a unitary transformation Ux that diagonalizes Σx − λ0, giving us

γxi δiℓ =
∑
j,k[U

†
x]ij(Σ

x
jk − λjk)[Ux]kℓ. Furthermore,

γxi =
∑
j,k

[U†
x]ij(⟨J,M |K†

jKk|J,M⟩ − ⟨J,Mmin|K†
jKk|J,Mmin⟩)[Ux]ki

:= ⟨J,M |F †
i Fi|J,M⟩ − ⟨J,Mmin|F †

i Fi|J,Mmin⟩ , (S17)

where Fi :=
∑
j Kj [Ux]ji is at most d-local and

∑
i F

†
i Fi = I. (Note that Fi depends on x in general, though here we

suppress it to simplify the notation.) We therefore have |γxi | = ∥Fi∥op ·O(dN b−a) = O(dN b−a) from Lemma 2 and the
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fact that ∥Fi∥op ≤ 1. This enables us to bound ∥Σx − ρ0∥1 = ∥
∑nd

i=1 γ
x
i |i⟩⟨i|∥1 = O(dndN

b−a), which is independent
of x. Using the Fuchs-van de Graaf inequality Eq. (S1), or f(Σx, λ0) ≥ 1− 1

2∥Σx − λ0∥1 = 1−O(nddN
b−a), we have

f((Λ + B)⊗ id(|ψ⟩⟨ψ|),Λ⊗ id(|ψ⟩⟨ψ|)) ≥
2k∑
x=1

⟨x|B†B|x⟩ · f

 nd∑
i,j=1

Σxij |i⟩⟨j|,
nd∑
i,j=1

λij |i⟩⟨j|


≥

2k∑
x=1

⟨x|B†B|x⟩ · [1−O(dndN
b−a)]

= 1−O(dndN
b−a) . (S18)

Since the above inequality is independent of |ψ⟩, we have F (Λ,Λ + B) = 1−O(dndN
b−a). We therefore have

ϵ = DP (Λ,Λ + B) =
√
1− F (Λ,Λ + B)2 = O(

√
dndN

(b−a)/2) = O(
√
d(2s+ 1)dN (b−a)/2) , (S19)

where we have used nd = (2s+ 1)2d. Since k = log2[
Mmax−Mmin

∆ + 1], and ∆ ≥ 2sd+ 1, we have k = O(b log2N) for

|Mmax −Mmin| ∼ N b.

We see that the reason to assume the Kraus operators Ki all act on the same set of qudits is so that the number of

Kraus operator nd = (2s+ 1)2d can be controlled. In general, if we consider the noise channel N (ρ) =
∑nd

i=1KiρK
†
i ,

where Ki can act on different sets of at most d qudits, then we have the following corollary.

Corollary 1. Consider the code space C = span{|J,M⟩;M=Mmin,Mmin+∆,Mmin+2∆, . . . ,Mmax}, where J ∼ Na,
Mmax−Mmin ∼ N b, and b < a ≤ 1. C forms an ((N,O(b log2N))) AQECC against a d-local noise channel with

ϵ(d) = O(
√
dndN

(b−a)/2) if we take ∆ ≥ 4sd+ 1.

Proof. The proof follows from the proof of Theorem 1. The difference is that, here, K†
iKj is at most 2d-local instead

of d-local, so we need to take ∆ ≥ 4sd + 1. Moreover, since Fi =
∑
j Kj [Ux]ji is not necessary d-local any more, we

can only bound

∥Σx − λ0∥1 = O(dn2
dN

(b−a)) , (S20)

since there are n2d terms. This gives us

DP (Λ,Λ + B) = O(
√
dndN

(b−a)/2) . (S21)

S5. PROOF OF LEMMA 3

In this section, we present the proof of Lemma 3, which bounds the fidelity between the reduced density matrices
from code words of different magnetic quantum numbers. This proof is in fact mostly parallel to the proof of Lemma
14 in Ref. [20] but with a different and generalized physical interpretation, enabled by the usage of Clebsch-Gordan
coefficients.

Lemma 3: Consider the irrep of SU(2) formed by |J,M⟩, where J = sN , and the reduced density matrix ρM :=
Trᾱ[|J,M⟩⟨J,M |], where ᾱ is the complement of the set of erased qudits α. We then have the fidelity f(ρM , ρM=0) =

1−O(dM
2

sN2 ) = 1−O(N2b+c−2) asymptotically for M ∼ N b, d ∼ N c, and 1 > b ≥ c.

Proof. Note that, since |J,M⟩ =
∑j1
m1=−j1 C

JM
j1,m1,j2,m2

|j1,m1⟩⊗|j2,m2⟩, where CJMj1,m1,j2,m2
= (⟨j1,m1|⊗⟨j2,m2|)|J,M⟩

is the Clebsch-Gordan coefficient, we have ρM =
∑j1
m1=−j1(C

JM
j1,m1,j2,M−m1

)2|j1m1⟩⟨j1m1|, where j1 = sd and j2 =
J − j1, since J = sN is the irrep with the highest possible total spin quantum number with multiplicity one. The

fidelity between ρM and ρM=0 is therefore f(ρM , ρM=0) =
∑j1
m1=−j1 C

JM
j1,m1,j2,M−m1

CJM=0
j1,m1,j2,−m1

.
For J = j1 + j2 , the Clebsch-Gordan coefficient is

CJMj1,m1,j2,m2
= δM=m1+m2

[(
2j1

j1+m1

)(
2J−2j1

J−j1+M−m1

)(
2J
J+M

) ] 1
2

, (S22)



6

where
(
N
k

)
= N !

k!(N−k)! is the binomial coefficient. The fidelity is therefore

f(ρM , ρM=0) =

[(
2J

J +M

)(
2J

J

)]− 1
2

j1∑
m1=−j1

(
2j1

j1 +m1

)[(
2J − 2j1

J − j1 +M −m1

)(
2J − 2j1

J − j1 −m1

)] 1
2

. (S23)

We are after the asymptotic behavior of the fidelity in the powers of J (equivalently N), expecting M ∼ Jb and
j1 ∼ Jc. Using Stirling’s approximation ln(N !) = N lnN −N + 1

2 ln(2πN) + 1
12N +O(N−3), we have

ln

(
2R

R+∆

)
= 2R ln(2R)− 2R+

1

2
ln(2π) +

1

2
ln(2R) +

1

24R
+O(R−3)

− (R+∆) ln(R+∆) + (R+∆)− 1

2
ln(2π)− 1

2
ln(R+∆)− 1

12(R+∆)
+O((R+∆)−3)

− (R−∆) ln(R−∆) + (R−∆)− 1

2
ln(2π)− 1

2
ln(R−∆)− 1

12(R−∆)
+O((R−∆)−3) . (S24)

Expecting ∆/R→ 0 when R→ ∞, but also the possibility that R ∼ N and ∆ ∼ N b (b < 1), we use

ln(R+∆) = lnR+ ln(1 +
∆

R
) = lnR+

∆

R
− ∆2

2R2
+

∆3

3R3
+O(∆4R−4) (S25)

ln(R−∆) = lnR+ ln(1− ∆

R
) = lnR− ∆

R
− ∆2

2R2
− ∆3

3R3
+O(∆4R−4) (S26)

(R±∆)−1 =
1

R
∓ ∆

R2
+O(∆2R−3) , (S27)

and obtain

ln

(
2R

R+∆

)
= (2 ln 2)R− 1

2
lnR− 1

2
lnπ − 1

8R
− ∆2

R
+

∆2

2R2
+O(∆4R−3) , (S28)

or (
2R

R+∆

)
=

22R√
πR

exp

(
− 1

8R
− ∆2

R
+

∆2

2R2
+O(∆4R−3)

)
. (S29)

Using Eq. (S29), we have[(
2J

J +M

)(
2J

J

)]− 1
2

=
22J√
πJ

exp

(
− 1

8J
− M2

J
+
M2

J2
+O(M4J−3)

)
. (S30)

Applying Eq.(S28) to
(

2J−2j1
J−j1+M−m1

)
and

(
2J−2j1
J−j1−m1

)
, we have

ln

(
2J − 2j1

J − j1 +M −m1

)
= (2 ln 2)(J − j1)−

1

2
ln(J − j1) +

1

2
lnπ − 1

8(J − j1)
− (M −m1)

2

(J − j1)
+

(M −m1)
2

2(J − j1)2
+O(J−3),

(S31)

ln

(
2J − 2j1

J − j1 −m1

)
= (2 ln 2)(J − j1)−

1

2
ln(J − j1) +

1

2
lnπ − 1

8(J − j1)
− m2

1

(J − j1)
+

m2
1

2(J − j1)2
+O(J−3) .

(S32)

Using

(J − j1)
−1 = J−1

(
1 +

j1
J

+O(J−2)

)
,

(J − j1)
−2 = J−2 +O(J−3) , (S33)

we have [(
2J − 2j1

J − j1 +M −m1

)(
2J − 2j1

J − j1 −m1

)] 1
2

=
22(J−j1)√
π(J − j1)

exp

(
− 1

8J
− j1

8J2
− (M −m1)

2 +m2
1

2J

+
(M −m1)

2 +m2
1

4J2
(1− 2j1) +O(J−3)

)
. (S34)
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Combining the above equations together, using (1− j1/J)
−1/2 = (1 + j1/2J + 3j21/8J

2 +O(J−3)), and expanding
the equation up to O(J−3), we have

f(ρM , ρM=0) =
2−2j1√
1− j1/J

exp

(
− j1
8J2

− j1M
2

2J2
+O(J−3)

)

×
j1∑

m1=−j1

(
2j1

j1 +m1

)
exp

(
Mm1 −m2

1

J
− Mm1 −m2

1

2J2
(1− 2j1)

)

= 2−2j1

(
1 +

j1
2J

+
3j21
8J2

+O(J−3)

)(
1− j1(1 + 4M2)

8J2
+O(J−3)

)
×

j1∑
m1=−j1

(
2j1

j1 +m1

)(
1 +

Mm1 −m2
1

J
+

(Mm1 −m2
1)

2

2J2
− (Mm1 −m2

1)

2J2
(1− 2j1) +O(J−3)

)

= 2−2j1

j1∑
m1=−j1

(
2j1

j1 +m1

)
(1 + J−1AM,j1,m1

+ J−2BM,j1,m1
) , (S35)

where

AM,j1,m1
=

1

2
j1 +Mm1 −m2

1 ,

BM,j1,m1
=

3j21
8

− j1
8

− 1

2
M2j1 +

1

2
j1(Mm1 −m2

1) +
1

2
(Mm1 −m1)

2 + (j1 −
1

2
)(Mm1 −m2

1) . (S36)

Upon the change of variables r = j1 +m1, using equations

2j1∑
r=0

(
2j1
r

)
= 22j1 ,

2j1∑
r=0

(
2j1
r

)
r = j12

2j1 ,

2j1∑
r=0

(
2j1
r

)
r2 = (

1

2
j1 + j21)2

2j1 , (S37)

we have
∑2j1
r=0

(
2j1
r

)
AM,j1,m1

= 0.
In addition, using equations

2j1∑
r=0

(
2j1
r

)
r3 =

1

2
j21(2j1 + 3)22j1 ,

2j1∑
r=0

(
2j1
r

)
r4 =

1

4
j1(1− 3j1 + 16j21 + 4j31)2

2j1 , (S38)

we have

2−2j1

2j1∑
r=0

(
2j1
r

)
BM,j1,m1

= −1

4
j1M

2 − 7

8
j21 + 2j21M

2 + 4j31M +
1

2
j31 +

3j1
8

. (S39)

So we have

f(ρM , ρM=0) = 1− J−2

(
1

4
j1M

2 +
7

8
j21 − 2j21M

2 − 4j31M − 1

2
j31 − 3j1

8

)
+O(J−3)

= 1−O

(
j1M

2

J2

)
= 1−O

(
dM2

sN2

)
= 1−O(N2b+c−2) , (S40)

where we have used J = sN , M ∼ Jb and j1 = sd ∼ Jc with 1 > b ≥ c.
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S6. PROOF OF THEOREM 2

In this section, we present the proof of Theorem 2, which bounds the code inaccuracy against the d-local erasure
error. This theorem in fact can be obtained by combining our Lemma 1, our Lemma 3, and Theorem 3 of Ref. [20].
Here we present the proof tailored to our case to make our presentation self-contained.

Theorem 2: Consider the code space C = span{|J,M⟩;M=Mmin,Mmin+∆,Mmin+2∆, . . . ,Mmax}, where J = sN ,
Mmax −Mmin ∼ N b and b < 1. C forms an ((N,O((b− c) log2N))) AQECC against d-local erasures of size d ∼ N c,
where 0 ≤ c ≤ b < 1, with ϵ(d) = O(N b+c/2−1) if we take ∆ ≥ 2sd+ 1.

Proof. The bound of the code inaccuracy against erasure errors can be obtained using Lemma 3 and Theorem 3 in
Ref. [20]. (See also Ref. [25].) A potential concern is the applicability of the aforementioned theorem in Ref. [20] when
d ∼ N c for some power c < 1, as the theorem in Ref. [20] is only addressing the case with d = O(1). To alleviate
the above concern and to make our presentation self-contained, we prove our code-inaccuracy bound against erasure
errors at known locations.

We consider the erasure errors at known locations expressed as N (•) =
∑
α pα|α⟩⟨α|C ⊗ Nα(•), where α denotes

the set of qudits that are erased whose cardinal number is at most d, C is the classical registry that records the set
of lost qudits, and Nα(•) := Trα(•). To bound the code inaccuracy, following Bény and Oreshkov [18], we bound the

entanglement fidelity between the complementary error channel N̂(ρ) = (Λ + B)(ρ) and some channel Λ(ρ), which

needs to be independent of the input ρ. Note that the complementary channel of Nα is N̂α(•) = Trᾱ(•), where ᾱ is

the complement of α. The complementary channel N̂ to the full erasure channel is just the original channel, but with

each Nα → N̂α and with a different reference system C ′. We consider the channels Λ(ρ) :=
∑
α pα|α⟩⟨α|C′ ⊗ T α(ρ)

and T α(ρ) := Tr[ρ] · τ0α, both independent of the input ρ and τ0α := Trᾱ(|J,M = 0⟩⟨J,M = 0|). The goal now is to

bound the entanglement fidelity F (N̂ = Λ+ B,Λ).
Recall that the code space is C = span{|J,M⟩;M =Mmin,Mmin+∆,Mmin+2∆, . . . ,Mmax}, and we use |x⟩L =

V †|J,Mx⟩A, x = 1, · · · , 2k, to denote the basis in the logical space for |J,Mx⟩ ∈ C, where V is the isometric encoding

such that V V † = Π is the projection onto the code space. Consider ρx,x
′

α = Trᾱ[|J,Mx⟩⟨J,Mx′ |], which is an at-most

d-local operator. If we pick ∆ ≥ 2sd+1, from Lemma 1, we should have ρx,x
′

α = 0 if x ̸= x′, assuming the size of α is
at most d. We therefore will only consider the case x = x′ and denote ρxα := Trᾱ[|J,Mx⟩⟨J,Mx|] for later convenience.
First, using the joint concavity of fidelity for the probability pα, we have

f(N̂ ⊗ id(|ψ⟩⟨ψ|),Λ⊗ id(|ψ⟩⟨ψ|)) = f

(∑
α

pα|α⟩⟨α|′C ⊗ (N̂α ⊗ id)(|ψ⟩⟨ψ|),
∑
α

pα|α⟩⟨α|′C ⊗ (T α ⊗ id)(|ψ⟩⟨ψ|)

)
≥
∑
α

pαf [(N̂α ⊗ id)(|ψ⟩⟨ψ|), (T α ⊗ id)(|ψ⟩⟨ψ|)] . (S41)

To bound f [(N̂α ⊗ id)(|ψ⟩⟨ψ|), (T α ⊗ id)(|ψ⟩⟨ψ|)], recall that the auxiliary space of [N̂α ⊗ id] and [T α ⊗ id] is
isomorphic to the input space, which is the logical space. For any state |ψ⟩ =

∑
x,y Axy|x⟩ ⊗ |y⟩, consider the

operators A =
∑
x,y Axy|x⟩⟨y| and B := AT =

∑
x,y Axy|y⟩⟨x| and the state |Φ⟩ =

∑2k

x=1 |x⟩ ⊗ |x⟩, we have |ψ⟩ =

A⊗ id|Φ⟩ = id⊗B|Φ⟩. Therefore, we can write

(N̂α ⊗ id)(|ψ⟩⟨ψ|) = (id⊗B)N̂α(|Φ⟩⟨Φ|)(id⊗B†) =

2k∑
x=1

ρxα ⊗B|x⟩⟨x|B†

(T α ⊗ id)(|ψ⟩⟨ψ|) = (id⊗B)N̂α(|Φ⟩⟨Φ|)(id⊗B†) =

2k∑
x=1

τ0α ⊗B|x⟩⟨x|B† . (S42)

Recall that the normalization condition ⟨ψ|ψ⟩ =
∑
x⟨x|B†B|x⟩ = 1, so we can interpret ⟨x|B†B|x⟩ as a probability.
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Using the joint concavity of fidelity again, we have

f [(N̂α ⊗ id)(|ψ⟩⟨ψ|), (T α ⊗ id)(|ψ⟩⟨ψ|)]

= f

 2k∑
x=1

⟨x|B†B|x⟩ · ρxα ⊗ B|x⟩⟨x|B†

⟨x|B†B|x⟩
,

2k∑
x=1

⟨x|B†B|x⟩ · τ0α ⊗ B|x⟩⟨x|B†

⟨x|B†B|x⟩


≥

2k∑
x=1

⟨x|B†B|x⟩ · f
(
ρxα ⊗ B|x⟩⟨x|B†

⟨x|B†B|x⟩
, τ0α ⊗ B|x⟩⟨x|B†

⟨x|B†B|x⟩

)

=

2k∑
x=1

⟨x|B†B|x⟩ · f(ρxα, τ0α)

≥
∑
x

⟨x|B†B|x⟩
(
1−O

(
j1M

2
max

4J2

))
= 1−O

(
j1M

2
max

4J2

)
= 1−O

(
|α|M2

max

4sN2

)
= 1−O

(
dM2

max

4sN2

)
, (S43)

where we have used Lemma 3, j1 = s|α|, J = sN , |α| ≤ d, and assumed |Mmax| ≥ |Mmin|, without loss of generality.
We therefore have

f(N̂ ⊗ id(|ψ⟩⟨ψ|),Λ⊗ id(|ψ⟩⟨ψ|)) = 1−O

(
dM2

max

4sN2

)
. (S44)

Since it holds for arbitrary |ψ⟩, we have F (N̂ ,Λ) = 1 − O
(
dM2

max

4sN2

)
, or ϵ = DP (N̂ ,Λ) = O

(√
d
2s
Mmax

N

)
. In the

scaling regime Mmax − Mmin ∼ N b and d ∼ N c, we have ϵ = O(N b+c/2−1). The number of logical qubits is
k = log2

(
Mmax−Mmin

∆ + 1
)
. Since we need to take ∆ = Ω(N c), we have k = O((b− c) log2N) as claimed.

S7. CALCULATION OF QFI LOSS AND MEASUREMENTS

In this section, we present the details of the numerical calculation for the QFI loss shown in the main text. In
addition, we propose a simple θ-independent local measurement for the noiseless probe state and a θ-independent
global measurement for the partially-erased probe state that can saturate the quantum Cramér-Rao bound. We also
propose a local measurement for the partially-erased probe state, which can give a scaling better than the standard
quantum limit in some parameter regime, though it does not saturate the quantum Cramér-Rao bound.

We consider a system with N spin-s degrees of freedom and the ideal probe state |ψ⟩ = 1√
2
(|J,M⟩ + |J,−M⟩),

where J = sN , and the quantum metrology problem where the sensing parameter θ couples to Q̂z, |ψθ⟩ = e−iθQ̂z |ψ⟩,
or ψθ =

1
2 (|J,M⟩⟨J,M |+ |J,−M⟩⟨J,−M |+e−i2Mθ|J,M⟩⟨J,−M |+ei2Mθ|J,−M⟩⟨J,M |). Since Q̂z|J,M⟩ =M |J,M⟩,

we see that the QFI of this probe state is F(ψθ) = 4(⟨Q̂2
z⟩ − ⟨Q̂z⟩2) = 4M2.

Consider the probe state going through an erasure channel ρθ = N (ψθ) := Trd[ψθ], where Trd[...] means tracing out
d sites. Note that, since the J = sN irrep is totally permutationally symmetric, we can just assume that we trace out
the first d sites. To calculate the QFI of ρθ, we need to find its eigendecomposition. This can be achieved as follows.
First, note that we can rewrite

|J,M⟩ =
j1∑

m1=−j1

CJ,Mj1,m1,j2,M−m1
|j1,m1⟩d ⊗ |j2,M −m1⟩d̄ , (S45)

where CJ,Mj1,m1,j2,m2
are the Clebsch-Gordan coefficients, j1 = sd, j2 = J − j1, and d̄ is the complement of the d sites
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to be traced out. Defining am = CJ,Mj1,m,j2,M−m and bm = CJ,−Mj1,m,j2,−M−m, we have

N (|J,M⟩⟨J,M |) =
j1∑

m=−j1

a2m|j2,M −m⟩⟨j2,M −m|,

N (|J,−M⟩⟨J,−M |) =
j1∑

m=−j1

b2m|j2,−M −m⟩⟨j2,−M −m|,

N (|J,M⟩⟨J,−M |) =
j1∑

m=−j1

ambm|j2,M −m⟩⟨j2,−M −m|,

N (|J,−M⟩⟨J,M |) =
j1∑

m=−j1

ambm|j2,−M −m⟩⟨j2,M −m| . (S46)

Note that we consider the case M > j1 so that |j2,M −m⟩ and |j2,−M −m′⟩ are always distinct states for m,m′ =
−j1 . . . j1. Therefore, we obtain

ρθ =
1

2

j1⊕
m=−j1

(
a2m e−i2Mθambm

ei2Mθambm b2m

)
:=

j1⊕
m=−j1

Bm , (S47)

where the matrix Bm is represented by the basis |j2,M−m⟩ and |j2,−M−m⟩. We also see that ρθ can be interpreted
as an ensemble labeled by m = −j1, · · · , j1, where the θ information is encoded in the coherence between the states
|j2,M−m⟩ and |j2,−M−m⟩, which have a magnetic quantum number separation 2M . The eigenvalues of the 2× 2
matrix Bm are 1

2 (a
2
m + b2m) and 0, and the corresponding eigenvectors are

|m⟩ = 1√
2λm

(e−iMθam|j2,M−m⟩+ eiMθbm|j2,−M−m⟩) , (S48)

|m̄⟩ = 1√
2λm

(e−iMθbm|j2,M−m⟩ − eiMθam|j2,−M−m⟩) , (S49)

respectively. Note that ∂θρθ = −iM
∑j1
m=−j1 ambm(e−2iMθ|j2,M−m⟩⟨j2,−M−m| − e2iMθ|j2,−M−m⟩⟨j2,M−m|).

Therefore, we obtain ⟨m|∂θρθ|m′⟩ = 0 for both m ̸= m′ and m = m′. On the other hand, (∂θρθ)
2 =

⊕j1m=−j1M
2a2mb

2
mIm, where Im is the identity matrix in the |J,M −m⟩, |J,−M −m⟩ subspace. Denoting the set

of m such that λm ̸= 0 as Λ (it is possible that some of λm are zero), we have

F(ρθ; ∂θρθ) =
∑

m,m′:λm+λm′>0

2|⟨m|∂θρθ|m′⟩|2

λm + λm′

=
∑

m,m′∈Λ

2|⟨m|∂θρθ|m′⟩|2

λm + λm′
+
∑
m∈Λ

4

λm
⟨m|∂θρθ(I −

∑
m′∈Λ

|m′⟩⟨m′|)∂θρθ|m⟩

=
∑
m∈Λ

1

λm
|⟨m|∂θρθ|m⟩|2 +

∑
m∈Λ

4

λm
⟨m|∂θρθ(I −

∑
m′∈Λ

|m′⟩⟨m′|)∂θρθ|m⟩

=
∑
m∈Λ

4a2mb
2
m

λm
M2 =

∑
m∈Λ

(
2a2mb

2
m

a2m + b2m

)
4M2 . (S50)

Finally, we note that F(ψθ; ∂θψθ) = 4M2 and ∆F = F(ψθ; ∂θψθ) − F(ρθ; ∂θρθ), and the Clebsch-Gordan coefficients
can be calculated efficiently via a recursive formula or an explicit formula, which gives us an efficient method to
calculate the QFI loss. We calculate the QFI by picking values of J and j1. So the result is applicable to different s
with the corresponding N = J/s and d = j1/s.

It is interesting to examine the QFI loss if the probe state is a GHZ(-like) state |ψ′⟩ = 1√
2
(|J, J⟩ + |J,−J⟩),

which would achieve the Heisenberg scaling in the absence of noise. We can express |J, J⟩ = |j1, j1⟩ ⊗ |j2, j2⟩ and
|J,−J⟩ = |j1,−j1⟩⊗ |j2,−j2⟩, which gives us ρθ =

1
2 (|j2, j2⟩⟨j2, j2|+ |j2,−j2⟩⟨j2,−j2|) independent of θ. This implies

that F(ρθ; ∂θρθ) = 0. This can also be obtained from Eq. (S50). Note that, in this case, the only nonzero λm is
m = j1 or m = −j1, and we have (am, bm) = (1, 0) if m = j1 and (am, bm) = (0, 1) if m = −j1, respectively, so
F(ρθ; ∂θρθ) = 0. As expected, noise obstructs us from using GHZ-like states for optimal sensing.
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We propose a simple local measurement for the ideal probe state |ψ⟩ = 1√
2
(|J,M⟩+ |J,−M⟩) which saturates the

quantum Cramér-Rao bound. Specifically, we consider the observable D :=
⊗N

j=1Dj , where Dj satisfies Dj q̂
z
jDj =

−q̂zj . This is a local measurement since one can measure D by measuring Dj locally and multiplying the outcomes.

For example, in the basis q̂zj |σ⟩ = σ|σ⟩, where σ = −s, · · · s, one can pick Dj =
∑s
σ=−s |s⟩⟨−s|, which would give

D2 = I. The unknown parameter θ can therefore be obtained by measuring ⟨D⟩ = ⟨ψθ|D|ψθ⟩ = cos(2Mθ), and we
have θ = arccos(⟨D⟩)/(2M). The variance is σ2

D = ⟨D2⟩ − ⟨D⟩2 = 1− cos2(2Mθ), which gives the standard error of

the measurement as ∆D = σD/
√
ν, where ν is the number of samples. So we have ∆θ = ∆D

2M
arccos(x)

dx |x=⟨D⟩ =
1

2M
√
ν
,

which indeed saturates the quantum Cramér-Rao bound since QFI F(ψθ) = 4M2.

For the partially-erased probe state ρθ =
∑j1
m=−j1 λm|m⟩⟨m|, recall that the θ information is encoded in the co-

herence between the states |j2,M−m⟩ and |j2,−M−m⟩. A global measurement such as D′ =
∑j1
m=−j1 |j2,M−

m⟩⟨j2,−M −m| + h.c. would be a candidate to estimate the unknown θ. Indeed, we see ⟨D′⟩ = Tr[ρθD
′] =∑j1

m=−j1 ambm cos(2Mθ) = A cos(2Mθ), where A :=
∑j1
m=−j1 ambm. Since D′2 =

∑j1
m=−j1 Im, we have σ2

D′ =

1−A2 cos2(2Mθ), and

∆θ =
σD′

√
ν2MA sin(2Mθ)

∼ 1

2MA
. (S51)

Note that

A =

j1∑
m=−j1

ambm =

[(
2J

J +M

)]−1 j1∑
m1=−j1

(
2j1

j1 +m1

)[(
2J − 2j1

J − j1 +M −m1

)(
2J − 2j1

J − j1 −M −m1

)] 1
2

, (S52)

and the asymptotic expansion for A can be carried out like in App. S5. We expect A = 1−O(j1M
2/J2), which gives

us ∆θ ∼M−1 = N−b. This scaling matches with the QFI scaling in the red-shaded parameter regime of Fig. 1(b) in
the main text.

A global measurement is generally hard to implement so it is usually more desirable to use a local measure-

ment. Below, we show that the local measurement Dd̄ :=
⊗N

j=d+1Dj can be used to obtain θ with a ∆θ scaling
beyond the standard quantum limit, although it does not saturate the scaling given by the QFI. Note that, for

ρθ =
∑j1
m=−j1 λm|m⟩⟨m|, if j1 is a half-integer, then we can throw out one more qudit so that j1 is an integer. We

thus see that Dd̄ will pick up the signal from the coherence between states |j2,M−m⟩ and |j2,−M −m⟩ only when
m = 0. More explicitly, we have ⟨Dd̄⟩ = Tr[ρθDd̄] = a0b0 cos(2Mθ). Comparing this result with Eq. (S51) and noting

that a0b0 ∼ (j1)
− 1

2 , we obtain ∆θ ∼
√
j1/M ∼ N−(b−c/2) if j1 ∼ N c and M ∼ N b, exhibiting a scaling beyond the

standard quantum limit if 2b − c > 1, together with the conditions b > c and c < 2(1 − b). For c = 0, the local
measurement would give a variance scaling matching the QFI scaling.

S8. SPIN-1 XY-DZYALOSHINSKII-MORIYA SCAR STATES AS AQECC

In this appendix, we show that the quantum many-body scar states in the Spin-1 XY-Dzyaloshinskii-Moriya
model [65–67] can form an AQECC. While the original model considers a system with N spin-1 degrees of free-
dom, here we generalize it to N spin-s degrees of freedom. Specifically, we consider the spin-s local Hilbert space with
the basis {|m⟩,m = −s, · · · , s}. We define the operators

Jz =
1

2

N∑
j=1

(|s⟩⟨s| − | − s⟩⟨−s|)j , J+ =

N∑
j=1

eiϕj |s⟩⟨−s|j , J− =

N∑
j=1

e−iϕj | − s⟩⟨s|j , (S53)

where ϕj is some site-dependent phase. It is easy to verify that these operators generate the SU(2) algebra [J+, J−] =

2Jz and [Jz, J±] = ±J±. The quantum many-body scar states are |SM ⟩ := ZM (J+)M |S0⟩, where |S0⟩ =
⊗N

j=1 |−s⟩j
and ZM is the normalization constant. The scar states in the Spin-1 XY-Dzyaloshinskii-Moriya model correspond to
s = 1 with some specific choice of ϕj .

In fact, these scar states are Dicke states in disguise. This can be seen by redefining |s⟩j → e−ϕj/2|s⟩j and

| − s⟩j → eϕj/2|s⟩j , which can be achieved by applying a tensor product of single-site unitaries U =
⊗N

j=1 uj , where

uj = |s⟩⟨s|je−ϕj/2 + |−s⟩⟨−s|jeϕj/2 +
∑
m=−s+1···s−1 |m⟩⟨m|j . We therefore see that |SM ⟩ are Dicke states |J,M⟩

(s = 1
2 , J = N

2 ) embedded in a larger local Hilbert space, up to a tensor product of single-site unitary. Therefore,
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we conclude that the quantum many-body scar states C = span{|SM ⟩;M = Mmin,Mmin + ∆, · · · ,Mmax} forms an
AQECC against d-local noise or erasures at known locations if we take ∆ ≥ 2sd + 1. The code parameters and the
inaccuracy bound against different errors can be readily obtained from Theorems 1 and 2 with s = 1

2 , J = N
2 .
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