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Recent experimental progress in controlling open quantum systems enables the pursuit of mixed-
state nonequilibrium quantum phases. We investigate whether open quantum systems hosting
mixed-state symmetry-protected topological states as steady states retain this property under sym-
metric perturbations. Focusing on the decohered cluster state—a mixed-state symmetry-protected
topological state protected by a combined strong and weak symmetry—we construct a parent Lind-
bladian that hosts it as a steady state. This Lindbladian can be mapped onto exactly solvable
reaction-diffusion dynamics, even in the presence of certain perturbations, allowing us to solve the
parent Lindbladian in detail and reveal previously-unknown steady states. Using both analytical
and numerical methods, we find that typical symmetric perturbations cause strong-to-weak sponta-
neous symmetry breaking at arbitrarily small perturbations, destabilize the steady-state mixed-state
symmetry-protected topological order. However, when perturbations introduce only weak symmetry
defects, the steady-state mixed-state symmetry-protected topological order remains stable. Addi-
tionally, we construct a quantum channel which replicates the essential physics of the Lindbladian
and can be efficiently simulated using only Clifford gates, Pauli measurements, and feedback.
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I. INTRODUCTION

Dissipation is typically viewed as detrimental to quan-
tum information, but recent advances in experimental
control have begun to harness its potential to create
well-controlled nontrivial open quantum systems [1–7].
This raises an intriguing question: can an open quantum
system host exotic quantum phases that are inherently
mixed and nonthermal [8]? Namely, are there phases
that cannot be understood within the typical equilibrium
framework, where the phases are described by either a
pure state or a Gibbs thermal state? This question be-
comes particularly compelling if the mixed-state phase
leads to a degenerate steady-state manifold, offering po-
tential for classical or quantum memory [9–14]. In such
cases, the stability of the phase would ensure the preser-
vation of the degeneracy.

Recently, mixed-state symmetry-protected topological
(SPT) states [15–27] have emerged as promising can-
didates for inherently mixed-state phases. Mixed-state
SPT phases consist of short-range entangled density ma-
trices which cannot be connected to density matrices
in other phases by symmetric two-way dissipative evo-
lution [8]. The related topics of anomaly [28–30] and
intrinsic topological order [31–33] in mixed states have
also been investigated in several recent works. Tensor
network descriptions of mixed-state SPTs have also been
used recently [19, 23, 34].

When considering open quantum systems or density
matrices, the notion of symmetry is augmented compared
to the pure state setting, which leads to two types of sym-
metries [12, 13, 35, 36]. Specifically, if the density matrix
needs to be conjugated by a unitary of a symmetry group
from both the ket and the bra sides to get back the same
density matrix, then the symmetry is called a weak sym-
metry. On the other hand, if we can also get back the
density matrix by applying different unitaries on the ket
and the bra sides, then the symmetry is called a strong
symmetry. As pointed out in Refs. [8, 37], there are no
nontrivial mixed-state SPT phases if only weak symme-
try is imposed. However, a mixed state can exhibit SPT
order if the imposed symmetry is strong, although this
order is is captured by some pure-state SPT phase. The
aforementioned mixed-state SPT order, requiring a com-
bination of strong and weak symmetry, provides an op-
portunity for an inherently mixed-state phase.

The distinction between strong and weak symmetries
also introduces a novel type of spontaneous symmetry
breaking unique to open quantum systems, where the
strong symmetry is spontaneously broken down to weak
symmetry, dubbed strong-to-weak spontaneous symme-
try breaking (SW-SSB) [27, 38, 39]. Detecting SW-SSB
requires measuring quantities that are nonlinear in the
density matrix, a task achievable in quantum devices
but not in conventional condensed-matter systems. It
has been suggested that a spontaneously broken strong
symmetry can lead to a degenerate steady-state mani-
fold [13], which implies that it should be interesting to

explore the steady-state manifold of SW-SSB.
Most studies on mixed-state phases, including mixed-

state SPT order and SW-SSB, have focused on the
“quasilocal finite-depth quantum channel” framework [8],
akin to that used for defining gapped phases of ground
states of closed systems [40, 41]. However, given the
interest in potential steady-state degeneracy in mixed-
state phases, our work focuses on the steady-state phase
of an open quantum system. Finding the steady states
of an open quantum system can be mapped to finding
extremal eigenstates of a non-Hermitian superoperator.
Since ground states are extremal eigenstates of a Hamil-
tonian, the steady-state phase viewpoint provides a dif-
ferent analogy. While in the gapped ground-state sce-
nario, the “quasilocal finite-depth quantum circuit” and
“gapped ground-state phase” definitions are two sides of
the same coin, the relationship between the “quasilocal
finite-depth quantum channel” and “steady-state phase”
is unclear. Our focus on the “steady-state phase” per-
spective therefore complements previous works.

Motivated by these considerations, we investigate the
stability of mixed-state SPT order of steady-state phases
of open quantum systems, using the decohered cluster
state—a simple mixed-state SPT order protected by a
combined strong and weak symmetry [15]—as a test bed.
We first employ the matrix product density operator rep-
resentation to analyze its mixed-state SPT order char-
acteristics, such as bulk-edge correspondence, nontrivial
string order, and edge states. We then construct a parent
Lindbladian that hosts the decohered cluster state as a
steady state with the required symmetry.

Similar to the pure cluster state [42, 43], the deco-
hered cluster state can be disentangled by a depth-two
circuit of controlled-Z gates, yielding the corresponding
trivial mixed-state SPT order. This duality allows us to
map the open system dynamics to an exactly solvable
reaction-diffusion model [44], enabling a thorough anal-
ysis of the Lindbladian, including the degeneracy of the
steady-state manifold, previously unknown steady states,
and the mixing time of the system.

We also study an interpolation between the parent
Lindbladian of the decohered cluster state and that of
the trivial mixed-state SPT order, analogous to the pure-
state case [45, 46]. Surprisingly, we find that the steady
states at any point in this interpolation are neither non-
trivial mixed-state SPT nor trivial mixed-state SPT or-
ders. Instead, they exhibit SW-SSB, which destroys the
mixed-state SPT order. The mapping to the reaction-
diffusion model suggests that the proliferation of point-
like defects affecting the strong symmetry destroys the
mixed-state SPT order, leading to SW-SSB, which is typ-
ical for symmetric perturbations. However, for perturba-
tions that only affect weak symmetry, the mixed-state
SPT order and its associate steady-state degeneracy re-
main stable. Finally, we propose a quantum channel-
based dynamics that replicates the essential physics of
our findings. We are able to classically simulate this
channel efficiently since it consists of Clifford gates, Pauli
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measurements, and feedback [47].
The structure of the paper is as follows. In Section II,

we introduce the decohered cluster state and describe its
classification and characteristics, aided by tensor network
representations. In Section III, we construct a parent
Lindbladian which hosts the state we introduced in Sec-
tion II as a steady state, and solve for the full spectrum
of the parent Lindbladian, including all of the steady
states, by mapping to an exactly solvable Lindbladian.
In Section IV, we consider different types of perturba-
tions to the parent Lindbladian and analyze the resulting
steady states numerically via density matrix renormaliza-
tion group (DMRG) and analytics, where possible. We
find that the mixed-state SPT order of the steady state
is unstable to SW-SSB for a wide class of symmetric per-
turbations to the Lindbladian. In Section V, we consider
a quantum channel which replicates the essential physics
of the parent and perturbed Lindbladians and admits ef-
ficient Clifford simulation. We summarize the paper and
give an outlook in Section VI.

II. DECOHERED CLUSTER STATE

We begin by introducing the “decohered cluster
state” [15], a certain type of cluster state in the presence
of decoherence. We review its symmetries and classifi-
cation within the framework of mixed-state SPT phases
as discussed in Refs. [8, 15, 16]. Using tensor network
diagrammatics or matrix product density operators, we
show that the decohered cluster state exhibits non-trivial
string order and bulk-edge correspondence.

A. Cluster state and decoherence

The well-known pure cluster state on a closed chain of
2N qubits [42] can be expressed as

|ΨC⟩ =
1

2N

∑
{zi=±1}

|Ψ{zi}⟩ , (1)

where

|Ψ{zi}⟩ = |Z=z1⟩ |X=z1z2⟩ |Z=z2⟩ · · · |X=zNz1⟩ (2)

are decorated domain wall states [48]. Here, we define
|Z = ±1⟩ (|X = ±⟩) to be the eigenstates of Z (X) with
eigenvalues ±1. Note that we denote the eigenstates of X
with eigenvalues ±1 by |±⟩ in this paper. The decorated
domain wall states |Ψ{zi}⟩ are constructed by first speci-
fying a configuration {zi} which determines the Z charge
on the odd sites, and then “decorating” each domain wall
with a state charged under X. More specifically, when
zi ̸= zi+1, the interceding even site 2i is fixed to |−⟩, and
to |+⟩ otherwise.

The decohered cluster state is defined by taking the
equal-weight incoherent mixture of the decorated domain

wall states shown in Eq. (3), rather than their coherent
superposition. Defined on a closed chain of 2N qubits,
the decohered cluster state reads [15]

ρC =
1

2N

∑
{zi=±1}

∣∣Ψ{zi}〉〈Ψ{zi}∣∣ . (3)

As we will see later, it is exhibits nontrivial mixed-state
SPT order.

B. Symmetry

We hereby discuss the notions of weak and strong
symmetry applicable to mixed states [12, 13, 35, 36].
In particular, a weakly G-symmetric matrix M satis-
fies UgMU†g = w(g)M for all g ∈ G, where G is an
Abelian symmetry group and w(g) ∈ U(1). On the
other hand, a strongly G-symmetric matrix M satisfies
UgM = sket(g)M and MU†g = sbra(g)M for all g ∈ G,
where sket(g), sbra(g) ∈ U(1). When M is Hermitian,
sket(g) = sbra(g)

∗.
Consider the following operators in the Hilbert space

of 2N qubits on a closed ring,

S =
∏

i∈even

Xi, W =
∏

i∈odd

Xi . (4)

The decohered cluster state ρC is a mixed-state SPT or-
der under the direct product of a strong Z2 symmetry and
a weak Z2 symmetry, as classified in Refs. [15, 16], where
the strong Z2 symmetry (denoted as ZS

2 from now on) is
generated by S, while the weak Z2 symmetry (denoted
as ZW

2 from now on) is generated by W . We will use
sket, sbra, and w (with argument g suppressed) when we
are referring to the charges under the strong symmetry
S and weak symmetry W .

For the decohered cluster state ρC defined in Eq. (3),
we find that WρCW

† = ρC and SρC = ρCS
† = ρC , so

that ρC lies in the (sket, sbra, w) = (+1,+1,+1) symme-
try sector. There is an intuitive way to understand why
W acts as a weak symmetry while S acts as a strong sym-
metry. Note that S counts the parity of the number of
domain walls in each decorated domain wall state. With
periodic boundary conditions, the system’s topology en-
forces an even number of domain walls in every state,
S |Ψ{zi}⟩ = |Ψ{zi}⟩. This will be the case for both the
bra states and the ket states in ρC . We therefore see that
ρC must be strongly symmetric with sket = sbra = +1.
On the other hand, W acts on the decorated domain wall
states as W |Ψ{zi}⟩ = |Ψ{zi}⟩, where zi := −zi. This
transformation is only a symmetry if it acts simultane-
ously from both the bra and the ket sides, indicating that
W can only be a weak symmetry.

C. Classification as a mixed-state phase

One physically motivated approach to define mixed-
state phases is to define an equivalence class relation
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among the states, where the equivalence is defined by
a short-time physical processes. This mimics the defini-
tion of ground states being in the same phase if they
can be adiabatically perturbed to each other rapidly.
This definition was put forward by Ref. [8], and we re-
view their definition more rigorously in Appendix A. In-
formally, it states that for two mixed states ρ and σ
to be in the same phase, there has to exist two time-
independent, symmetric geometrically local Lindbladians
L1 and L2 such that ∥eL1t(ρ) − σ∥1 and ∥eL2t(σ) − ρ∥1
are small, where t is some short time (“fast-driven”) and
where ∥X∥1 := Tr[

√
X†X] is the trace distance. Note

that the smallness of the trace distance implies the close-
ness of all the observables Ô between ρ and σ, i.e.,
|Tr[ρO] − Tr[σO]| ≤ ∥ρ − σ∥1 · ∥O∥op by Hölder’s in-
equality, where ∥ · ∥op is the operator norm. Further-
more, this “fast-driven” condition implies stability of lo-
cal observables to local perturbations in the Lindbladian
terms [8, 49, 50].

One can also define the equivalence-class relation
through quantum channels, analogous to the Lindbla-
dian equivalence-class relation. That is, if there exist two
symmetric finite-depth local quantum channels [15, 16] E1
and E2 such that ∥E1(ρ)−σ∥1 and ∥E2(σ)−ρ∥1 are small,
then we say ρ and σ are in the same phase. Note that in
both the Lindbladian and quantum channel equivalence-
class relations, the bi-directional “fast-driven” condition
is important, as the Lindbladian evolution and the quan-
tum channel are usually not reversible.

Building on the quantum-channel equivalence-class re-
lation, Refs. [15, 16] show that if the strong-string order
parameter (an order parameter used to diagnose SPT or-
ders, see Section II E) in the state σ is zero, then there
does not exist a symmetric finite-depth channel E such
that the string order parameter of E(σ) is of order one.
That is to say, if ρ has a string order parameter of or-
der one, then ∥E(σ)− ρ∥1 can never be small. We know
from Refs. [15, 16] that ρC has a nonzero string order
parameter (see also Section II E for more explanation on
this). Thus, ρC is in a nontrivial mixed-state SPT order
protected by ZS

2 × ZW
2 , as stated in Refs. [15, 16].

Here, we complement the above result by showing that
ρC has nontrivial SPT order protected by ZS

2 ×ZW
2 sym-

metry under the Lindbladian equivalence-class relation
as well. Using Lieb-Robinson bounds [51, 52], we show
that ∥eLt(σ) − ρ∥1 can never be small for a symmetric
Lindbladian L within some short time t. The detailed
statement and its proof are presented in Appendix A.

The above results can be interpreted as follows—the
nontrivial SPT order of ZS

2 ×ZW
2 is hard to build, which

forbids a “fast-driven” symmetric Lindbladian or a sym-
metric finite-depth quantum channel from bringing a
trivial state σ close to ρC , which is a nontrivial SPT state.
On the other hand, it is interesting to know if ρC can be
brought close to a trivial state in a short time or in a
short depth. In Appendix B, we show that the string or-
der parameter corresponding to the ZS

2 × ZW
2 symmetry

defined in Eq. (4) is easy to destroy. In particular, we

show that a simple trace channel and the corresponding
trace Lindbladian can destroy the string order in depth
one and in a short time, respectively. Interestingly, the
destruction of the string order is accompanied by the
“strong-to-weak” spontaneous symmetry breaking, which
has received a lot of attention recently [27, 38, 39].

D. Tensor network representation

It is instructive to express ρC as a matrix product den-
sity operator, as it helps us expose the edge modes on
an open chain, extract the projective representation, and
calculate the string order parameters. We first define two
families of matrices in the virtual space spanned by |v0⟩ =
(1, 0)T and |v1⟩ = (0, 1)T . These matrices are two-index
tensors given by Az,z′

= Πzδz,z′ and Bx,x′
= X

1−x
2 δx,x′ ,

where Πz := δz=+1|v0⟩⟨v0|+ δz=−1|v1⟩⟨v1| . We can then
define two four-index tensors:

α β

z

z′

: =
[
Az,z′

]
α,β

= [Πzδz,z′ ]α,β , (5)

α β

x

x′

: =
[
Bx,x′

]
α,β

=
[
X

1−x
2 δx,x′

]
α,β

, (6)

where z, z′, x, x′ ∈ {+1,−1} are the physical indices,
α, β ∈ {0, 1} are the virtual indices, and as above
Z |Z = z⟩ = z |Z = z⟩ and X |X = x⟩ = x |X = x⟩. Ab-
breviating the configuration Λ = (z1, x1, · · · , zN , xN ), we
can then write ρC =

∑
Λ,Λ′ ρC(Λ,Λ

′) |Λ⟩⟨Λ′|, where

ρC(Λ,Λ
′) = Tr[Az1,z

′
1Bx1,x

′
1 · · ·AzN ,z′

NBxN ,x′
N ] . (7)

The sums over Λ and Λ′ in the definition of ρC each go
over all 22N possibilities, while the restriction to deco-
rated domain wall states is taken care of by the coeffi-
cients ρC(Λ,Λ′). Pictorially, we write

ρC =
. . . , (8)

where we have used periodic boundary conditions. When
tensors appear without indices explicitly denoted, we as-
sume they are summed over with the corresponding bras
and kets.

It is worth noting that the tensors defined in Eqs. (5)
and (6) have the following “pulling-through” relations:

X

X
=

X X
, (9a)

Z

=
Z

=
Z

=
Z
, (9b)
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X

=
X

=
Z Z

, (9c)

Z

Z
=

X
=

X
. (9d)

Using these relations, it will be easy to show that the
symmetry ZS

2 ×ZW
2 forms a projective representation on

the virtual space.
Let us briefly review the relationship between SPT or-

der in 1d and projective representations. Pure-state SPT
phases in 1d protected by a global symmetry G are char-
acterized and classified by edge modes transforming in
a projective representation of G. The classification can
be formulated in terms of the second cohomology group
H2(G,U(1)), which tabulates the inequivalent projective
representations of G with U(1) phases. In Ref. [15], it
was shown that mixed-state SPT phases protected by a
combination of a strong K symmetry and weak G sym-
metry are classified by

⊕2
p=1H

2−p(G,Hp(K,U(1)). In
the present case of the decohered cluster state, we have
G = K = Z2, so that the above classification evaluates
to H1(Z2, H

1(Z2, U(1))) = Z2. This means that there
is a single nontrivial mixed-state SPT phase with sym-
metry ZS

2 × ZW
2 , with respect to the definition given in

Ref. [15]. And indeed a nontrivial SPT order can be con-
structed from the domain-wall construction between the
strong Z2 and the weak Z2 symmetries such as ρC .

To see that the decohered cluster state indeed realizes
the ZS

2 × ZW
2 symmetry projectively at its boundary, we

first construct the following family of density matrices on
open boundary conditions:

ραβ := . . .
α β

, (10)

where
α

= ⟨vα|,
β

= |vβ⟩ and α, β ∈ {0, 1}. The
states in Eq. (10) span a 4-dimensional linear space with
complex coefficients, where the physical density matrices
correspond to the subspace of Hermitian matrices with
unit trace. This space can encode two classical bits of
information.

We then act with the symmetry operators on ραβ .
Akin to the pure state case, we see via the pulling-
through relations Eq. (9) that the global symmetry fac-
tors to a product of operators acting on each virtual edge
state:

WραβW
† =

α βX

X

X

X

X

X

X

X

. . .

=
α β

. . .
X X

,

Sραβ =
α βX X

. . .

=
α β

. . .
Z Z

,

ραβS
† =

α β

X X

. . .

=
α β

. . .
Z Z

.

We have found that the symmetries reduce to an effective
action on the edge Hilbert space, namely

WραβW
† = ρα′β′ , |vα′⟩ |vβ′⟩ = X ⊗X |vα⟩ |vβ⟩ ,

Sραβ = ραβS
† = ρα′′β′′ , |vα′′⟩ |vβ′′⟩ = Z ⊗ Z |vα⟩ |vβ⟩ .

(11)

As in the pure state case, these operators commute glob-
ally, but anti-commute if either edge is taken in isolation:

[X ⊗X,Z ⊗ Z] = 0 , {X,Z} = 0 . (12)

The matrices X and Z obtained by pulling the symmetry
to each edge generate the algebra {1, X, Z,XZ}, which
forms a projective representation of the group Z2 × Z2.
This is precisely what we mean by the statement that the
ZS
2 × ZW

2 symmetry is realized projectively at the edge.

E. String order parameters

While conventional SPT orders do not spontaneously
break symmetry and therefore do not admit local order
parameters, they can be characterized by non-local string
order parameters [53–57]. Importantly, the diagnostic of
an SPT order is done by the “patterns of zeros” of various
string order parameters [55]. We here briefly review the
definition of a string order parameter in the pure state
case. Suppose we have an Abelian on-site symmetry G
with symmetry operators

Ug =
⊗

sites i

U (i)
g . (13)

In general, a string order parameter that detects a non-
trivial projective representation of the G symmetry con-
sists of a finite string of U (i)

g operators in a region R with
operators O(L/R)

α appended to the left and right ends of
the string which transform under conjugate irreps α and
α∗ of the other symmetry,

Sg = O(L)
α ⊗

(∏
i∈R

U (i)
g

)
⊗O(R)

α ,

U†hO(L)
α Uh = α(h)O(L)

α , U†hO(R)
α Uh = α∗(h)O(R)

α .

(14)
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The string operators Sg let us define the string order
parameter for a pure state |ψ⟩, which is simply ⟨ψ|Sg|ψ⟩.

One natural generalization of the string order param-
eter from pure states to mixed states is to measure the
expectation value of the strong-string operator SSnm (de-
fined below) in the state ρ:

CS
I,nm := ⟨SSnm⟩ρ = Tr

[
ρSSnm

]
, (15)

where

SSnm := ZnXn+1Xn+3 · · ·Xm−3Xm−1Zm , (16)

for odd n and m. The Roman numeral I appearing in
the subscript indicates that the correlator is linear in the
density matrix (i.e. Rényi-1), and distinguishes it from
other correlators which we will define shortly which are
quadratic in the density matrix. This definition has been
used in prior works, and it has been shown that it is
an order parameter for the ZS

2 × ZW
2 mixed-state SPT

order [16]. If we try to define an analogous order pa-
rameter for the weak-string operator SWn,m := SSn+1,m+1,
then we find that it is trivially one because the weak-
string operator acts from both the ket and the bra sides
and

(
SW

)2
= 1, more specifically Tr

[
SWnmρSWnm

]
= 1.

One way of generating a useful string correlator corre-
sponding to the weak symmetry is to map density matri-
ces to vectors in a doubled Hilbert space with twice the
number of qubits and consider the string correlators in
this doubled space [27]. The mapping of density matrices
to vectors in the doubled Hilbert space is as follows:

ρ =
∑
i,j

ρij |i⟩⟨j| 7→
∑
i,j

ρij |i⟩L|j⟩R =: |ρ⟩ , (17)

where the subscripts L andR denote the left and the right
Hilbert spaces and |i⟩ and |j⟩ denote some computational
basis.

In the doubled Hilbert space, the symmetry operators
become S ⊗ 1, 1 ⊗ S for the strong ket and the strong
bra symmetries, and W ⊗ W for the weak symmetry.
Here the first factor of the tensor product acts on the
left (ket) Hilbert space and the second factor acts on the
right (bra) Hilbert space. We denote the expectation
values of an operatorM in the doubled Hilbert space by

⟨⟨M⟩⟩ρ :=
⟨ρ|M|ρ⟩
⟨ρ|ρ⟩ =

Tr
[
ρ†M [ρ]

]
Tr [ρ†ρ]

, (18)

where M [·] is a superoperator that corresponds to the
operator M in the doubled Hilbert space. For example,
⟨ρ|A⊗B|ρ⟩ = Tr

[
ρ†AρBT

]
.

Now, by substituting the various symmetry operators
in the definition of the string operator, Eq. (14), we find
the various string correlators that we need. If U (i)

g =
(S ⊗ 1)(i) on the even sites, and the end point operators
are O(L/R)

α = Z on the odd sites m and n, then we get
the following correlator which we call the Rényi-2 strong
string correlator:

CS
II,nm := ⟨⟨SSnm ⊗ 1⟩⟩ρ , (19)

where SSnm is defined as in Eq. (16) and the Roman nu-
meral II reflects the fact that the correlator is quadratic
in the density matrix, or Rényi-2. Note that (W ⊗
W )†(Zn/m⊗1) (W ⊗W ) = −Zn/m⊗1. Thus this choice
of the end-point operators can in principle be used to de-
tect nontrivial SPT order.

If we take the symmetry to be the weak symmetry
in Eq. (14), that is, U (i)

g = (W ⊗W )(i) on the odd sites,
and the end-point operatorsO(L/R)

α = Z on the even sites
n and m, then we get the Rényi-2 weak string correlator:

CW
II,nm := ⟨⟨SWnm ⊗ SWnm⟩⟩ρ , (20)

where SWn,m = SSn+1,m+1 as defined earlier. Note that
(S ⊗ 1)†(Zn/m ⊗ Zn/m)(S ⊗ 1) = −Zn/m ⊗ Zn/m.

Next, we construct two more correlators by taking the
end point operators to be 1. These are the Rényi-2 triv-
ial strong-string correlator and the Rényi-2 trivial weak-
string correlator:

C̃S
II,nm := ⟨⟨S̃Snm⊗1⟩⟩ρ , C̃W

II,nm := ⟨⟨S̃Wnm⊗S̃Wnm⟩⟩ρ , (21)

where S̃Snm has the strong symmetry operators in the bulk
and 1 as the end point operators with n,m restricted
to be odd, while S̃Wnm has the weak symmetry operators
in the bulk and 1 as the end point operators with n,m
restricted to be even.

While for a generic density matrix, the Rényi-1 and
Rényi-2 type of correlators are independent, Ref. [27]
shows that they are related to each other if the state
is short-range entangled. The patterns of zeros used to
diagnose ZS

2 × ZW
2 trivial and nontrivial SPT orders are

summarized in Table III.
Now we show, using tensor network diagrams, that

CS
I,nm = CS

II,nm = CW
II,(n−1),(m−1) = 1 for n,m ∈ odd

in the state ρC . Acting on ρC with each of the string
operators, we find

SWnmρCSWnm = . . . . . .
X

X

X

X

X

XZ

Z

Z

Z

= . . . . . .
X X

Z

Z

Z

Z

= ρC ,

SSnmρC =
X X XZ Z

. . . . . .

= . . . . . .
Z ZZ Z

= ρC ,
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ρCSSnm = . . . . . .

X X XZ Z

= . . . . . .
Z Z

Z Z

= ρC .

Because ρC is invariant under the action of the strings,
the string order parameters will be identically one
whether we chose to contract the physical legs of ρC ac-
cording to the Rényi-1 or Rényi-2 conventions.

Using the pulling-through relations Eq. (9) and the
definition of ρC [see Eq. (3)], we can show that C̃S

I,nm =

C̃S
II,nm = C̃W

II,nm = 0 in the decohered cluster state.

III. PARENT LINDBLADIAN

In the study of quantum phases of pure states, we tra-
ditionally begin with a Hamiltonian that depends on a
set of parameters. Quantum phases are then understood
to be finite volumes of Hamiltonian parameter space in
which the ground state(s) of the Hamiltonian display
qualitatively similar features, such as long-range order
and degeneracy. These features can be diagnosed by
measuring local and/or nonlocal order parameters whose
values stratify Hamiltonian parameter space into distinct
phases. In an effort to generalize this perspective to the
mixed state case, we will construct a parent Lindbladian
for the decohered cluster state and map out the phase
diagram in its vicinity by measuring local and nonlocal
order parameters.

If a Hamiltonian is in a nontrivial SPT phase, then it
is known that the phase is stable to symmetric pertur-
bations. Specifically, if one adds a symmetric perturba-
tion to the Hamiltonian, then the ground state degener-
acy does not change (in the thermodynamic limit) and
ground states of the perturbed Hamiltonian will have a
nonzero string order parameter, reflecting a nontrivial
projective representation. Our aim in this section is to
test if this analogy carries over to mixed states and Lind-
bladians. We construct a local Lindbladian whose steady
state is the decohered cluster state ρC . We then add
symmetric local Lindbladian perturbations and study the
properties of the new steady states. This raises the ques-
tions of whether there is a way of defining mixed state
phases of matter which focuses on parent Lindbladians
rather than density matrices, and whether this perspec-
tive reveals anything new. Toward this aim, we will con-
struct a ZS

2×ZW
2 -symmetric parent Lindbladian LC which

hosts ρC as a NESS, i.e. LC(ρC) = 0.

A. The model

We define the parent Lindbladian on an open chain of
2N qubits labelled by 1, 2, . . . , 2N as follows:

LC(ρ) :=
N−1∑
j=1

D[L0,2j ](ρ) +D[L2,2j−1](ρ)

+

N∑
j=1

D[L1,2j−1](ρ), (22)

where D[A](ρ) := AρA† − 1
2{A†A, ρ} denotes the stan-

dard Lindblad dissipator for a jump operator A [58, 59].
For periodic boundary conditions, we add the terms
D[L0,2j ](ρ) and D[L2,2j−1](ρ) for j = N to Eq. (22),
where the site label i + 2N := i. The jump operators
Lµ,j are

L0,j =
1

2
Xj+1 (1− Zj−1XjZj+1) , (23a)

L1,j = Zj , (23b)

L2,j = Zj−1XjZj+1. (23c)

Since all the jump operators commute with S, the Lind-
bladian LC has the ZS

2 symmetry, while it is easy to check
that D[L1,j ] renders the W symmetry weak. Thus, our
parent Lindbladian has the ZS

2 × ZW
2 symmetry intro-

duced in Section II B. Each of the terms L0,j , L1,j , L2,j

plays a distinct role in driving an arbitrary density ma-
trix in the same symmetry sector as ρC to the steady
state ρC .

The jump operators have the following physical mean-
ings. L0,j for even j is designed to stabilize the domain-
wall configurations. If the configuration is violated, we
have (1−Zj−1XjZj+1)/2 = +1, and we fix the configura-
tion by applying Xj+1. Note that this configuration can
also be fixed by applying Xj−1, ZjZj+2, Zj , etc. How-
ever, applying Zj is forbidden as it breaks the strong
symmetry ZS

2 ; we choose to apply Xj+1 because the re-
sulting jump operator has the lowest weight. Now within
the domain-wall configuration space, L1,j is designed to
decohere the “off-diagonal” domain-wall configurations,
leaving only

∣∣Ψ{zi}〉〈Ψ{zi}∣∣, while L2,j makes the proba-
bility of getting all the configurations equal.

Note that ρC is a steady state for any values of the rates
of the jump operators, but we will choose these rates to
be equal. We have verified that changing the rates does
not change the physics qualitatively.

Recall that the decohered cluster state is a mixed-state
SPT state protected by a ZS

2 × ZW
2 symmetry, and the

parent Lindbladian LC has the same ZS
2 ×ZW

2 symmetry.
The strong symmetry of the Lindbladian forces there to
be at least one steady state in each sket = s∗bra physi-
cal strong symmetry sector. The argument is as follows.
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Because the Lindbladian is strongly symmetric, it con-
serves strong symmetry charge. That is, Sρ = sketρ and
ρS = sbraρ implies

SL[ρ] = L[Sρ] = L[sketρ] = sketL[ρ] , (24)

and similarly when acting from the bra side.
One can then consider the dynamics where one pre-

pares an initial state with the symmetry charge sket =
s∗bra and evolve it with the strongly symmetric Lindbla-
dian. At an infinite time, such an initial state has to
evolve into some state with the same strong symmetry
charges, hence forcing the Lindbladian to have at least
one steady state in the corresponding strong symmetry
sector.

On the other hand, it is not guaranteed that a steady
state will exist in the strong symmetry sectors sket ̸= s∗bra
or with a nontrivial weak charge. The above argument
breaks down since one cannot prepare a physical initial
state in the said symmetry sectors, as a state in the said
symmetry sectors is traceless. More specifically, in the
strong case, Tr[ρ] = Tr[SρS†] = (sketsbra)Tr[ρ], which
implies sketsbra = 1 or Tr[ρ] = 0. In the weak case,
Tr[ρ] = Tr[WρW †] = wTr[ρ], so w = 1 or Tr[ρ] = 0.

Since ρC is in the sket = sbra = +1 sector, it is interest-
ing to examine what is the state in the sket = sbra = −1
sector. As we will show, the corresponding steady state
in the sket = sbra = −1 sector is ρ− ∝

∑
j∈even ZjρCZj .

B. Dual perspective and steady states

In fact, we can partially solve and understand the
parent Lindbladian LC by mapping the system to a
dual model. This is akin to understanding the one-
dimensional pure cluster state and its parent Hamilto-
nian by conjugating them via a depth-two circuit com-
posed of CZ (controlled-Z) gates [42]. Recall that, for the
pure cluster state defined in Eq. (1),

UCZ |ΨC⟩ = |+⟩⊗N , UCZ =

2N∏
j=1

CZj,j+1, (25)

where CZj,j+1 := (1 + Zj)/2 + (1 − Zj)Zj+1/2 is the
controlled-Z two-qubit gate and j+2N :=j. The circuit is
illustrated in Fig. 1. Note that CZj,j+1 is invariant under
j ←→ j + 1 and UCZZjU

†
CZ = Zj . Since UCZXjU

†
CZ =

Zj−1XjZj+1, the operators S and W are invariant under
the conjugation by UCZ. In the following, we apply the
UCZ circuit to map ρC to a tensor-product state ρ̃C and
LC to the Lindbladian L̃C , allowing us to solve for the
steady states and some of the eigenpairs (eigenvalues and
corresponding eigenvectors) of LC .

First, let us examine the state ρ̃C = UCZρCU
†
CZ. Recall

that ρC can be written as in Eq. (3), which is an ensemble
of the domain wall configurations |Ψ{zi}⟩ given in Eq. (2)
It is easy to see that

UCZ |Ψ{zi}⟩ = |Z=z1⟩ |X=+1⟩ |Z=z2⟩ · · · |X=+1⟩ .

UCZ =

...
...

=CZ

FIG. 1. An illustration of the UCZ circuit appearing
in Eq. (25).

Summing over all the possible configurations of zi on the
“Z”-qubits, we have

ρ̃C =
⊗
i∈odd

1i

2

⊗
j∈even

|+⟩⟨+|j , (26)

which is a tensor-product state with the same ZS
2 × ZW

2

symmetry realized by S and W .
We obtain the jump operators defining L̃C by conju-

gating the original jump operators by UCZ, giving us

L̃0,j =
1

2
ZjXj+1Zj+2(1−Xj) ,

L̃1,j = Zj , L̃2,j = Xj ,
(27)

where j is on all the even sites for L̃0,j and on all the odd
sites for L̃1,j and L̃2,j .

1. Periodic boundary conditions

The Lindbladian L̃C with periodic boundary conditions
can be solved as follows. First, considering the Lind-
bladian L̃12,j := L̃1,j + L̃2,j on the odd sites, we have
L̃12,j(ρ) = ZjρZj + XjρXj − 2ρ. The steady state can
be easily solved as 1j/2 and is unique, with a Lindbla-
dian (i.e. dissipative) gap (i.e., the eigenvalue of L̃12,j

with lowest nonzero real part) ∆j = 2. Since a physi-
cal Lindbladian always has eigenvalues with non-positive
real parts, we can try a potential steady state ansatz with
the odd sites being

⊗
j∈odd

1j

2 . Within this subspace, the
jump operators of L̃0 on the even sites become

L̃0,j =
1

2
ZjZj+2(1−Xj)

= (|+⟩⟨−|)j(|+⟩⟨−|+ |−⟩⟨+|)j+2 ,
(28)

where j is on the even sites. It can be seen that this
jump operator annihilates

⊗
j∈even |+⟩⟨+|j , so we in-

deed have ρ̃C as a steady state. In fact, if we interpret⊗
j∈even |+⟩⟨+|j as the vacuum and |−⟩⟨−|j as a quasi-

particle or a defect on the even site j, then the effective
jump operator is describing the processes of a particle
hopping to the next empty even site on the right or an-
nihilating with the particle on the next even site on the
right if occupied.
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From this perspective, it is then also easy to guess
and check that ρ̃− = (1/N)

∑
j∈even Zj ρ̃CZj is a steady

state in the sket = sbra = −1 symmetry sector. Note
that, since the Zj operator commutes with UCZ, a steady
state in the sket = sbra = −1 symmetry sector of LC is
ρ− = 1

N

∑
j∈even ZjρCZj . Since the Lindbladian cannot

create a |−⟩ particle, we expect the two states ρC and
ρ− to be the only steady states of the Lindbladian when
subject to periodic boundary conditions, which we con-
firmed numerically by exact diagonalization and density
matrix renormalization group (DMRG) calculations, as
discussed in Section IV.

It is natural to consider whether ρ− is also a mixed-
state SPT state. We answer this question in the affirma-
tive by showing in Appendix C that it has unit expecta-
tion value of the string order parameters used to analyze
ρC .

2. Open boundary conditions

The Lindbladian in the case of open boundary condi-
tions (OBC) can also be solved analogously. However,
to keep the symmetries the same in the dual picture, we
need to use the same UCZ =

∏2N
j=1 CZj,j+1 even for open

boundary conditions. The ansatz for the steady state
is constructed again by projecting the Lindbladian onto
the steady-state subspace of L̃12,j . Note that, for j = 1,
L̃12,j(ρ) = ZjρZj − ρ, which has the steady-state sub-
space spanned by {11, Z1}. The steady-state subspace
on the odd sites is therefore spanned by

⊗
i∈odd

1i

2 and
Z1

⊗
i∈odd

1i

2 . Note that these two states form a classical
bit on the site j = 1.

After projection onto the above steady-state subspace
on the odd sites, the effective Lindbladian L0 is formed
by the jump operators Eq. (28) but with terms j =
1, 3, . . . , 2N−3. This again describes a particle hopping
(to-the-right) and annihilation process, but with the hop-
ping that ends on site j = 2N .

Again, one can see that ρ̃C in Eq. (26) is still a steady
state, since L̃0,j annihilates ρ̃C . We also notice that, since
|−⟩L cannot “hop” across the boundary, Z2N ρ̃C , ρ̃CZ2N

and Z2N ρ̃CZ2N are also steady states. Note that these
four states form a qubit on site j = 2N . The other
four states can be easily obtained as Z1ρ̃C , Z1Z2N ρ̃C ,
Z1ρ̃CZ2N , and Z1Z2N ρ̃CZ2N . Since UCZ commutes with
Zj , we find that the steady states of LC are spanned by
the eight states listed in the OBC row of Table I. We
have numerically confirmed that these eight states are
the only steady states of LC .

In order to better understand the OBC steady states,
we can use as a basis the states ραβ defined in Eq. (10)
and ρ′αβ := Z2Nραβ . We may now express all of the
OBC steady states as linear combinations of ραβ and
ρ′αβ . These alternative expressions for the steady states
are also tabulated in Table I.

Notice that, for open boundary conditions, there is one

Steady State
Charge

sket sbra w

P
B

C ρC +1 +1 +1

ρ− −1 −1 +1

O
B

C

ρC = ρ00 + ρ11 +1 +1 +1

Z1ρC = ρ00 − ρ11 +1 +1 −1
Z2NρCZ2N = ρ01 + ρ10 −1 −1 +1

Z1Z2NρCZ2N = ρ01 − ρ10 −1 −1 −1
Z2NρC = ρ′00 + ρ′11 −1 +1 +1

Z1Z2NρC = ρ′00 − ρ′11 −1 +1 −1
ρCZ2N = ρ′01 + ρ′10 +1 −1 +1

Z1ρCZ2N = ρ′01 − ρ′10 +1 −1 −1

TABLE I. The steady states of the parent Lindbladian LC un-
der periodic boundary conditions (PBC) and open boundary
conditions (OBC) and their corresponding symmetry sectors.
As discussed in Section III B 2, the last four OBC steady states
are accidental, and can be lifted by adding a symmetric per-
turbation.

steady state in each charge sector of the symmetries sket,
sbra, and w. As we discussed in Section IIIA, only states
with the same strong charge on the ket and bra and
with trivial weak charge are physical, in that all other
density matrices are traceless. However, the unphysical
steady states still contribute to the physical steady-state
degeneracy because they can be added to physical steady
states, resulting in new physical states which are beyond
the span of the original physical states.

Recall from Section IID that the four states ραβ natu-
rally arise from the projective representation of the sym-
metry on the virtual space. These states only span a
four-dimensional linear space, however, so it is possible
that our excess degeneracy is accidental. If we add an
additional Lindbladian D[Xj=2N ], which has the Xj=2N

jump operator on the rightmost site, we find that only the
states ραβ in Table I remain steady states of the modified
Lindbladian. We expect a degeneracy of four is the min-
imal steady-state degeneracy of a Lindbladian on open
boundary conditions hosting this nontrivial mixed-state
SPT order, due to the nontrivial projective representa-
tion. The states we find also satisfy the requirement im-
posed by strong symmetry, namely that there is a steady
state in the (+1,+1,+1) and (−1,−1,+1) sectors of the
(sket, sbra, w) symmetry.

C. Lindbladian gap and mixing time

The particle hopping-annihilation interpretation of the
effective Lindbladian also allows us to solve the spectrum
and analyze the mixing time. Since the Lindbladian L̃12,j

is gapped, we again consider the subspace where the odd
sites are in the 1/2 state, and only consider the effective
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Lindbladian L̃0 formed by the jump operators Eq. (28)
projected onto this subspace. Furthermore, we consider
the “diagonal (classical) subspace” on the even sites ρ =∑

σ ρ(σ)|σ⟩⟨σ|, where σ = (σ2, σ4, . . . , σL) and σj =
+,− on the even sites. For convenience, we map |σ⟩⟨σ|
to |σ) and treat ρ→ |ρ) :=∑σ ρ(σ)|σ) as a vector.

Within this subspace, the master equation of the den-
sity matrix reduces to a master equation for the probabil-
ity distribution ∂t|ρt) =M |ρt), whereM =

∑
j σ
−
j σ

+
j+2+

σ−j σ
−
j+2 + (1 − nj), σ−j := |+)(−|j , σ+

j := |−)(+|j , and
nj := |−)(−|j . The effective Lindbladian in the diag-
onal subspace therefore becomes the famous “reaction-
diffusion” process [44, 60], which can be mapped into
a quadratic fermion problem using the Jordan-Wigner
transformation.

The spectrum of M for periodic boundary conditions
can be further solved via Fourier transformation (see Ap-
pendix G for more details), giving us the single-particle
“excitation” dispersion Ek = (1− cos k)− i sin(k), where
k ∼ 1/N for large system sizes. We therefore see that
the Lindbladian gaps scale as ∼ N−2 in both even and
odd parity sectors. Furthermore, the mixing time, or the
time scale for a system to reach the steady state, will
scale as ∼ N2, which is also expected from the “reaction-
diffusion” dynamics.

On the other hand, for open boundary conditions, the
corresponding quadratic fermion problem is not diago-
nalizable but can be put into a Jordan canonical form,
which has an eigenvalue one, and the size of the Jordan
block scales as N . Such a Jordan block indeed suggests
that some initial state (in fact, a state with the particle
on the left end) will take time t ∼ Ω(N) to approach
the steady state. Interestingly, even if we modify our
parent Lindbladian so that the particle can hop both
to the left and the right directions in the effective dy-
namics (such that the corresponding quadratic fermion
problem becomes diagonalizable), the gapped nature of
the Lindbladian and the Ω(N) relaxation time still hold.
Though in this case, the Ω(N) relaxation time is due to
the exponential localization of the steady state towards
one end of the system, with the particular side of localiza-
tion set by the relative amplitudes between the leftward
and rightward hopping rates. Our Lindbladian, under
open boundary conditions, therefore provides an exam-
ple wherein the mixing time does not necessarily scale as
the inverse of the Lindbladian gap.

D. Conserved operators

We have discussed at length the steady states of LC ,
which are its right eigenvectors with eigenvalue zero when
taken as a superoperator. However, LC is not a Hermitian
superoperator, so its left and right eigenvectors need not
coincide. Note that the left eigenvectors may also be
thought of as the right eigenvectors of L†C , wherein the

superoperator D appearing in Eq. (22) is replaced with

D†[A](O) = A†OA− 1

2
{A†A,O} . (29)

The left eigenvectors with eigenvalue zero are known
as conserved operators because they are invariant under
time evolution according to the following equation of mo-
tion:

dO
dt

= L†[O] = 0. (30)

Using Eq. (29), it is clear that the identity matrix 1 and
the strong symmetry operator S are conserved, as they
each commute with all of the jump operators defined
in Eq. (23). If the chain is placed on open boundary con-
ditions, then Z1 and Z2N additionally become conserved
operators because the jump operators with which they
failed to commute extend beyond the boundaries and are
discarded. In total then, the conserved operators are

PBC : 1, S,

OBC : 1, Z1, Z2N , Z1Z2N , S, SZ1, SZ2N , SZ1Z2N .

(31)

Notice that there are as many conserved operators in each
case as there are steady states, which is required of zero
eigenvalues of a non-Hermitian (super)operator.

IV. PERTURBED LINDBLADIAN AND
STRONG-TO-WEAK SSB

It has been established that the quantum phase of the
ground state(s) of a gapped Hamiltonian is stable against
small symmetric local perturbations. Analogously, we
ask whether adding a small local symmetric perturba-
tion to the Lindbladian, whose steady state is ρC , would
result in a new steady state in the same phase (according
to Definition 1) as ρC or not.

We might hope to address this question by treating the
Lindbladian as a non-Hermitian operator in the space of
density matrices and performing non-Hermitian pertur-
bation theory. However, the conventional stability ar-
gument does not extend to this context. One typically
argues that states in the SPT ground state manifold can
only be connected by symmetric perturbations that ex-
tend from one end of the system to the other. Assum-
ing local perturbations, this only occurs at an order of
perturbation theory that is extensive in the size of the
system. The degeneracy is therefore stable in the ther-
modynamic limit. This breaks down due to the non-
Hermiticity of the Lindbladian. Because the Lindbladian
is non-Hermitian, its perturbation series involves matrix
elements between left and right eigenvectors. While right
eigenvectors cannot be coupled to one another at finite
order in perturbation theory, they can be coupled to left
eigenvectors. This tells us that perturbation theory can
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no longer guarantee the stability of the SPT phase to
small local symmetric perturbations.

We therefore turn to numerics via density matrix
renormalization group (DMRG) to investigate the sta-
bility of the steady-state SPT phase. We use the trick
of “operator-state mapping” from Sec. II E, namely, vec-
torizing the density matrix and the Lindbladian, result-
ing in a non-Hermitian matrix which is used as an input
into DMRG in ITensors [61]. We discuss the details be-
hind the DMRG implementation in Appendix D. In this
construction, we map density matrices to pure states in
the doubled Hilbert space (with the ket space denoted
by L and the bra space denoted by R) by the map-
ping in Eq. (17). The Lindbladian superoperator with
a Hamiltonian H and jump operators Li becomes

L =i1⊗HT − iH ⊗ 1

+
∑
i

Li ⊗ L∗i −
1

2
L†iLi ⊗ 1−

1

2
1⊗

(
L†iLi

)T
.

(32)
Recall that in the (pure) cluster state scenario, we can

use UCZ to map the state and its parent Hamiltonian
from the nontrivial SPT state |ΨC⟩ to the trivial SPT
state |+⟩⊗N . It is then natural to study the phase dia-
gram interpolating between the nontrivial-SPT Hamilto-
nian and the trivial-SPT Hamiltonian [45, 46].

Motivated by the above consideration, here we also
study the steady-state phase of the perturbed Lindbla-
dian for λ ∈ [0, 1]:

Lλ = (1− λ)LC + λL̃C , (33)

interpolating between the nontrivial SPT Lindbladian
LC [see Eq. (22)] and the trivial-SPT Lindbladian L̃C
[see Eq. (27)]. We study the steady state of the in-
terpolating Lindbladian Lλ using DMRG and calculate
various steady state properties, namely the steady-state
degeneracy, string order parameters and two other cor-
relators that diagnose strong-to-weak spontaneous sym-
metry breaking. If there were only one phase transition
between the trivial and non-trivial SPT phases, we would
expect this transition to take place at the self-dual point
λ = 1/2. However, as we will show, the instability to
SW-SSB leads to a different situation.

A. Mixed-state SPT order

To examine the nontrivial mixed-state SPT order, we
calculate the Rényi-1 and Rényi-2 strong-string order
parameters, CS

I,nm [Eq. (15)] and CS
II,nm [Eq. (19)], as

well as the Rényi-2 weak-string order parameter, CW
II,nm

[Eq. (20)], for the steady state ρλ of Lλ. Recall that,
under conjugation by the CZ circuit, Xi 7→ Zi−1XiZi+1

and the string operators map as SSnm 7→ S̃Snm and SWnm 7→
S̃Wnm. We refer to (CS

I,nm, C
S
II,nm, C

W
II,nm) as the nontriv-

ial string order parameters and (C̃S
I,nm, C̃

S
II,nm, C̃

W
II,nm) as

the trivial string order parameters.

Upon conjugation by UCZ, Lλ 7→ L1−λ. Thus the
steady states of Lλ and L1−λ are related by conjugation
with UCZ, or UCZρλU

†
CZ = ρ1−λ. Hence, calculating the

nontrivial string order parameters in the steady states of
Lλ for all λ ∈ [0, 1] allows us to readily obtain the trivial
string order parameters.

For λ = 0, the steady state in the (sket, sbra, w) =
(+1,+1,+1) sector is ρC , which is a nontrivial SPT
state having (CS

I,nm, C
S
II,nm, C

W
II,nm) = (1, 1, 1) and

(C̃S
I,nm, C̃

S
II,nm, C̃

W
II,nm) = (0, 0, 0) for any |n − m| ≥ 2.

On the other hand, for λ = 1, the steady state in the
same symmetry sector is ρ̃C [see Eq. (26)], and its non-
trivial string order parameters are (0, 0, 0) and its trivial
string order parameters are (1, 1, 1). Recall that a single
string order parameter does not determine if the state is
in the nontrivial SPT phase or the trivial phase, rather
it is the pattern of the string order parameters that de-
termines the phase [37, 55].

If the nontrivial mixed-state SPT order is stable at
λ = 0, then we expect that after adding a small per-
turbation L̃, the nontrivial string order parameters will
continue to remain nonzero while the trivial string or-
der parameters will continue to remain zero in the limit
of long string lengths. In Figs. 2a and 2b, we show
the nontrivial string order parameters evaluated in the
steady state in the sket = sbra = w = +1 sector for
a system of 2N = 400 qubits for various values of λ.
In Figs. 2a and 2b, we plot the two strong nontrivial
string order parameters CS

I,nm and CS
II,nm for n = 181

and m ∈ {183, 185, . . . , 239}, which are chosen to mini-
mize the boundary effects. We find that, for all λ other
than λ = 0 and λ = 1, the strong-string order parameters
CS

I,nm and CS
II,nm both decay exponentially in the string

length |n−m| [see Figs. 2a and 2b]. For 0 < λ < 1, the
trivial strong-string order parameters C̃S

I,nm and C̃S
II,nm

also decay to zero exponentially, which can be inferred
from the UCZ conjugation.

On the other hand, we find that the nontrivial and
trivial weak-string order parameters CW

II,nm and C̃W
II,nm

are independent of the string length and depend only on
λ as shown in the inset of Fig. 2c. The result is calcu-
lated with n = 182 and varying m ∈ {184, 186, . . . , 202},
and we also plot CW

II,nm as a function of λ in Fig. 2c.
We see that CW

II,nm remains nonzero for all 0 ≤ λ <
1. To summarize, the pattern of string order pa-
rameters is (CS

I,nm, C
S
II,nm, C

W
II,nm) = (0, 0,nonzero) and

(C̃S
I,nm, C̃

S
II,nm, C̃

W
II,nm) = (0, 0, nonzero) for 0 < λ < 1.

This matches with the patterns of zeros neither for the
nontrivial SPT order nor for the trivial SPT order (see
Table III). This is the first indication that the steady
state ρλ at any 0 < λ < 1 cannot be classified accord-
ing to the mixed-state SPT state classification, suggest-
ing that the state ρλ is neither a nontrivial nor a trivial
mixed-state SPT state.

Examining the steady-state degeneracy using DMRG,
we find that there is an eight-fold degeneracy for all
λ, where each symmetry sector sket, sbra, w ∈ {+1,−1}
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FIG. 2. (a) Rényi-1 strong-string correlator CS
I,nm as a function of the length of the string. CS

I,nm decays exponentially with
|m − n| for any λ > 0. The curve for λ = 1 is not visible within the limits of the plots because CS

I,nm = 0. (b) Log of the
Rényi-2 strong-string correlator CS

II,nm as a function of the length of the string. CS
II,nm decays exponentially with |m−n|. The

curve for λ = 1 is not visible within the limits of the plots because CS
II,nm = 0. (c) Rényi-2 weak-string correlator CW

II,nm as a
function of the length of the string. CW

II,nm remains nonzero for all 0 ≤ λ < 1.

hosts one steady state. In the Hamiltonian case, the
ground state degeneracy is robust to small symmetric
perturbations. However, in the case of steady states of
Lindbladians, we find that adding a symmetric perturba-
tion with a single jump operator X2N , which acts only
on the rightmost qubit, reduces the degeneracy to four.
Adding another jump operator X1 further reduces the
steady state degeneracy from four to two. From Sec-
tion III A, we know that a steady state degeneracy of two
is guaranteed by the strong symmetry ZS

2 , and indeed,
the remaining two steady states reside in the symmetry
sectors (sket, sbra, w) = (+1,+1,+1) and (−1,−1,+1),
respectively.

B. Strong-to-weak SSB

We have seen that the strong-string order parameters
all decay exponentially to zero for any 0 < λ < 1, while
the weak-string order parameter is nonzero for 0 ≤ λ < 1.
This suggests that the steady state ρλ (or |ρλ⟩) is not
short-range entangled. Furthermore, the trivial strong-
string order parameter C̃S

I,nm can also be interpreted as a
“disorder” order parameter for the strong symmetry ZS

2 ,
whose exponential decay with |n−m| indicates the strong
symmetry is spontaneously broken.

In the following, we present evidence for the strong to
weak spontaneous symmetry breaking (SSB) of ZS

2 [27,
38, 39] when 0 < λ < 1. We use the following connected
correlators to probe strong-to-weak SSB (SW-SSB). For
n and m even, the connected correlators are

AI,nm := ⟨ZnZm⟩ − ⟨Zn⟩⟨Zm⟩ , (34)

AII,nm := ⟨⟨ZnZm ⊗ 1⟩⟩ − ⟨⟨Zn ⊗ 1⟩⟩⟨⟨Zm ⊗ 1⟩⟩ , (35)

BII,nm := ⟨⟨ZnZm ⊗ ZnZm⟩⟩ − ⟨⟨Zn ⊗ Zn⟩⟩⟨⟨Zm ⊗ Zm⟩⟩ ,
(36)

where ⟨M⟩ = Tr [ρM] for a density matrix normalized as
Tr [ρ] = 1, ⟨⟨· · ·⟩⟩ is defined in Eq. (18), and the first (sec-
ond) factor of the tensor product acts on the ket (bra)
Hilbert space. For convenience, we provide a summary
of these correlators and the string order parameters in-
troduced in Section II E in Table II. Their values in the
various phases studied in this work are given in Table III.

To see how these correlators probe strong-to-weak SSB,
recall that the strong symmetry ZS

2 = Zbra
2 × Zket

2 =
ZL
2 × ZR

2 is in fact two Z2 symmetries with the sym-
metry generator S operating on the bra or the ket side
independently. In the vectorized |ρ⟩ perspective (namely,
doubled Hilbert space), it is generated by SL ⊗ 1R and
1L ⊗ SR. The possible symmetry breaking patterns
are ZS

2 → Z1 (broken down to the trivial group) or
ZS
2 → ZW

2 , where ZW
2 = {I, S(·)S†} = {I, SL ⊗ SR}

(namely, broken down to a weak symmetry).
We therefore see that the above correlators have the

following physical meaning. Since the superoperator
Zn(·)1 is charged under (namely, anti-commutes with)
S(·)1 and S(·)S†, we see that AI,nm is used to detect
ZS
2 → Z1 and the corresponding long-range correlation

in ρ. Similarly, Zn ⊗ 1R anti-commutes with SL ⊗ 1R
and SL ⊗ SR, so AII,nm is used to detect ZS

2 → Z1 and
the corresponding long-range correlation in |ρ⟩, namely, a
long-range correlation quadratic in ρ. On the other hand,
Zn ⊗ Zn anti-commutes with SL ⊗ 1R (and 1L ⊗ SR)
but commutes with SL ⊗ SR, so BII,nm is used to de-
tect ZS

2 → ZW
2 (but cannot detect if ZW

2 is further bro-
ken) and the corresponding long-range correlation in |ρ⟩.
These patterns of zeros are summarized in Table III. We
note that, in Ref. [38], a fidelity correlator has been pro-
posed as another more robust diagnostic for the strong-
to-weak SSB.

We calculated the correlators AI,nm, AII,nm, and
BII,nm of the steady state ρλ in the sket = sbra = w = +1
symmetry sector for a system size 2N = 400 for various
perturbation strengths λ, fixing n = 190 and varyingm ∈
{192, 194, . . . , 210}. We find that AI,nm = AII,nm = 0
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FIG. 3. Connected correlator BII,nm for the Lindbladian that
interpolates between the parent Lindbladian LC and its CZ
dual, L̃C shown in Eq. (33). We find that this correlator is
nonzero for 0 < λ < 1. This, taken together with AI,nm =
AII,nm = 0, indicates that the strong symmetry on the even
sites is broken to the weak symmetry. In the inset, we show
BII,nm as a function of |m − n| for various values of λ. We
find that BII,nm is independent of |m−n|, but depends on λ,
as shown in the main figure.

(not shown in the figures), while BII,nm is a nonzero con-
stant, independent of |m− n| for all 0 < λ < 1. In Fig. 3,
we plot BII,nm as a function of λ. BII,nm is symmetric
about λ = 1/2 as expected since the operator ZnZm is
invariant under UCZ conjugation while ρλ maps to ρ1−λ.
AI,nm = 0 and AII,nm = 0 imply that the weak symmetry
on the even sites ZW

2 (which is a subgroup of the strong
symmetry on even sites ZS

2 ) is not broken. On the other
hand, BII,nm ̸= 0 for 0 < λ < 1 implies that the strong
symmetry on even sites is broken. Taken these two facts
together, we conclude that the L̃ perturbation leads to a
strong-to-weak SSB ZS

2 → ZW
2 on the even sites.

We also study a more general parametrization of the
Lindbladians given by

L(λ0, λ1, λ2) :=
∑

k∈{0,1,2}

(1− λk)Lk + λkL̃k , (37)

where Lk is composed of the jump operators Lk,j

[see Eq. (22)], and L̃k is composed of the jump oper-
ators L̃k,j [see Eq. (27)]. Note that Lλ = L(λ, λ, λ).
We calculate the steady state of L(λ0, λ1 = λ0, λ2) for
λ0, λ2 ∈ [0, 1] in the sket = sbra = w = 1 symmetry sec-
tor, obtaining the six string order parameters and the
three connected correlators that probe SW-SSB in the
steady states. This gives us the phase diagram shown
in Fig. 4. We find that the steady state of L(λ0, λ0, 0) is
in the nontrivial SPT phase for all λ0 ∈ [0, 1). We discuss
this in more detail in the next section (Section IVC).

In addition to the L̃C perturbation, we have also con-
sidered a Hamiltonian perturbation with the Hamilto-
nian proportional to

∑
i Z2iZ2i+2 and Lindbladian per-

turbations with jump operators Z2iZ2i+2, X2i+1, and

Symbol Defined In Diagnoses

AI/II,nm Eqs. (34) and (35) ZS
2 × ZW

2 → Z1 × ZW
2 SSB

BII,nm Eq. (36) ZS
2 × ZW

2 → ZW
2 × ZW

2 SSB

CS
I/II,nm Eqs. (15) and (19) Mixed-state SPT

CW
II,nm Eq. (20) Mixed-state SPT

TABLE II. Summary of the various correlators and the orders
they detect. The subscript I/II indicates whether the correla-
tor uses quantities that are linear or quadratic in the density
matrix, where applicable.

|−⟩ ⟨+|2i ⊗ |−⟩ ⟨+|2i+2. In all of these cases, we find
that both CS

I,nm and CS
II,nm decay exponentially to zero,

CW
II,nm is a nonzero constant independent of |m − n|,

AI,nm = 0, AII,nm = 0, and BII,nm approaches a nonzero
constant as |n−m| is increased. We show these plots
in Appendix E (Figs. 11 and 12). This suggests that
SW-SSB of the strong symmetry ZS

2 on the even sites is
a generic instability of the steady-state mixed-state SPT
under our consideration.

FIG. 4. Phase diagram of the steady state of the Lindbla-
dian L(λ0, λ1, λ2) given in Eq. (37). The nontrivial SPT or-
der is stable against weak-string defects, introduced by the
perturbation L̃0. However, introducing any strong-string de-
fects such as L̃2 leads to strong-to-weak SSB. Note the brown
dashed line is the interpolated Lindbladian Lλ in Eq. (33).

We remark that, because of this strong-to-weak SSB,
the steady state in the +1 eigenvalue sector of S is not an
injective matrix-product state. Thus the procedure to ex-
tract the projective representation described in Ref. [55]
is not applicable.

C. Stability against weak-string-order defects

We have seen that adding L̃C results in the destruc-
tion of the nontrivial SPT order. The instability of the
SPT order as a steady state might be expected for the
following reason. Recall that, in the dual picture, we can
understand the establishment of the strong-string order
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Phase AI AII BII CS
I CS

II CW
II C̃S

I C̃S
II C̃W

II

ZS
2 × ZW

2 trivial SPT 0 0 0 0 0 0 + + +

ZS
2 × ZW

2 SPT 0 0 0 + + + 0 0 0

ZW
2 × ZW

2 SSB 0 0 + 0 0 + 0 0 +

Z1 × ZW
2 SSB + + + 0 0 + 0 0 +

TABLE III. Summary of the ZS
2 ×ZW

2 -symmetric phases dis-
cussed in this paper, along with the values of the correlators
in each of the phases. The “+” sign indicates that the corre-
lator saturates to a nonzero value in a given phase, while the
“0” indicates that the correlator is zero. The correlators to
the left of the dividing line are connected correlators which
diagnose SSB, while the correlators to the right of the line are
string order parameters which together form the “pattern of
zeros” diagnosing SPT order.

by the reaction-diffusion process. That is, it would take
Ω(N2) time to annihilate the strong-string order defects
(namely, the local configurations of Zj−1XjZj+1 = −1
for even j). Therefore, we expect that, if there is a term
in the Lindbladian effectively introducing the strong-
string order defects at a constant rate, then the strong-
string order in the steady-state will be destroyed. Indeed,
we see that the jump operator L̃2j [defined in Eq. (27)]
effectively introduces the strong-string order defects. We
note that a recent work [18] proposed to alleviate the
above instability by heralding the strong-string defects.
However, the unexpected and surprising result of our
work is that the destruction of the nontrivial SPT or-
der leads to strong-to-weak symmetry breaking, instead
of going to a trivial mixed-state SPT phase.

On the other hand, we ask if the steady-state mixed-
state SPT order can be stable against weak-string-order
defects. To answer this question, we examine the Lind-
bladian L(λ0, λ1, λ2) in Eq. (37) with the parameters on
the purple line of Fig. 4. This can be parameterized as
L(λ0, λ0, 0) for λ0 ∈ [0, 1], corresponding to the perturba-
tions consisting of jump operators L̃0,j on even j and L̃1,j

on odd j, with an equal perturbation strength λ0 = λ1.
For λ0 = 0, the steady state is ρC given in Eq. (3). The
jump operators L̃0,j with j ∈ even and L̃1,j with j ∈ odd
introduce domain wall defects on the odd sites, so we ex-
pect that the strong-string order parameters CS

I,nm and
CS

II,nm will remain unity in the perturbed steady states,
and the weak-string order parameter CW

II,nm will change.
As shown in Fig. 5, CW

II,nm remains a nonzero constant
for all values of λ0 ∈ [0, 1], where the calculation is done
for a system of 2N = 400 qubits with the steady state of
L(λ0, λ0, 0) in the sket = sbra = w = +1 symmetry sec-
tor. We fix n = 182 and vary m ∈ {184, 186, . . . , 202},
finding that CW

II,nm is independent of |m − n| for all
λ0 ∈ [0, 1].

For λ0 ∈ [0, 1), we also calculate the nontrivial strong-
string order parameters CS

I,nm and CS
II,nm, finding that

they are one for all λ0 ∈ [0, 1) and for all string lengths
as expected. The trivial strong-string correlators C̃S

I,nm

FIG. 5. The weak-string order parameter CW
II,nm for the

steady state of Lindbladian L(λ0, λ0, 0) [Eq. (37)]. While
not shown in the figure, the strong-string order parameters
CS

I,nm = CS
II,nm = 1. Therefore the steady state exhibits non-

trivial mixed-state SPT.

and C̃S
II,nm decay exponentially to zero while C̃W

II,nm = 0

for all |m − n| and λ0 ∈ [0, 1). This pattern of string
order parameters matches with the nontrivial mixed-
state SPT as summarized in Table III. We also find that
AI,nm = AII,nm = BII,nm = 0, indicating that there is no
SSB. Thus we find that the mixed-state SPT is stable to
perturbations which introduce only weak-string defects.

We comment that L(λ0, λ0, 0) with λ0 = 1 is a patho-
logical point, since the steady-state degeneracy is expo-
nential isN . We left such pathological cases as undefined,
labeled with open circles in the phase diagram Fig. 4.

D. Exactly solvable perturbations

As discussed in Section III C, the dynamics generated
by the unperturbed Lindbladian L̃C in the CZ dual pic-
ture [c.f. Eq. (27)] can be decomposed into population
dynamics (namely, the diagonal part of the density ma-
trix in the X2j eigenbasis) on the even sites, the effect
of which can be mapped to a non-Hermitian free fermion
Hamiltonian, as well as dephasing on all the odd sites.
This motivates the possibility of considering the pertur-
bations which are exactly solvable via such a free fermion
mapping, potentially furthering our understanding of the
instability of the steady-state mixed-state SPT toward
the SW-SSB.

As we now show, the free fermion mapping also works
for a large class of dissipative perturbations to L̃C , which
can be solved exactly and analytically under periodic
boundary conditions. Here, we discuss the manifestation
of the SW-SSB, making use of the free fermion analyti-
cal solution of the perturbed Lindbladian in those cases.
More specifically, we show that, for all perturbing dissipa-
tors that can be mapped to a free fermion model via the
prescription described in Section III C, the steady state
either stays invariant under the perturbation or leads to
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a SW-SSB.
Before discussing the mapping of perturbative dissi-

pators to free fermion models, we first note that there
exist a large group of dissipators that preserve the strong
symmetry and do not affect the steady state of L̃C . More
concretely, from the steady state in Eq. (26), we see that
any perturbative dissipator whose jump operator L̃pert,2j
only involves a product of X2j on the even sites would
not change the steady state. We can write such perturbed
Lindbladian explicitly as L̃′C = L̃C+γX,{nℓ,j}D[L̃X,{nℓ,j}],
with the jump operators L̃X,{nℓ,j} given by

L̃X,{nℓ,j} =
∏
ℓ

X
nℓ,j

2ℓ , (38)

where nℓ,j are parameters characterizing the perturba-
tion that take values nℓ,j = 0 or 1. The jump operator
L̃2,j = Xj in Eq. (27) provides an example, although
there are many more. Furthermore, it is also straight-
forward to show that, if the jump operator of the per-
turbation can be written as L̃′j =

∏
ℓX

nℓ,j

2ℓ +Mj for any
operator Mj , then the actions of L̃pert,j and Mj within
the population sector (with respect to the X2j eigenba-
sis) are fully equivalent. We thus focus on jump operators
that explicitly involve other Pauli operators.

We now consider possible dissipative perturbations
that can be mapped to a free fermion non-Hermitian
Hamiltonian under the correspondence ρ → |ρ) :=∑

σ ρ(σ)|σ) in Section III C. In this case, it is straight-
forward to see that the jump operator can involve at
most two spin operators acting on nearest neighbors. One
can thus use this constraint along with the symmetry re-
quirement to show that any jump operator that could be
mapped to a free fermion Hamiltonian [after performing
the Jordan-Wigner transformation in the space spanned
by |ρ)] should take the following form:

L̃pert,2j = (Z2j + αjY2j)(Z2j+2 + βjY2j+2), (39)

which ensures that L̃pert,2jρL̃
†
pert,2j corresponds to a

quadratic fermion Hamiltonian in the |ρ) space. More-
over, we require the remaining term of the dissipator
1
2{L̃

†
pert,2jL̃pert,2j , ρ} to also map to a free fermion Hamil-

tonian, which means that L̃†pert,2jL̃pert,2j = (1 + |αj |2 +
ImαjX2j)(1 + |βj |2 + ImβjX2j+2) cannot involve a non-
trivial contribution from X2jX2j+2. We thus prove that
any perturbation dissipator that can be mapped to free
fermion dynamics should have a jump operator of follow-
ing form

L̃pert,2j =Z2jZ2j+2(1 + αjX2j)

or Z2jZ2j+2(1 + βjX2j+2), (40)

where αj or βj are arbitrary complex coefficients.
As shown in Appendix G, the effect of perturbation

generated by Eq. (40) on the steady state can always be
rewritten as a rescaling of the unperturbed Lindbladian

as well as a simpler perturbation L̃ZZ,2j = Z2j−2Z2j .
Note that, for perturbations with the specific jump op-
erators L̃ZZ,2j = Z2j−2Z2j , the dual CZ circuit does not
change the form of the jump operator, so that we have

L̃′C = L̃C + γZZ,2jD[L̃ZZ,2j ]

⇔L′C = LC + γZZ,2jD[Z2j−2Z2j ], (41)

where the unperturbed Lindbladian LC without the dual
CZ circuit is given by Eq. (22). As such, it suffices to
only consider the perturbation LZZ,2j = Z2j−2Z2j and
its effect on the steady-state mixed-state SPT order. In-
triguingly, as far as the strong-symmetry string order cor-
relators are concerned, the effect of this perturbation (in
the original frame without the CZ circuit) is equivalent to
adding a perturbation with the jump operator replaced
by L2,2j−1 = Z2j−2X2j−1Z2j [see Eq. (23)].

When the aforementioned perturbation preserves
translational invariance, i.e. when γZZ,2j = γZZ , we can
solve the free fermion non-Hermitian Hamiltonian ana-
lytically. The perturbed Lindbladian can be written as

L̃′C = L̃C + γZZD[L̃ZZ,2j ]. (42)

In this case, we can explicitly compute the Rényi-2
strong-string order parameter CS

II,nm, as well as the con-
nected correlator BII,nm in the perturbed state as

CS
II,nm = ⟨⟨SSnm ⊗ 1⟩⟩ρ =

(
1

1 + 2γZZ

)|m−n|
, (43)

BII,nm = 1− 1

(1 + 2γZZ)2
. (44)

We thus see that any free-fermion-type perturbation of
the form given in Eq. (40) will lead to an exponentially
decaying strong-string order parameter, as well as a finite
connected correlator, signaling a strong-to-weak SSB in
the perturbed Lindbladian steady state. We conjecture
that strong-to-weak SSB is a generic feature of Lindbla-
dian steady states under weak local perturbations (that
have a nontrivial impact on the steady state).

We would like to point out that the exactly solvable
mapping only applies to certain types of perturbations.
For a more general type of perturbations, we refer to
Appendix H, where we discuss generic perturbation the-
ory which can capture the physics at small perturbation
strengths.

V. CLIFFORD CIRCUIT REALIZATION

So far, we have discussed the steady states of a dy-
namical open system modeled by a Lindbladian. While
there are numerous methods to simulate Lindbladian dy-
namics on a quantum computer or a quantum simula-
tor [62–64], here we propose to replicate the essential
physics via a local quantum channel instead of trying
to simulate the Lindbladian. Furthermore, we construct
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a quantum channel that can be realized using Clifford
gates, Pauli measurements and feedback, allowing us to
simulate the quantum dynamics efficiently on a classical
computer. It is straightforward to add operations such
that the dynamics is no longer efficiently simulable on
a classical computer. We note that all Clifford simula-
tions performed in this work were done using the Python
package stim [65].

Recall that the parent Lindbladian LC consists of the
jump operators that stabilize the domain-wall configura-
tions (L0,2j), decohere them (L1,2j−1), and make their
probabilities uniform (L2,2j−1). These actions can be re-
alized by the quantum channel that we now describe.

To stabilize the domain-wall configuration, we use the
following measurements and feedback. If j is even, we
measure Zj−1XjZj+1; if the measurement outcome is
−1, we apply the unitary Xj+1. This can be written
as a quantum channel with the following Kraus repre-
sentation:

E2j(ρ) =
∑
µ=±

Kµ,2jρK
†
µ,2j , (45)

where K+,2j = 1
2 (1 + Z2j−1X2jZ2j+1), K−,2j =

1
2X2j+1(1− Z2j−1X2jZ2j+1), and j ∈ {1, 2, . . . , N}.

The action of L1,2j−1 and L2,2j−1 can be mimicked by
the following action. If j is odd, we measure Zj and then
apply the unitary Zj−1XjZj+1 regardless of the measure-
ment outcome, resulting in the quantum channel with a
Kraus representation

E2j−1(ρ) =
∑
µ=±

Kµ,2j−1ρK
†
µ,2j−1 , (46)

where K±,2j−1 = Z2j−2X2j−1Z2j
1
2 (1 ± Z2j−1) for j ∈

{1, 2, . . . , N}. Note that this channel can also be realized
by the following action without a measurement, where
we apply the unitary Z2j−2X2j−1Z2j or Z2j−2Y2j−1Z2j

with an equal probability when j ∈ {1, 2, · · · , N}.
With the above building blocks, we consider the fol-

lowing channel:

E =
1

2N

N∑
j=1

(E2j−1 + E2j) , (47)

and we consider the steady states of Et (i.e. E applied t
times) when the number of steps t→∞. Note that E has
the desired ZS

2 × ZW
2 symmetry. The channel E can be

realized by the following procedure. For each step, pick
a site j from 1, 2, . . . , 2N with an equal probability and
implement the aforementioned protocol corresponding to
Ej depending on j being even or odd. Et corresponds to
repeating the above procedure t times, which is also the
unit of the time step we use.

A. Mixing time

The first quantity we examine is the mixing time of
the (unperturbed) quantum channel E . As one can easily
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FIG. 6. (a) Growth of the string correlator CS
I,nm as a function

of the time step t for string length |m − n| = 28. The initial
state is |+⟩⊗2N while the state approaches ρC as t → ∞.
Legend indicates the total system sizes 2N . (b) A log-log
plot of the mixing time (time taken for CS

I,nm to grow to
η = 0.95) as a function of the number of qubits 2N for various
string lengths. The legend indicates the length of the string
|m−n|, and the black dashed line has a slope of two described
by time ∝ N2. We see that the curves for all the shown
string lengths approach a line parallel to the black dashed
line asymptotically.

verify, ρC is a steady state of Et=∞ in the (sbra, sket, w) =
(+1,+1,+1) sector, whose strong-string order parameter
satisfies CS

I,nm = 1. The mixing time is the time that it
takes for the channel E to take any initial state to the
steady state ρC . We instead use the following measure
as a proxy for the mixing time. We start with a initial
pure state |ψ0⟩ =

⊗2N
j=1 |+⟩j in which CS

I,nm = 0. The re-
peated application of the channel E will make CS

I,nm grow
from 0 to 1. For a given threshold η that is close to 1, we
define the (proxy) mixing time to be the time (number of
steps) that it takes for CS

I,nm to grow from 0 to η. Picking
η = 0.95, in Fig. 6a, we plot CS

I,nm as a function of time
for system sizes ranging from 2N = 60 to 2N = 330 and
for the end points of the string being at n = 2⌊N2 ⌋ − 21

and m = 2⌊N2 ⌋ + 7, so |m − n| = 28. In Fig. 6b, we
plot the mixing time as a function of system size for var-
ious string lengths. We fix n = 2⌊N2 ⌋ − 21 and vary
m to obtain strings of different lengths. For each sys-
tem size and string length, we average over 5000 samples
and consider open boundary conditions. We find that
the mixing time is approximately ∼ N2 asymptotically,
which can be understood by thinking of the distance be-
tween the defects effectively undergoing a random walk
in 1d. Namely, each local channel element has a proba-
bility to pick a defect and move it to the right along the
chain. For a pair of defects, the distance between them
shrinks or grows depending on which defect is picked to
move to the right. To approach the steady state ρC , the
defects need to pair up and annihilate, where the defects
can be separated by a distance of order N at late times.
Because the standard deviation of the distance of a ran-
dom walk scales as the square root of time, we expect it
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FIG. 7. The string correlator CI,nm as a function of |m−n| for
a closed chain of 100 qubits. The legend shows the values of λ.
For 0 < λ < 1, its exponential decay to zero indicates that the
steady state does not have the mixed-state SPT order. The
error bars indicate the standard error in the string correlator
in our numerics. The large error bars around CS

I,nm ≲ 10−4

are due to the finite number of samples used in our Clifford
simulation.

to take time ∼ N2 to annihilate all defects on average.
The ∼ N2 mixing time indeed is one of the features of
the parent Lindbladian we discussed in Section III C,
despite the fact that the Lindbladian and the quantum
channel with open boundary conditions are gapped.

B. Steady state of perturbed quantum channels

Recall that we studied the steady-state properties of
the interpolated Lindbladian Lλ = (1 − λ)LC + λL̃C for
λ ∈ [0, 1], where L̃C is the parent Lindbladian of the
trivial SPT state ρ̃C obtained via the UCZ conjugation.
Here we also consider a similar interpolation achieved by
the following channel:

Eλ = (1− λ)E + λẼ , (48)

where Ẽ is the quantum channel of E conjugated by UCZ.
Since UCZXjUCZ = Zj−1XjZj and UCZ commutes with
Zj , we can infer the actions of Ẽj in Ẽ and the imple-
mentation protocol accordingly. More specifically, the
quantum channel Eλ corresponds applying E or Ẽ with
a probability (1 − λ) and λ, respectively, at each step.
If we need to apply Ẽ , then we just need to follow the
procedure outlined for E but replacing all Zj−1XjZj by
Xj and vice versa. We again are interested in the steady
state of (Eλ)t when t→∞, which can again be efficiently
simulated on a classical computer using Clifford simula-
tion.

We examine various correlators of the steady state of
the perturbed channel Eλ to determine its phase. First,
we examine its ZS

2 × ZW
2 mixed-state SPT order via the

string order parameters. We plot CS
I,nm in Fig. 7 for a sys-

tem of 2N = 100 qubits with open boundary conditions

0 2 4 6 8 10 12
|m− n|

0.00

0.25

0.50

0.75

1.00

B
II
,n
m

λ

0.0

0.1

0.3

1.0

FIG. 8. The Réyni-2 correlator BII,nm of the steady states
of Eλ for various λ and system size 2N = 14. The legend
indicates the perturbation strength λ. The nonzero value of
BII,nm, together with AI,nm = AII,nm = 0, indicates that the
steady state exhibits SW-SSB. Note that the error bars of the
data are within the size of the symbols, and the λ = 1.0 data
points are on top of the λ = 0.0 data points.

for n = 11 and various m, where the data is obtained
by averaging over 9900 samples for each string length
and each λ. Here each sample is calculated by averaging
the value of CS

I,nm in the stabilizer state for 2.4 × 106

time steps after the steady state has been reached. We
find that the string correlator CS

I,nm decays exponentially
with the string length for λ ̸= 0, indicating that the
steady state does not possess nontrivial mixed-state SPT
order. This is again similar to the interpolated Lindbla-
dian we studied in Section IV.

As discussed previously, we expect that the destruction
of the ZS

2 × ZW
2 mixed-state SPT order comes from the

strong symmetry ZS
2 being spontaneously broken. While

not shown in the figures, we confirm this by calculating
the AI,nm correlator, finding that it is exactly zero for all
λ.

To see if the strong symmetry is broken down to
the weak symmetry, we need to calculate the BII,nm
correlator. To this end, we need to calculate the pu-
rity Tr(ρ2) for the denominator and Tr(ρZnZmρZnZm)
for the numerator. Since the Clifford simulation gen-
erates ρ =

∑
i pi|ψi⟩⟨ψi| by sampling a stabilizer state

|ψi⟩ with probability pi, we can calculate the purity
as Tr(ρ2) =

∑
i,j pipj |⟨ψi|ψj⟩|2 by averaging |⟨ψi|ψj⟩|2

over realizations of two-copies of ρ. Likewise, quanti-
ties like Tr(ρAρB) =

∑
i,j pipj⟨ψi|A|ψj⟩⟨ψj |B|ψi⟩ can be

calculated by averaging ⟨ψi|A|ψj⟩⟨ψj |B|ψi⟩ over realiza-
tions of two copies of ρ. The quantities |⟨ψi|ψj⟩|2 and
⟨ψi|A|ψj⟩⟨ψj |B|ψi⟩ can be calculated efficiently if |ψi⟩ is
a stabilizer state and A, B are Pauli operators. This is
shown in Appendix I, and we outline the algorithm in
Algorithm 1.

However, notice that, for the decohered cluster state
ρC , its purity is Tr(ρ2) = 2−N . This indicates that, in
order to obtain a fixed multiplicative accuracy for the pu-
rity, one needs the number of samples growing exponen-
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FIG. 9. (a) The destruction of the mixed-state SPT order
probed by CS

I,nm as a function of t under the perturbed chan-
nel Eλ with the initial state ρC . We take λ to be 0.1 and keep
the string length fixed at |m− n| = 38. The legend indicates
the total system size 2N . The exponential decay of CS

I,nm en-
ables us to extract the time scale via a linear fit to lnCS

I,nm.
(b) The extracted decay time for various system sizes 2N . We
observe that the decay time scales roughly linearly in system
size N .

tially in N . We expect this would also generally be the
case for quantities like Tr(ρAρB) and for steady states at
nonzero λ. Therefore, we only compute BII,nm for small
sizes 2N .

Fig. 8 shows a plot of the BII,nm correlator for a closed
chain of 14 qubits. For each λ and value of |m−n| in the
plot, we average over between 2 × 105 and 106 samples.
We find that BII,nm is nonzero for 0 < λ < 1. While not
shown in the figures, we also calculate AII,nm and find
that AII,nm = 0 exactly. This indicates that the steady
state ρλ for 0 < λ < 1 indeed has SW-SSB.

C. Decay time

We have seen in Section VA that the time scale for a
trivial state to reach the nontrivial mixed-state SPT state
ρC scales as ∼ N2 in system size. It is therefore inter-
esting to examine the time scale for ρC to reach the SW-
SSB steady state under the perturbed quantum channel,
and we characterize this “decay time” via the string or-
der parameter CS

I,nm. As shown in Fig. 9a, CS
I,nm starts

at one in ρC and decays exponentially with time t. The
exponential-decay form allows us to extract the decay
time scale by a linear fit of lnCS

I,nm. In Fig. 9b, we plot
this decay time for a string of length |m − n| = 38 and
λ = 0.1 as a function of system size. Intriguingly, we
numerically observe that the decay time scales almost
linearly in N . It would be interesting to find a simple
explanation for this behavior.

D. Trajectory dynamics

The density matrix at each time step of the channel can
be understood as an average over various trajectories,
corresponding to different probabilistic outcomes up to
that point in the channel’s history. Each of these trajec-
tories exhibits the reaction-diffusion dynamics discussed
in Section III C. In order to understand the trajectories
of the perturbed channel Eλ, we plot the dynamics of de-
fects on even sites. Specifically, we simulate Eλ, and at
each time step we compute the expectation value of Xi

for each even site i. When the expectation value is −1
(denoting in black in Fig. 10), we say that site i has a
defect. The dynamics are such that defects are created
and destroyed in pairs. We also plot the defect density—
the number of defects divided by 2N—as a function of
depth.

As we see in the upper panel of Fig. 10, defects are cre-
ated in pairs and propagate probabilistically in a single
direction, namely toward the higher numbered sites. Two
defects can annihilate if they meet one another, otherwise
they continue to propagate. These dynamics result in a
nonzero average density of defects at long times, as can
be seen in the lower panel of Fig. 10. The instability
of the mixed-state SPT order can be understood as this
average density of defects remaining finite for arbitrarily
small values of 1− λ, which results in the destruction of
the string order.

VI. DISCUSSION

Focusing on the decohered cluster state, we exam-
ined some of its characteristics as a mixed-state SPT
order, including the bulk-edge correspondence, non-
trivial string order, and the corresponding edge states
via the matrix-product density operators representation.
We then constructed a parent Lindbladian that hosts
the decohered cluster state as one of several steady
states. Through DMRG and mappings to exactly solv-
able reaction-diffusion dynamics, we found that the
steady-state mixed-state SPT order is unstable to arbi-
trary small symmetric perturbations, a stark difference
from the pure state case. The instability is character-
ized by the onset of strong-to-weak spontaneous sym-
metry breaking, which has no counterpart in pure state
physics. Based on the dual perspective provided by UCZ
conjugation, we were able to interpret the destruction of
SPT order as a consequence of the proliferation of strong-
string-order defects. On the other hand, we found that
SPT order is robust against perturbations that gener-
ate only weak-string-order defects. We further designed
a quantum channel that reproduces the key features of
the interpolated Lindbladian we studied. This channel
can be efficiently simulated using only Clifford gates,
Pauli measurements, and feedback. Using this method
to measure observables, we found qualitative agreement
with aforementioned results measured in the Lindbladian
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the depth of the channel Eλ with λ = 0.99 and with periodic
boundary conditions on 2N = 500 qubits. Black on an even
site i denotes an Xi expectation value of −1.

framework via DMRG. In addition, the quantum channel
simulation confirms our expectation of the mixing time
scaling while also giving us an intriguing decay time re-
sult.

Using the decohered cluster state as a test case, we es-
tablished the instability of the steady-state mixed-state
SPT phase in 1d and of its associated steady-state de-
generacy. In particular, the instability comes about due
to proliferation of point-like defects-pairs in 1d. These
point-like defects must propagate a distance extensive
in the system size to meet another defect and annihi-
late with it. With a restriction to local Lindbladians, or
without the global information of the defect locations, the
best one can do to annihilate such defects is to make them
wander randomly. As pointed out in a recent work [18],
one way to alleviate this is by making the defect heralded.
We expect that the instability due to such point-like de-
fect proliferation is generic for mixed-state SPT order in
1d.

On the other hand, in 2d, the defects can be line-
like rather than point-like. In this case, defect loops
can annihilate by contracting to a point rather than
fusing with one another, the time-scale for which is no
longer extensive in system size. We therefore expect that
higher dimensional generalizations of the decohered clus-
ter state—and perhaps steady-state SPT order and the
corresponding steady-state degeneracy more generally—

may be more stable to local symmetric perturbations.
Another direction that warrants further study is the

generalization of the physics we discussed to bosonic sys-
tems. For example, the spontaneous strong symmetry
breaking down to nothing has been generalized to bosonic
open quantum systems, leading to a degenerate steady-
state manifold [13]. While we do not expect that the
SW-SSB would lead to additional degeneracy other than
the ones guaranteed by the strong symmetry, it is still
worth investigating if such a phenomenon can be realized
in a bosonic system, or even by Gaussian states, which
can be readily realized by linear optics.

Our work provides a concrete example that helps pave
the way for classifying steady-state phases via their par-
ent Lindbladians [14] instead of the density matrices
themselves. One may have thought that adding local
symmetric perturbations to the parent Lindbladian can-
not lead to any instability. However, we have provided a
wide class of examples where this is not the case. It there-
fore remains an open question of how to construct all po-
tential symmetric perturbations under which the steady-
state phases are guaranteed to be stable. Another nat-
ural extension of our work is to investigate steady-state
phases of other types, including the cases of mixed-state
phases of intrinsic topological orders or with symmetry
enriched intrinsic topological orders [31–33].
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Appendix A: A Lindbladian definition of mixed state phases

In this appendix, we show that ρC is also a nontrivial SPT state according to the “fast-driving Lindbladian”
definitions of Refs. [8, 37], complementing the finite-depth quantum channel result obtained in Refs. [15, 16]. In Coser
and Pérez-García [8], two mixed states are defined to be in the same phase if there are local Lindbladian evolutions
which can rapidly bring the two states close to each other. While Ref. [8] essentially implies that all the mixed states
are in the “trivial” phase in 1d if the symmetry of the Lindbladian evolution is weak, de Groot et al. [37] demonstrate
that one can have nontrivial SPT states by requiring that the Lindbladian evolution respects the strong symmetry of
the system. Below, we review the definition of two states being in the same phase according to Refs. [8, 37].
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Definition 1 (Fast Driving). Given two states ρ0 and ρ1, we say that ρ1 can be driven fast to ρ0 if there exists a
local time-independent Lindbladian L0 such that∥∥eL0t(ρ0)− ρ1

∥∥
1
≤ poly(N)e−γt

for some time t ≳ polylog(N), where γ = O(1) and the trace distance ∥X∥1 := Tr[
√
X†X]. We denote it as ρ0

L0−−→ ρ1

Definition 2 (Lindbladian Phase of Matter). We say that ρ0 and ρ1 are in the same phase if there exist local
symmetric time-independent Lindbladians L0 and L1 such that ρ0

L0−−→ ρ1 and ρ1
L1−−→ ρ0.

The intuition behind this definition is that, if one state can be reached by a log(N)-time evolution from another state,
then the long-range correlations in the two states must be similar. Furthermore, this rapid mixing condition implies
stability of local observables to local perturbations in the Lindbladian terms when away from the boundaries of the
phase [49, 50]. Moreover, it is a natural and physically motivated generalization of the Hamiltonian definition of phases
to open systems. Indeed, Coser and Pérez-García demonstrate that this Lindbladian definition encompasses that
standard gapped-Hamiltonian phase of matter. Furthermore, it can be shown that it encompasses high-temperature
thermal phases using the Lindbladian of Chen et al. [66, 67], and this even applies to families of states that are
classically intractable to prepare [68, 69].

Compared to previous works using this definition [8, 50], we have removed the auxiliary system as it is not required
for this work. However, anything that satisfies this more restricted definition of phase must also satisfy the definition
of phase in Ref. [8]. We also note recent work in Ref. [70] where it has been shown that this Lindbladian definition
implies that two states are in the same phase if one can smoothly move between fixed points without the “correlation
length” for the mutual information diverging. Here by “correlation length”, we mean the length scale over which the
mutual information decays exponentially.

Here we demonstrate that the decohered cluster state ρC cannot be in the trivial phase by the Coser and Pérez-
García as per Defs. 1 and 2 if the Lindbladian respects a ZS

2 × ZW
2 symmetry. To prove this, we first realize that

any state evolving under a local Lindbladian has an associated speed limit on the speed of information propagation,
known as the Lieb-Robinson velocity [52].

More formally, consider a local observable OA, supported only on a region A. Let A(r) be an area of distance r
around A, and let LA(r) be the Lindbladian restricted to only terms that are in A(r). Assuming the Lindbladian is a
sum of local terms L =

∑
j Lj and the strength of each local term is bounded as maxj ∥Lj∥ ≤ J , we have

∥∥∥eL†t(OA)− eL
†
A(r)

t
(OA)

∥∥∥ ≤ ∥OA∥|A|J
evt−µr

v
(A1)

for constants v, µ = O(1) from Ref. [49, Lemma 5.5] or Ref. [52]. In the case that the Lindbladian acts trivially on
parts of OA, we replace |A| on the right-hand side with the size of the region which L acts nontrivially on OA i.e. A
is now the set of sites where Li(OA) ̸= 0 ∀i. Using this, we are able to prove the following theorem.

Theorem 1. Under the Coser & Pérez-García definition of phase of matter, as per Definitions 1 and 2, any state ρ
for which ⟨Sg⟩ = Tr[ρSg] = Ω(1) is not in the trivial phase, where

Sg = O(L)
α ⊗

(∏
i∈M

U (i)
g

)
⊗O(R)

α , (A2)

for |L−R| = Ω(N), and M denotes the set of sites between L and R.

Proof. Note that, since the Lindbladian commutes with the strong symmetry
∏

i U
(i)
g , the string part of the order

parameter remains invariant under the Lindbladian evolution because the bulk of the string is made of symmetry
operators U (i)

g . The Lindbladian is therefore only acting nontrivially on the end parts of Sg. Denote L(r) and R(r)
to be the regions within a distance r of the end points L,R, respectively. Applying Eq. (A1) we get∥∥∥eL†t(Sg)− e(L

†
L(r)

+L†
R(r)

)t
(Sg)

∥∥∥ = O(evt−µr). (A3)

We note that, although Sg acts over an O(N) area, due to the symmetry condition, it only acts nontrivially on an
O(1) area, hence |A| = O(1).

We now consider the expectation value of the string order parameter on any state in the trivial phase. By the Coser
& Pérez-García definition of phase, we can write any state in the trivial phase as ρ = etL(ρtriv) for an appropriate
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Lindbladian, where ρtriv is a reference product state in the trivial phase and t = O(log(N)). Now consider

Tr
[
eLt(ρtriv)Sg

]
=Tr

[
ρtrive

L†t(Sg)
]

≤Tr
[
ρtrive

(L†
L(r)

+L†
R(r)

)t
(Sg)

]
+O(evt−µr),

(A4)

where we have applied Eq. (A3) to reach the second line.
Since t = O(log(N)), we can choose a localized Lindbladian which contains the Lieb-Robinson light-cone by choosing

r = c|L − R| for c < 1/2. Since we have assumed |L − R| = Ω(N), we see that O(evt−µr) = O(e−µ
′N ) for some

constant µ′. Thus we can write

Tr
[
eLt(ρtriv)Sg

]
≤ Tr

[
ρtrive

(L†
L(r)

+L†
R(r)

)t
(Sg)

]
+O(e−µ

′N )

= Tr
[
TrL(r)[ρtriv]e

L†
L(r)(Sg)TrLc(r)[ρtriv]e

L†
R(r)

t
(Sg)

]
+O(e−µ

′N )

= Tr
[
TrL(r)[ρtriv]e

L†
L(r)(Sg)

]
Tr
[
TrLc(r)[ρtriv]e

L†
R(r)

t
(Sg)

]
+O(e−µ

′N ).

To reach the second line, we have split the product state into a part supported on L(r) and its complement, and we
have used that L†L(r) and L†R(r) have disjoint supports, hence e(L

†
L(r)

+L†
R(r)

)t
= e
L†

L(r)
t
e
L†

R(r)
t. Since the Lindbladian

preserves the symmetry operator, we see that the endpoint operators have the same charge as in the non-time-evolved
case, hence we can write

Tr
[
TrL(r)[ρtriv]e

L†
L(r)(Sg)

]
Tr
[
TrLc(r)[ρtriv]e

L†
R(r)

t
(Sg)

]
= 0

and thus

Tr
[
eLt(ρtriv)Sg

]
=O(e−µ

′N ).

The immediate consequence is that, for any state in the trivial phase, it cannot be the case that ⟨Sg⟩ = Ω(1) as N
increases.

Appendix B: Fast destruction of strong-string order

In this appendix, we show the fast destruction of the strong-string order Sn,m = ZnXn+1 · · ·Xm−1Zm for odd n
and m as defined in the main text in Eq. (16). The destruction of the strong-string order can be achieved by a trace
channel E =

∏
j∈odd Tj where Tj(ρ) := Trj [ρ]

1j

2 . It is easy to check that E indeed satisfies the ZS
2 × ZW

2 symmetry
and is of depth one.

Assume ρ is a nontrivial SPT state and denote σ = E(ρ). We would like to calculate ⟨Sn,m⟩σ = Tr[Sn,mσ] =
Tr[E†(Sn,m)ρ]. It is easy to check that T †j (O) = Trj(O)

1j

2 , so we have E†(Sn,m) = S̃nm/4 where S̃nm is the trivial
string operator defined in Eq. (21) and the paragraph succeeding it. We therefore see that ⟨Sn,m⟩σ = ⟨S̃n,m⟩ρ/4 = 0,
indicating that the strong-string order is being destroyed via a depth-one symmetric quantum channel.

This result can also be generalized to the Lindbladian case. Consider the following trace Lindbladian: LT :=∑
j∈odd(Tj − 1j). Note that

eLt =
∏

j∈odd

[Tj − e−t(Tj − 1j)] =
∏

j∈odd

[(1− e−t)Tj + e−t1j)] =
∑
Λ

e−(N−|Λ|)t(1− e−t)|Λ|TΛ , (B1)

where Λ denotes all the possible sets of j, |Λ| is the number of sites in the set Λ, and TΛ is the trace channel on the
set Λ. Note that limt→∞ eLt(ρ) = E(ρ) := σ. We have

∥eLt(ρ)− σ∥1 ≤
N−1∑
n=0

(
N

n

)
e−(N−n)t(1− e−t)n∥TΛ(ρ)∥1

= (e−t + 1− e−t)N − (1− e−t)N = 1− (1− e−t)N ≤ Ne−t +O(N2e−2t) . (B2)

Therefore, for a time t ≳ α logN , ∥eLt(ρ)− σ∥1 = O(N1−α). This implies that a nontrivial state ρ can be driven fast
to a trivial state σ when α > 1. We therefore conclude that the mixed-state SPT order is hard to build but easy to
destroy.
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Appendix C: String order of ρ−

In this appendix, we will show that ρ− has nontrivial string order under the same string order parameters as ρC .
First recall that we may express ρ− in the vectorized picture as

ρ− =
1

N

∑
k even

. . . . . .

Z

k
. (C1)

Next, observe that

Tr[ρ−ρ
†
−] =

1

N2

∑
k,k′

even
. . .

. . .

. . .

. . .

. . .

. . .

Z

k

Z

k′

∆

, (C2)

where we have defined ∆ = k′−k
2 mod N to be the distance between k and k′ within the even sublattice. Notice that

each term in the summand depends only on ∆ due to translational invariance. Defining the tensor diagram appearing
in Eq. (C2) to be O∆, we have

Tr[ρ−ρ
†
−] =

1

N2

∑
k,k′

even

O∆

=
1

N

N−1∑
∆=0

O∆,

(C3)

where we have replaced the sum over k and k′ with a sum over ∆ and a multiplicity factor of N which accounts for
the different possible endpoints separated by ∆ sites.

Now, consider the numerator of the two-copy expectation value of the strong-string SSnm:

Tr[ρ−SSnmρ†−] =
1

N2

∑
k,k′

even
. . .

. . .

. . .

. . .

. . .

. . .

Z

k

Z

k′

XXXZ Z

n m

=
1

N2

∑
k,k′

even

(−1)s(k)
. . .

. . .

. . .

. . .

. . .

. . .

Z

k

Z

k′

XXXZ Z

n m

=
1

N2

∑
k,k′

even

(−1)s(k)O∆,

(C4)

where we have defined s(k) to be 1 if n ≤ k ≤ m and 0 otherwise and used the fact that SSnmρC = ρC . This sum
is nearly the same as that appearing in Eq. (C3), but some terms now appear with a minus sign. For a particular
choice of ∆, there will be |m− n| terms for which k lies between n and m and therefore for which s(k) = 1. We can
therefore write

Tr[ρ−SSnmρ†−] =
1

N2

N−1∑
∆=0

(N − |m− n|)O∆ − |m− n|O∆

=
N − 2|m− n|

N2

N−1∑
∆=0

O∆.

(C5)
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Combining Eq. (C3) and Eq. (C5), we find

Tr[ρ−SSnmρ†−]
Tr[ρ−ρ

†
−]

=

[
N − 2|m− n|

N2

N−1∑
∆=0

O∆

][
1

N

N−1∑
∆=0

O∆

]−1

=
N − 2|m− n|

N
→ 1 as N →∞.

(C6)

We can perform a similar calculation of the two-copy expectation value of the weak-string order parameter. Consider

Tr[ρ−SWnmρ†−] =
1

N2

∑
k,k′

even
. . .

. . .

. . .

. . .

. . .

. . .

Z

k

Z

k′

XXZ X Z

n m

=
1

N2

∑
k,k′

even

O∆

= Tr[ρ−ρ
†
−],

(C7)

so that

Tr[ρ−SWnmρ†−]
Tr[ρ−ρ

†
−]

= 1. (C8)

We can also calculate the expectation value of the 1-copy string order parameters. Again, using vectorized tensor
network notation for the density matrix, we have

Tr[ρ−SSnm] =
1

N

∑
k even

. . . . . . . . .

Z
Z

k

XXX Z

n m

=
1

N

∑
k even

(−1)s(k)
. . . . . . . . .

Z

k

=
1

N

∑
k even

(−1)s(k)

=
N − 2|m− n|

N
→ 1 as N →∞,

(C9)

where we have once again defined s(k) to be 1 if n ≤ k ≤ m and 0 otherwise and used the fact that SSnmρC = ρC .
Finally, we have

Tr[ρ−SWnm] =
1

N

∑
k even

. . . . . . . . .
Z

k

XXZ X Z

n m

=
1

N

∑
k even

. . . . . . . . .
Z

k

= 1,

(C10)

where we have again used the fact that SWnmρC = ρC . We see that the density matrix ρ− exhibits non-trivial string
order under the one- and two-copy string order parameters used to characterize the decohered cluster state.

Appendix D: Some details of DMRG

In this appendix, we provide some details behind how we obtain the steady states of the Lindbladians via DMRG.
First, we vectorize the density matrices by the following mapping:

ρ =
∑

s1,s2,...,s2N
s′1,s

′
2,...,s

′
2N

ρs1,...,s2N ,s′1,...,s
′
2N
|s1, . . . , s2N ⟩ ⟨s′1, . . . , s′2N | 7→

∑
s1,s2,...,s2N
s′1,s

′
2,...,s

′
2N

ρs1,...,s2N ,s′1,...,s
′
2N
|s1, s′1, s2, s′2, . . . , s2N , s′2N ⟩ ,

(D1)
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Note that we choose the s1, s′1, s2, s′2, . . . , s2N , s′2N ordering of the qubits in the doubled Hilbert space as opposed to
s1, s2, . . . , s2N , s

′
1, s
′
2, . . . , s

′
2N ordering. This is done to preserve the locality of the vectorized Lindbladian L. Using

this mapping, we construct the vectorized Lindbladian L and provide it as an input to the dmrg function in ITensors
with ishermitian = false argument. Setting this argument gives the eigenstate of the vectorized Lindbladian
that has the smallest real part of the eigenvalue. Since, for the steady state, we have Lρ = 0, and the eigenvalues
of L are nonnegative, the state obtained after DMRG has converged is one of the steady states. To obtain the
steady state in the sket = sbra = w = +1 sector, we project the output of DMRG into that sector by calculating
1
8 (1+ Uket

even)((1+ Ubra
even)(1+ Uodd) |ρ⟩, where

Uket
even = I1I1′X2I2′ I3I3′X4I4′ . . . X2NI2N ′

Ubra
even = I1I1′I2X2′ I3I3′I4X4′ . . . I2NX2N ′

Uodd = X1X1′I2I2′ X3X3′I4I4′ . . . X2N−1, X(2N1)′I2NI2N ′ .

(D2)

To make sure that the output of DMRG, say |ρout⟩, is an eigenstate with a good enough numerical precision, we also
compute the variance of the vectorized Lindbladian L of the state |ρout⟩ as

⟨ρout|L†L|ρout⟩ − |⟨ρout|L|ρout⟩|2 , (D3)

where ⟨ρout|ρout⟩ = 1. If |ρout⟩ is an eigenstate of L, then the variance should be 0. Thus calculating the variance
serves as a good check to ensure that we have an eigenstate of L, which typically has a value of about 10−10 in our
calculations.

Appendix E: Other perturbations

FIG. 11. (a) Rényi-1 strong-string correlator CS
I,nm as a function of the length of the string. CS

I,nm → 0 with increasing |m−n|
for any of the perturbations considered. The legend shows the perturbations that we consider. The numbers in the legend are
the perturbation strengths. These are the coefficients with which the perturbation is added to the superoperator (and not the
coefficient of the jump operators). For example, ”0.05, Lmp” corresponds to the Lindbladian L = LC + 0.05

∑
j D [Lmp,j ]. (b)

Rényi-2 strong-string correlator CS
II,nm as a function of the length of the string. CS

II,nm decays exponentially with |m−n|. The
curve for λ = 1 is not visible within the limits of the plots because CS

II,nm = 0. We see that it decays exponentially to zero for
all perturbations. (c) Rényi-2 weak-string correlator CW

II,nm as a function of the length of the string. CW
II,nm remains nonzero

for all perturbations.

In this appendix, we present the results for other symmetric perturbations that we have examined, which include
Hamiltonian perturbations as well as Lindbladian perturbation. Specifically, we consider the Hamiltonian perturbation
Hzz =

∑
j Z2jZ2j+2 and the Lindbladian perturbation of the form

∑
j γαD [Lα,j ], where the jump operators Lα,j can

take one of the following (with α ∈ {x,mp, xx, zz}):

Lx,j = X2j+1, Lmp,2j = |−⟩ ⟨+|2j ⊗ |−⟩ ⟨+|2j+2 , Lxx,j = XjXj+1, Lzz,j = Z2jZ2j+2 , (E1)

and the sum is over all the allowed values of j. These perturbations are added separately with a small perturbation
strength to the parent Lindbladian LC . It is interesting to note that in the CZ dual picture, Lx,j → L̃x,j = L2,j =

Zj−1XjZj+1 [see Eq. (23) in the main text], while Lzz,j stays invariant as Lzz,j → L̃zz,j = Z2jZ2j+2, so that



27

FIG. 12. BII,nm for various other perturbations that we have tried. We find that the correlator saturates to a nonzero constant
as |m− n| is increased indicating that the strong symmetry is broken. The legend indicates the perturbation strength and the
perturbation type. Similar to Fig. 11, the numbers in the legend indicate the coefficient with which the perturbed superoperator
is added to LC and not the coefficient of the jump operator.

those two perturbations generate identical strong string order correlators; this agrees well with the numerical DMRG
calculations, see Fig. 11 and the following discussions.

We calculate the steady state of the perturbed Lindbladian in the sket = sbra = w = +1 symmetry sector using
DMRG. We then calculate the six string order parameters defined in Section IV A and the three connected correlators
defined in Section IVB to probe SW-SSB. We find that all the correlators indicate strong-to-weak SSB on even
sites, with some of the correlators plotted in Figs. 11 and 12. For these plots, the system size is 2N = 300 qubits,
and the left end of the correlator for CS

I,nm, C
S
II,nm is kept fixed at n = 101 while the right end is varied in m ∈

{103, 105, . . . , 221}. For CW
II,nm, we fix n = 102 and vary m ∈ {104, 106, . . . , 222}; for BII,nm, we fix n = 140 and

vary m ∈ {142, 144, . . . , 160}. We find that the connected correlators AI,nm and AII,nm are identically zero. Also,
unlike the Lλ Lindbladian considered in Section IV B, the BII,nm correlator is independent of |m − n| for a generic
perturbation as shown in Fig. 12. In conclusion, our numerical results suggest that the steady-state mixed-state SPT
state ρC is generically unstable to SW-SSB (unless the perturbation only introduces weak symmetry defects like the
one in Section IV C).

Appendix F: Finite-size scaling of string order parameters

The results of Sections IV A and IV B show that the steady-state mixed-state SPT order is unstable for any small
perturbation λ > 0, leading to strong-to-weak SSB. In this appendix, we perform finite-size scaling of the Rényi-1
strong-string order parameter CS

I,nm which further shows the scaling relation between the perturbation strength and
system size N . First, we show our scaling collapse result for the following Lindbladian:

LγZZ = LC + γZZ

N−1∑
j=1

D[Z2jZ2j+2] . (F1)

For a range of system sizes that vary from 2N = 32 to 2N = 512 and perturbation strengths γZZ ≤ 0.06, we
calculate the strong-string order parameters CS

I,nm and CS
II,nm, where n = N/2 and m = 3N/2 so the string length is

|n−m| = N . We use the following scaling ansatz:

CS
I,N/2,3N/2 = F

(
γZZ

1 + γZZ
(2N)1/ν1

)
, CS

II,N/2,3N/2 = G
(

γZZ

1 + γZZ
(2N)1/ν2

)
, (F2)

for some function F . We find good data collapse for ν1 = 1 as shown in Fig. 13a, which also shows that F(x) decays
exponentially with x. Note that here we simply try ν1 = 1 and find good collapse rather than fitting the data to a
function and finding the value of ν1 for which the fit is the best. For the Rényi-2 correlator, CS

II,nm, we fit a sixth
degree polynomial and find the value of ν2 that minimizes the residual error of the fit. Doing so gives us the optimal
value of ν2 = 1.16. and we find that the data collapses for this value of ν2 as shown in Fig. 13b.

We perform a similar analysis for the interpolated Lindbladian Lλ in Eq. (33), and we employ the scaling ansatz

CS
I,N/2,3N/2 = F

(
λ(2N)1/ν1

)
, CS

II,N/2,3N/2 = G
(
λ(2N)1/ν2

)
. (F3)
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FIG. 13. Scaling collapse of (a) Rényi-1 CS
I,nm and (b) Rényi-2 CII,nm strong string correlators of the steady state of LγZZ .

We fix the end points n and m to be N/2 and 3N/2, respectively. Here we find ν1 = 1 in (a) and ν2 = 1.16 in (b) from the
scaling collapse.

Again we find an excellent collapse for ν1 = 1 as shown in Fig. 13a without any fitting. For CS
II, nm, we again

minimize the residual error in fitting a sixth degree polynomial to the data to determine the optimal value of ν2 at
which the collapse happens. We find the optimal value of ν2 to be 1.19, and the data collapses reasonably well as
shown in Fig. 13b.

FIG. 14. Scaling collapse of (a) Rényi-1 CS
I,nm and (b) Rényi-2 CII,nm strong string correlators of the steady state of Lλ. We

fix the end points n and m to be N/2 and 3N/2, respectively. Here we find ν1 = 1 in (a) and ν2 = 1.19 in (b).

Appendix G: Free fermion solution to the Lindbladian dynamics with ZZ perturbation

As mentioned in the main text, dynamics generated by the parent Lindbladian as well as a certain class of pertur-
bations can be exactly solved by the mapping to a non-Hermitian free fermion Hamiltonian. In this appendix, we
discuss in more detail the solution and its implications for mixing times and various order parameters.
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We consider the following Lindbladian acting on all the even sites:

Leven =

N∑
j=1

Leven,j , (G1)

Leven,j = (1− λ)γjη←D[Z2jZ2j+2(1−X2j)/2]

+ (1− λ)γjη→D[Z2j−2Z2j(1−X2j)/2]

+ λγ̃2,jD[Z2j−2Z2j ]. (G2)

Our goal is to solve for the spectrum of Leven. To achieve this, we first note that, since the Lindbladian has a weak
symmetry generated by X2j for all j (which is a subgroup of the strong symmetry ZS

2 ), the dynamics generated
by the Lindbladian is decoupled between the X2j basis populations (i.e., the diagonal part) versus the coherences
(i.e., the off-diagonal part) of the density matrix. Therefore, we can exactly map the action of the Lindbladian to a
non-Hermitian Hamiltonian acting on the vectors spanned by the corresponding basis states to the X2j population
or the coherence sectors. For example, focusing on the population sector that also hosts the even-parity steady state,
we consider the following mapping (introducing the X basis states X2j |±⟩2j = ±|±⟩2j , and we use |ψ) to distinguish
the mapped state from the pure state wavefunction of the original system):

|+⟩2j⟨+| ⇒ |↓)j , |−⟩2j⟨−| ⇒ |↑)j , (G3)

in which case the Lindbladian equation of motion can be mapped to a linear equation of motion of the state vector
|ρt):

∂tρt = Levenρt ⇒ ∂t|ρt) =Meven|ρt) . (G4)

Note that the equation above takes a form similar to the standard Schrödinger equation, but with a non-Hermitian
dynamical generator (which in this case is given by the non-Hermitian operator iMeven). The generator Meven of
non-Hermitian dynamics is given by

Meven =

N∑
j=1

Meven,j

=(1− λ)
N∑
j=1

γj(η→M→,j + η←M←,j) + λγ̃2,jMZZ,j , (G5)

which can be written in terms of the spin raising and lowering operators σ̂−j = |↓)j(↑| = (σ̂+
j )
† as

M→,j =σ̂
−
j σ̂

+
j+1 + σ̂−j σ̂

−
j+1 − σ̂+

j σ̂
−
j (G6)

M←,j =σ̂
−
j σ̂

+
j−1 + σ̂−j σ̂

−
j−1 − σ̂+

j σ̂
−
j , (G7)

MZZ,j =(σ̂−j−1 + σ̂+
j−1)(σ̂

−
j + σ̂+

j )− 1. (G8)

It is interesting to note that the non-Hermitian HamiltonianMeven describes a one-dimensional spin chain that only
involves quadratic terms acting on nearest-neighbor sites, which can be mapped to a free fermion non-Hermitian
Hamiltonian via the standard Jordan-Wigner (JW) transformation. More concretely, introducing fermion operators
via the JW prescription as

σ̂−j = eiπ
∑j−1

ℓ=1 f̂†
ℓ f̂ℓ f̂j , σ̂

+
j = f̂†j e

−iπ
∑j−1

ℓ=1 f̂†
ℓ f̂ℓ , (G9)

we obtain

M→,j =− f̂j f̂†j+1 − f̂j f̂j+1 − f̂†j f̂j (G10)

M←,j =− f̂j f̂†j−1 + f̂j f̂j−1 − f̂†j f̂j , (G11)

MZZ,j =(f̂†j−1 − f̂j−1)(f̂j + f̂†j )− 1. (G12)

The spectrum of the free fermion non-Hermitian Hamiltonian Meven can be generally computed by solving for its
right eigenmodes β̂ℓ, which are the solutions to the following eigenvalue equation:

[Meven, β̂ℓ,±] = Eℓ,±β̂ℓ,±. (G13)
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Here, we make use of the fact that the eigenvalues of Meven come in pairs νℓ,+ = −ν∗ℓ,−, as Meven is invariant
under the anti-unitary transformation consisting of the combination of Hermitian conjugation and reflection of the
one-dimensional chain f̂j → f̂N+1−j . Without loss of generality, we require ReEℓ,+ ≥ 0.

If the lattice is translationally invariant, we can take γ2 = γ̃2,j = 1 and η←+η→ = 1 without loss of generality. The
eigenvalue equation Eq. (G13) can then be solved analytically by Fourier transforming the real space free fermion to
momentum space. After some algebra, we obtain

Ek,± = −i(η→ − η←)(1− λ) sin k ± (1 + λ− cos k + λ cos k) , (G14)

with the corresponding right eigenmode operators given by

β̂k,+ ∝ sin
k

2
f̂k − iλ cos

k

2
f̂†−k. (G15)

The steady state as defined byMeven|ρt→∞) = 0 can thus be written as

|ρt→∞) = e
∑

j,ℓ

Cjℓ
2 f̂†

j f̂
†
ℓ |vac), (G16)

where the coefficients Cjℓ can be expressed as

Cjℓ =
1

N

∑
k

iλ cos k
2

sin k
2

eik(j−ℓ). (G17)

For a chain with even number of sites, we have k = ± π
N ,± 3π

N , . . . ,±N−1
N π, and the above sum over k can be evaluated

explicitly as

Cjℓ =
2λ

N

N
2∑

m=1

cos 2m−1
2N π sin (2m−1)(j−ℓ)

N π

sin 2m−1
2N π

(G18)

= λ [δjℓ − 1] sgn(j − ℓ). (G19)

Note that, in the unperturbed case (λ = 0), the steady state is |ρt→∞) = |vac). We also note that the steady state
solution given by Eq. (G19) agrees with the results in Ref. [44], which considered the specific case with η→ = η←.
However, Ref. [44] did not consider the case with bidirectional hoppings in the unperturbed Lindbladian, and to the
best of our knowledge, previous works did not compute the correlators in this non-Hermitian free fermion problem,
which we show below.

As shown above, the steady state structure in fact does not depend on the directionality of hopping (as parametrized
by η→/η←). Transforming the fermion operators back into the spin ones, we have

|ρt→∞) = eλ
∑

j<ℓ σ̂
+
j

∏ℓ−1
m=j+1(−σ̂

z
m)σ̂+

ℓ |↓↓ . . . ↓) . (G20)

We can further compute all two-body correlators making use of the solution in Eq. (G16), as

(ρt→∞|(f†n − fn)(fm + f†m)|ρt→∞)

(ρt→∞|ρt→∞)
=


0 n > m
λ−1
λ+1 n = m

4λ
(1+λ)2

(
1−λ
1+λ

)m−n−1
n < m

. (G21)

1. Mixing time

We note that the full Lindbladian spectrum in the population sector can be generated by Eq. (G14). The Lindblad
equation of motion for the coherences in the X2j basis can be mapped to a similar non-Hermitian Hamiltonian
Eq. (G5) by a modified mapping, which also corresponds to a non-Hermitian free fermion Hamiltonian, and we expect
the coherences to decay faster compared to the minimal decay rate in the population sector. We can thus directly
compute the spectral (Lindbladian) gap ∆L, i.e. the smallest real part of the Lindbladian eigenvalues, via the smallest
real part of the free fermion non-Hermitian Hamiltonian eigenvalues ReEℓ,+ ≥ 0. From Eq. (G14), we can calculate
the Lindbladian gap as

∆L(λ) = ReEk=±N−1
N π,+ =1− cos

π

N
+ λ(2 + cos

π

N
). (G22)
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In the large-system-size limit, the spectral gap of the unperturbed Lindbladian with λ = 0 thus scales as

N →∞ : ∆L(λ = 0) ∼ N−2. (G23)

We note that this also sets a lower bound on the mixing time scaling of the open boundary Lindbladian in the
thermodynamic limit, as in the open-boundary-conditions case, relaxation dynamics in the bulk is agnostic to the
boundary conditions.

2. Connected correlators & strong-string order parameter

It is worth noting that, when the Lindbladian steady state only involves populations in the X2j basis, then the
correlators AI,nm, AII,nm as defined in the main text must be trivially zero.

Further, we can directly use the wavefunction in the mapping Eq. (G3) to compute the Rényi-2 correlators and
the Rényi-2 strong string order parameters, as by definition, the Rényi-2 expectation value of an operator O can be
written in terms of |ρ) as

⟨⟨O ⊗O⟩⟩ρ :=
Tr(ρOρOT )

Tr(ρ2)
=

(ρ|O′|ρ)
(ρ|ρ) , (G24)

and expectation averages (ρ|O|ρ)/(ρ|ρ) of the mapped wavefunction can be computed using the free fermion state by
Wick’s theorem. As an example, we consider

BII,nm := ⟨⟨ZnZm ⊗ ZnZm⟩⟩ − ⟨⟨Zn ⊗ Zn⟩⟩⟨⟨Zm ⊗ Zm⟩⟩ , (G25)

and one can straightforwardly show that ⟨⟨Zn⊗Zn⟩⟩ = 0 for all even n and any steady state with only populations in
the X2j basis, so that we have BII,nm = ⟨⟨ZnZm ⊗ ZnZm⟩⟩. From Eqs. (G3) and (G20), we thus have

BII,nm = ⟨⟨ZnZm ⊗ ZnZm⟩⟩ =
(ρ|σx

nσ
x
m|ρ)

(ρ|ρ) , (G26)

which can be rewritten in terms of the fermion operators as

BII,nm =
(ρ|(f†n − fn)

∏m−1
ℓ=n+1(1− 2f†ℓ fℓ)(fm + f†m)|ρ)

(ρ|ρ) =
4λ

(1 + λ)2
. (G27)

We can also compute the two-copy strong symmetry order parameter, defined in Eq. (19), as

CS
II,nm = ⟨⟨SSnm ⊗ 1⟩⟩ρ =

(ρ|∏m
ℓ=n(1− 2f†ℓ fℓ)|ρ)

(ρ|ρ) =

(
1− λ
1 + λ

)|m−n|
. (G28)

Appendix H: Overview of perturbation theory

As mentioned in Section IV D of the main text, the exactly solvable mapping only applies to certain kinds of
perturbations. In this appendix, we discuss a general perturbation theory which can capture the physics of sufficiently
small perturbations that cannot be exactly solved by the procedure of Section IV D. In particular, we will start from
the CZ dual of the parent Lindbladian L̃C and add a perturbation Lpert which is a linear combination of the dissipators
formed by the jump operators shown in Eq. (27) with a small perturbation strength. Referring to Section III B of the
main text, we define ρ00 = ρ̃C as the density matrix of the unperturbed state with 2N qubits, where ρ̃C is the density
matrix defined in Eq. (26):

ρ00 =
⊗
i∈odd

Ii
2

⊗
j∈even

|+⟩ ⟨+|j =
⊗
i∈odd

Ii
2

⊗
j∈even

(
1

2
Ij +

1

2
Xj) . (H1)

For simplicity, we only consider up to the first order in perturbation theory. Note that each jump operator of Eq. (27),
when acting on ρ00 defined in Eq. (H1), will either leave ρ00 unchanged or give the following matrices:

ρ0i,j =
⊗

m∈odd

Im
2

⊗
n∈even

Fn , (H2)
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where i < j, and

Fn =


(|+⟩ ⟨+|)n =

1

2
I2×2n +

1

2
Xn, n ̸= 2i, 2j ,

(|−⟩ ⟨−|)n =
1

2
I2×2n − 1

2
Xn, n = 2i, 2j .

(H3)

The above perturbation process can be mapped to an intuitive “particle hopping” picture, where the particles are
defect sites with Zi−1XiZi+1 = −1. The ρ00 (ρ0i,j) has zero (two) defect sites with Zi−1XiZi+1 = −1, and can be
mapped to a classical state with zero (two) particles. More specifically, we use the notation |·) to denote a classical
basis state [c.f. Eq. (G3)]. We map the original problem with 2N qubits to a chain of hard-core bosons with N sites,
such that the density matrix in the original problem of qubits is mapped to the classical states in the hard-core boson
problem as follows:

ρ00 7→ |vac) ≡
N⊗
l=1

|0)l , ρ0i,j 7→ |i, j) ≡
[ N⊗
l=1,l ̸=i,j

|0)l
]⊗

|1)i
⊗
|1)j . (H4)

Here |0)i (|1)i) describes the classical state where no (one) boson sits on site i of the hard-core boson chain. The
density matrix ρ00 defined in Eq. (H1) is mapped to the classical state with no bosons on the chain, which we denote
as |vac). The density matrix ρ0i,j in Eq. (H2) is mapped to a classical state |i, j) that describes the state with two
bosons on sites (i, j) on the chain of hard-core bosons.

After mapping to the particle hopping picture, the perturbed dynamics can be captured by the Markovian transition
matrix P = P0 + λPp. The unperturbed transition matrix P0 corresponds to L0 and consists of processes in which
one of the two bosons in a classical state |i, j) hops rightwards. For example, it can take |i, j) to |i, j + 1). The
perturbation to the transition matrix, λPp, corresponds to Lpert. The perturbation λPp leads to two new effects in
addition to the effects produced by P0. The first effect is that it can generate a pair of bosons at sites i, j out of
|vac) [i.e. it can take the classical state from |vac) to the state |i, j)]. The second effect is that it can lead to the
simultaneous hopping of two bosons sitting on sites (i, j) to sites (p, q), where i ̸= p and j ̸= q. In other words, it
takes one classical state |i, j) to another classical state |p, q).

We further denote the steady state of the unperturbed transition matrix, i.e, the right eigenvector of P0 with
eigenvalue zero, as |R0), so that P0|R0) = 0. Taking the first-order perturbed right eigenvector as |R) = |R0)+λ|R1),
we have

(P0 + λPp)(|R0) + λ|R1)) = 0 . (H5)

To leading order in λ, we have

P0|R1) + Pp|R0) = 0 =⇒ |R1) = −P−10 Pp|R0) , (H6)

where P−10 is the pseudoinverse of P0.
The steady state of the transition matrix P of the hard-core boson hopping problem can then be described by

|⃗c) = (c0, c1,2, c1,3, . . . , cN−1,N ) , (H7)

where c0 is the coefficient of the vacuum state |vac), c1,2 is the coefficient of the state |1, 2), c1,3 is the coefficient of
the state |1, 3), etc... These coefficients are normalized to one according to

N(N−1)/2+1∑
i=0

ci = c0 +
∑
i,j

ci,j = 1 . (H8)

After solving for the steady states of the perturbed particle hopping problem, we can determine the steady state of
the original problem defined on 2N qubits via

|⃗c⟩ 7→ ρc⃗ ≡ c0ρ00 +
∑
i,j

ci,jρ
0
i,j . (H9)

Here ρc⃗ captures the steady state in the presence of perturbation Lpert on top of ρ00 = ρ̃C . It is easy to check that
Tr(ρc⃗) = 1 under the normalization condition we considered.
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One can then compute the string order parameters in the perturbed steady state up to first order in the perturbation.
Consider the strong-string operator SSnm, shown in Eq. (16), which acts on the original model of qubits as an example:

SSnm = Zn

( ⊗
k∈even

Xk

)
Zm , (H10)

with n and m odd, n < k < m, and k even. Since we are working in the CZ dual picture, we consider the CZ dual of
the string operator, S̃Snm. S̃Snm is defined as

S̃Snm ≡ U†CZSSnmUCZ = U†CZZn

( ⊗
n<k<m, k even

Xk

)
ZmUCZ = Zn

( ⊗
n<k<m, k even

Zk−1XkZk+1

)
Zm =

⊗
n<k<m, k even

Xk,

(H11)
where UCZ is given in Eq. (25). It is easy to check that S̃Snmρ00 = ρ00. Similarly, we have S̃Snmρ0i,j = −ρ0i,j for
n < 2i < m < 2j or 2i < n < 2j < m, and S̃Snmρ0i,j = ρ0i,j otherwise. Given the above, we can compute the string
order parameters C̃S

I,nm = ⟨S̃Snm⟩ρ defined in Eq. (15) as

C̃S
I,nm = ⟨S̃Snm⟩ρ =

Tr(S̃Snmρc⃗)
Tr [ρc⃗]

= Tr[S̃Snm(c0ρ
0
0 + c1,2ρ

0
1,2 + c1,3ρ

0
1,3 + · · · )]/Tr [ρc⃗] = 1− 2

∑
(i,j)∈ζ

ci,j , (H12)

where
∑

(i,j)∈ζ sums over all the cases that satisfy n < 2i < m < 2j or 2i < n < 2j < m. Note that we have used
the normalization condition for c0 and ci,j given in Eq. (H8). Thus, given a perturbation Lpert, we can determine the
perturbation to the transition matrix, Pp. We can then calculate the coefficients c0 and ci,j efficiently numerically.
Plugging these coefficients into Eq. (H12) gives us the string correlator up to first order in perturbation theory.

Appendix I: Stabilizer-state calculations

In this appendix, we briefly outline the algorithm to calculate quantities like |⟨ψ|ϕ⟩|2 and ⟨ψ|A|ϕ⟩⟨ϕ|B|ψ⟩ for
stabilizer states |ψ⟩ and |ϕ⟩ and Pauli operators A and B.

Assume the stabilizer states |ψ⟩ and |ϕ⟩ are stabilized by the stabilizers generated by ⟨g1, · · · , gn⟩ and ⟨h1, · · · , hn⟩,
respectively. We then have |ψ⟩⟨ψ| = ∏n

i=1
1
2 (I + gi). We therefore see that |⟨ψ|ϕ⟩|2 = ⟨ϕ|∏n

i=1
1
2 (I + gi)|ϕ⟩, which

is the probability of measuring g1, . . . gn on |ϕ⟩ with all +1 outcomes. We therefore also see that, if A is a Pauli
operator, A|ψ⟩ := |ψ̃⟩ is also a stabilizer state. So ⟨ψ|A|ϕ⟩⟨ϕ|A|ψ⟩ = |⟨ψ̃|ϕ⟩|2 can be calculated accordingly.

We now describe how to compute ⟨ψ|A |ϕ⟩ ⟨ϕ|B |ψ⟩. Consider ⟨ψ̃| Ã |ϕ⟩ ⟨ϕ|ψ̃⟩, where |ψ̃⟩ = B |ψ⟩ is still a stabilizer
state, and Ã = BA. We must therefore compute ⟨u|P |v⟩ ⟨v|u⟩ for stabilizer states u, v and a Pauli operator P . Note
that ⟨u|P |v⟩ ⟨v|u⟩ = ⟨u| 12 (1 + P ) |v⟩ ⟨v|u⟩ − ⟨u| 12 (1− P ) |v⟩ ⟨v|u⟩. Again, assume the stabilizers of |v⟩ are generated
by gi, then ⟨u| 12 (1±P ) |v⟩ ⟨v|u⟩ is the probability of measuring g1 · · · gn, P with outcomes all +1 for gi but outcomes
±1 for P . However, note that, for a stabilizer state |ψ⟩, the probability difference between the measurement outcome
+1 and −1 is exactly ⟨ψ|P |ψ⟩.

This yields the following procedure (see Algorithm 1). The idea is to force the state |u⟩ into a +1 eigenstate of
each stabilizer generator of |v⟩, while keeping track of the probabilities of |u⟩ being in such an eigenstate. Then, we
can simply compute the expectation value of P in |u⟩. To calculate |⟨u|v⟩|2, we can simply take P = I.

Algorithm 1 Procedure to compute ⟨u|P |v⟩ ⟨v|u⟩
1: p← 1
2: for h a stabilizer generator of v do
3: m← ⟨u|h |u⟩
4: if m = −1 then
5: return 0
6: else if m = 0 then
7: p← p/2
8: Postselect u onto the +1 eigenstate of h
9: return p · ⟨u|P |u⟩

Note that in Algorithm 1, there are three possible branches for m: m = −1 (the if branch), m = 0 (the else if
branch), and m = 1 (the else branch). The else branch is not included in the pseudocode for Algorithm 1 because
it is redundant. The else condition (m = 1) would proceed as p ← p and postselect u onto the +1 eigenstate of h.
But if m = 1, then u is already in the +1 eigenstate of h, thus making the else condition redundant.
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