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In the past couple of decades, there have been significant advances in measuring quantum prop-
erties of light, such as quadratures of squeezed light and single-photon counting. Here, we explore
whether such tools can be leveraged to probe electronic correlations in the many-body quantum
regime. Specifically, we show that it is possible to probe certain spin, charge, and topological orders
in an electronic system by measuring the quadrature and correlation functions of photons scattered
off it. We construct a mapping from the correlation functions of the scattered photons to those of a
correlated insulator, particularly for Mott insulators described by a single-band Hubbard model at
half-filling. We show how frequency filtering before photodetection plays a crucial role in determin-
ing this mapping. If the ground state of the insulator is a gapped spin liquid, we show that a G(2)

(two-photon coherence) measurement can detect the presence of anyonic excitations with fractional
mutual statistics. We also show that homodyne measurements can be used to detect expectation
values of static spin chirality operators on both the kagome and triangular lattices, thus being useful
in detecting chiral spin liquids. Moreover, a slew of hitherto unmeasured spin-spin and spin-charge
correlation functions of the material can be extracted from photonic correlations. This work opens
up access to probe correlated materials, beyond the linear response paradigm, by detecting quantum
properties of scattered light.

I. INTRODUCTION

Strongly interacting quantum many-body systems can
host a variety of exotic phases of matter. However, there
exists a gap between theoretical models and experimental
observations in terms of accessible physical observables.
A hallmark example is topologically ordered phases, be-
ginning with the experimental observation of the Frac-
tional Quantum Hall effect, whose excitations exhibit
fractional statistics [1–6]. There are strong theoretical
reasons [7–9] to expect that spin systems dubbed “quan-
tum spin liquids” also host topological order and other
exotic gapless field theories [10–16]. However, experi-
mental verification of such claims has been extremely
challenging. At the same time, other unconventional
phases, including high-temperature superconductors and
correlated insulators, have been experimentally observed
in cuprate-like strongly correlated materials [17], and
more recently in moiré materials [18, 19]. While there
is a thriving theoretical effort to explain many of these
phases, conclusively matching theory to experiment is
generally difficult. The main challenge stems from the
fact that the nontrivial nature of many of these phases is
encoded in correlation functions that are difficult to mea-
sure experimentally. Conventionally, probes for accessing
electronic correlation functions work within the linear re-
sponse paradigm. For example, Raman scattering has
been employed to study potential spin liquid candidates
[20–25]. However, given how difficult it is to characterize
exotic phases, it is important to (1) develop novel exper-
imental protocols to measure a wider class of correlation
functions and (2) understand how these new correlation
functions can assist in diagnosing the phase of matter
under study.

A promising approach is to move beyond the linear-
response paradigm by studying the nonlinear response to
an external electromagnetic drive [26–47]. One example
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Figure 1. A system of itinerant electrons is irradiated with
a laser. Conventionally, photodetectors measure the intensity
of the scattered photons, and the correlations are ignored. In
this paper, we propose a Hanbury Brown-Twiss-type setup
to measure correlations between pairs of photons. We allow
for frequency filters, F1 and F2, before detection, and a time
delay, τ , between detection events.

is two-dimensional coherent spectroscopy, an extension
of pump-probe spectroscopy [48–50], in which two pump
pulses, separated by a fixed time delay, are applied to
the sample, followed by a probe measurement at a fixed
delay relative to the last pulse. A recent work predicted
that a setup like this can be used to detect anyonic ex-
citations [46, 47]. It is also possible to go beyond the
linear-response paradigm by studying higher-order cor-
relations within the output signal generated by external
stimuli. A classic example is shot noise in electric current
[51] that has been used to detect fractionally charged ex-
citations [52, 53], Cooper pairing in normal state [54, 55]
and absence of quasiparticles [56].

Thus, it is intriguing to ask whether quantum corre-
lations between scattered photons could carry useful in-

ar
X

iv
:2

41
0.

24
21

5v
1 

 [
co

nd
-m

at
.s

tr
-e

l]
  3

1 
O

ct
 2

02
4



2

formation beyond what can be obtained from linear re-
sponse. It is known in quantum optics that when two
or more photons are scattered off an optically nonlin-
ear medium, they can become correlated [57]. Our work
demonstrates that when this medium is a strongly cor-
related electronic system, its nontrivial correlations are
inherited by the scattered photons. Therefore, analyzing
photonic correlations in the outcome of spectroscopy ex-
periments provides an alternative approach for studying
many-body phases of matter.

The paradigmatic setup for the detection of the pho-
tonic correlations consists of a Hanbury Brown-Twiss in-
terferometer where the scattered photons are divided into
two separate paths [58] (See Fig. 1). Then, the pho-
tons are detected in each path separately. In this work,
we also allow for the possibility of frequency and po-
larization filtering before detection. This scheme allows
for the measurement of a four-point correlation function

G
(2)
d1,d2

(τ) = ⟨â†d1
(0)â†d2

(τ)âd2
(τ)âd1

(0)⟩, where âdj
are

the annihilation operators of the filtered photonic mode
in the corresponding (j-th) interferometer arm. τ denotes
the time delay between the detection events[59]. We note
that in addition toG(2), the described setup allows for the
measurement of correlation functions of electromagnetic
quadrature including ⟨âd1

(0)⟩ and ⟨âd2
(τ)â1(0)⟩. This

is done by mixing the scattered photons with a strong
reference coherent field having a fixed phase.

In this work, we first develop a systematic procedure
to map these photonic correlators to dynamical correla-
tion functions of the material in its undriven state. As
a specific example, we provide the mapping for a single-
band Hubbard model at half-filling in a Mott insulator
state. Furthermore, we demonstrate that frequency fil-
tering plays a crucial role in determining the mapping.
We show that depending on the filtering, the resulting
correlation functions can be either purely in the spin sec-
tor or can be in the mixed spin-charge sector.

We then present several salient applications: (1) The
first one is the measurement of spin chirality operators.
These operators have nonzero expectation values in chi-
ral spin liquids [60–66], and play the role of chiral mass
terms in U(1) Dirac spin liquids [67, 68]. We show that
using first and second-order photonic homodyne corre-
lations, one can measure the static expectation value of
spin chirality operator on the kagome and triangular lat-
tices respectively. (2) We show how optical correlations
in scattered photons can measure mixed spin-charge cor-
relators, which provide insight into the dynamics of a hole
and a doubly-occupied site (called a doublon) in a Mott
insulator. (3) We show that the G(2) correlation function
can be also used to diagnose whether the state in the spin
sector is a spin liquid with excitations carrying fractional
mutual statistics. For this, we follow the semiclassical
argument in Refs. [46, 47] for pump-probe spectroscopy,
and show that it also applies for G(2) spectroscopy.

II. SUMMARY OF THE PAPER

In this section, we provide an overview of the main
results of this paper, along with sufficient background
and context to allow each of the remaining sections to be
read independently.

A. The setting

We now consider the problem of photon scattering
off a 2-dimensional strongly correlated electronic sys-
tem, as shown in Fig. 1. The material, initially pre-
pared in a thermal equilibrium state, is irradiated by
a monochromatic laser having polarization eL and fre-
quency ωL. The laser driving is weak, in the sense that
gL ≡

√
2πILαa/ωL ≪ 1, where IL is the laser intensity,

α is the fine-structure constant and a is the lattice spac-
ing of the electronic system. Throughout this work, we
assume the initial state of the electromagnetic field to be

in either a Fock state |NL⟩ = (NL!)
−1/2(â†L)

NL |0⟩ or in

a coherent state eϕLâ†
L−ϕ∗

LâL |0⟩, where |0⟩ is the vacuum
and âL is the annihilation operator of the laser mode (see
Appendix A for a more careful treatment of the laser as
a wavepacket). Since the driving is weak, we can restrict
our consideration to the subspace containing at most 2
scattered photons [69, 70]. These photons, before being
detected, are separated into the two arms of a Hanbury
Brown-Twiss interferometer, each containing frequency
and polarization filters. Suppose Fj(ω − ωj) is the filter
function before detector dj centerd around frequency ωj

with possibly some spread. The filter function is causal
in the sense that F̃j(t) ≡

∫∞
−∞

dω
2πFj(ω − ωj)e

−i(ω−ωj)t

is 0 when t < 0. Then the photon annihilation op-
erator of detector, âdj is roughly of the form âdj ∼
i
∑

k Fj(ωk − ωj)âk,ej , i.e., a superposition of normal
modes of free space âk,ej

labeled by momenta k and po-
larization ej . For a precise definition of âdj

, see Eq. (9,
11). Measurements are made in the state |out⟩ in the
asymptotic future, (formally defined in Sec. III A).

For the matter side, the general form of our results
applies to any correlated insulator with an optical gap.
For concreteness, we consider a 2-dimensional system
of strongly interacting itinerant electrons in a Mott-
insulator state, which we model by the single-band Hub-
bard model at half-filling [71, 72]. In the limit of strong
on-site interaction U ≫ t, where t is the tunneling
amplitude between nearest sites, the many-body energy
spectrum splits into sectors having a definite number of
doubly occupied sites (“doublon excitations”). The low-
est energy manifold (“spin sector”) is represented by the
pure spin excitations described by the Heisenberg model.
Depending on the lattice geometry, and strengths of
tunnelings between next-nearest neighbors and beyond,
there are several possibilities for the ground state of the
spin sector. It could be a magnetically ordered state such
as a Néel or a 120◦ antiferromagnet, in which case its ex-
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citations are magnons. It could also be a quantum spin
liquid whose excitations are charged under an emergent
gauge group, or have fractional statistics or both.

Let us suppose the laser frequency ωL is slightly de-
tuned from the optical gap U . Specifically, we assume
t ≪ |ωL − U | ≪ U . Since a photon cannot get reso-
nantly absorbed, it off-resonantly couples the two matter
sectors (spin and charge sectors for the Hubbard model)
shown in Fig. 2 and the photon gets inelastically scat-
tered. The amplitudes for inelastic, i.e., Raman scatter-
ing depend on the finer structure within the spin and
charge sectors. We note that in contrast to the con-
ventional Raman spectroscopy, we are interested in the
scattering of multiple photons which, as we demonstrate,
provides additional information on the state electronic
system. The relation between the inelastic photon scat-
tering amplitudes and the matter correlations constitutes
the main focus of this work and will be reviewed in the
section below.

B. Mapping between photonic and matter
correlators (Input-output relations)

Assuming t ≪ |ωL − U | ≪ U , we can perform a sys-
tematic expansion of the photonic correlation functions
with respect to the drive strength. We start by provid-
ing a qualitative picture of the laser-induced processes.
Emission of a photon by the driven material, order by
order in the drive strength, can result from one of the
three pathways shown in Fig. 2(a-c). Fig. 2(a) is a Ra-
man scattering process, where one photon is absorbed
off-resonantly from the laser, and another photon of fre-
quency ωλ is emitted, and in the process, the material
transitions from a state |I⟩ to |J⟩ in the same sector.
Then, ωλ = ωL + EI − EJ , and therefore the emitted
photon has frequency close to ωL. Fig. 2(b) is one order
higher in the drive strength, as it involves absorption of
two photons from the laser, and emission of a photon so
that the material transitions from state |I⟩ in the lower
energy sector into |K⟩ in the higher energy sector. Here,
ωλ = 2ωL + EI − EK , and thus is of the order 2ωL − U .
To see how Fig. 2(c) arises, we can suppose that the pro-
cess in Fig. 2(b) already happened. Then the material
can come back to the lower energy sector by emitting a
photon of frequency EK−EI , which is roughly U . There-
fore, the intensity of emitted photons as a function of
frequency has a profile as shown in Fig. 2(d-f). Because
processes in Fig. 2(b-c) are one order higher in laser-
material coupling than the one in Fig. 2(a), the heights
of the peaks around 2ωL − U and U are lower than the
central peak around ωL. The microscopic details of these
processes in the Hubbard model at half-filling will be the
subject of Sec. V. In Sec. IVB, IVC and later VI, we
obtain the mapping from photonic correlation functions
to matter correlation functions resulting from the above
processes. To do so, we use a T̂ -matrix formalism. But
for now, we will shortcut our way to the answer by writ-

ing the following effective Hamiltonian describing light
emission in the interaction picture that captures all the
processes in Fig. 2.

ĤI
eff(t) =

∑
λ

M̂λ(t)â
†
λe

iωλt + h.c. (1)

Recall that in the interaction picture, Â(t) =

eiĤ0tÂe−iĤ0t, where Ĥ0 is the Hamiltonian that excludes
light-matter interactions. In the above equation, the op-

erator â†λ creates a photon in mode λ, which is a compos-

ite index for momentum and polarization. M̂λ is a pure
matter operator given by

M̂λ(t) =
[
e−iωLtÂλ(t) + e−2iωLtB̂λ(t) + Ĉλ(t)

]
+ h.c.

(2)

The operator Âλ [Fig. 2(a)] couples state |I⟩ to |J⟩ within
the same lower energy sector. Operator B̂λ [Fig. 2(b)] on
the other hand takes |I⟩ in the lower energy sector to |K⟩
in the higher energy sector. Operator Ĉλ [Fig. 2(c)] takes
|K⟩ in the higher energy sector to |I⟩ in the low energy

sector. Operators B̂λ and Ĉλ thus implement photon
emission into the sidebands in Fig. 2(e) and Fig. 2(f) re-
spectively. For the energy scales we consider in this work,
the dependence of the matter operators on λ comes en-
tirely through the polarization, since the momentum im-
parted to an electron from photons is negligible. So we
will later replace the subscript λ by j ∈ {1, 2} which de-
termines whether the operator couples to the polarization
of detector d1 or d2.
To determine the mapping between photonic and mat-

ter operators, let us apply the effective Hamiltonian,
Eq. (1), to first order in perturbation theory. To detect a
photon at time τ , it must have been emitted at some ear-
lier time, say τ−t for t > 0, spending the remaining time
in the filter. The greater the frequency resolution in the
filter, the greater the uncertainty in this t. Conversely,
if there is no frequency resolution, t is constrained to be
0. This relationship is expressed mathematically by the
following correspondence:

âdj
(τ) 7→

∫ ∞

0

dt F̃j(t)e
−iωjtM̂j(τ − t). (3)

In other words, to extract a matter correlator from a pho-
tonic correlator, the photonic operator âdj

is replaced by
the convolution of the (Fourier-transformed) filter func-

tion and the matter operator M̂j . The resulting mapping
is summarized in Table I.

As shown earlier in Fig. 2, the frequency of emitted
photons is either around the central peak ωL, or located
in pairs of sidebands, near 2ωL − U and U . The cor-
responding matter operators Âj , B̂j and Ĉj have dis-
tinct physical structure, which we study in details for
the single-band Hubbard model in Sec. V. Let us sum-
marize the main points here. The operator Âj is a
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(d) (e) (f)

(a) (b) (c)

Spin

Charge

Figure 2. (a-c)The sectors shaded blue and orange are the lower and higher energy sectors respectively separated by an optical
gap of order U . For the Hubbard model at half-filling, U is the Hubbard gap, and the low and high energy sectors are spin and
charge sectors respectively. But in general, our formalism works for any insulator with an optical gap. The drive frequency ωL

is detuned from U . Different pathways leading to emission of a photon are shown. (a): Raman process – absorption of a laser

photon followed by emission of a photon of frequency around ωL. This results in an effective matter operator Âλ that has a
matrix element taking state |I⟩ to |J⟩ both within the same (lower energy) sector. (b): Absorption of two photons followed

by emission of a photon of frequency near 2ωL − U . The effective matter operator B̂λ takes |I⟩ in the lower energy sector to
|K⟩ in the higher energy sector. (c): Emission of a photon of frequency near U starting from a state |K⟩ in the higher energy

sector that was reached using process (b). The effective matter operator Ĉλ takes |K⟩ to |F ⟩ in the lower energy sector. The
corresponding schematic for the intensity vs frequency profile is shown in (d-f). We see that the emission into sideband (e)
always occurs together with emission into sideband (f).

sum of spin singlet terms modulated by the polariza-
tions of the incoming laser and the detected photon.
We suppose Ŝr is the spin of an electron at site r.

To leading order in t/|ωL − U |, Âj ∼ t2

ωL−U

∑
r,µ(µ ·

e∗j )(µ · eL)
(
4Ŝr · Ŝr+µ − 1

)
, where µ runs through the

directions available for electron-tunneling. This is the
Loudon-Fleury operator [22, 23, 73], which is defined in

detail in Eq. (53)). This operator Âj can be seen as a
sum of 2 × 2 tensors in the polarization directions, i.e.,
(e∗j )

u(eL)
v for u, v ∈ {x, y}. It can thus be decomposed

into channels that are irreducible representations of the
crystalline point group of the lattice. One can check that
the above term in the channel (e∗j )

x(eL)
y − (e∗j )

y(eL)
x

(invariant under spatial rotations but odd under reflec-
tion) is zero for all lattices. Ref. [24] showed that on
the kagome lattice, the leading order term in this chan-
nel, appearing at t4/(ωL −U)3 is a sum of spin chirality

operators ∼ Ŝr ·
(
Ŝr′ × Ŝr′′

)
. We will shortly use this

fact.

Next, operator B̂j is a mixed spin-charge operator that
involves both a spin operator and electron tunneling cre-
ating a doublon-hole pair (shown in Fig. 7, 8, and defined

precisely in Eq. (54)). Finally, Ĉj is a sum of electron
tunneling operators and is proportional to the total elec-
tric current [Eq. (55)]. Given that Âj acts within a single

sector, while B̂j and Ĉj couples the two sectors, it is use-
ful to treat them separately. Therefore, we specialize to
the case where the filter functions have enough resolution
to distinguish the three peaks in Fig. 2, while within each
peak, the filter may be either broad or narrow. Then,

M̂j(t) =


e−iωLtÂj(t) if detector dj detects near ωL

e−2iωLtB̂j(t) if detector dj
detects near 2ωL − U

Ĉj(t) if detector dj detects near U .

(4)
This mapping is also summarized in Table I, which is
presented later in Sec. VI [Eqs. (58, 61, 65, 72 and C19)].
To gain some intuition for these expressions, let us sup-

pose the matter operator M̂j(t) associated with photon
emission creates an excitation. Two-photon correlations
should then probe the dynamics of pairs of such excita-
tions. One might näıvely think that the delay τ between
the detection of the two photons is the same as the delay
between the two matter excitation events. However, this
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Photonic correlator Matter correlator

Intensity G
(1)
dj

(0) =
〈
â†
dj
(0)âdj (0)

〉
out

∫∫∞
0

dt dt′ F̃j(t)
[
F̃j(t

′)
]∗

e−iωj(t−t′)

〈[
M̂j(−t′)

]†
M̂j(−t)

〉
0

Second-order coherence
∫∫∫∫∞

0
dt1 dt2 dt

′
1 dt

′
2 F̃1(t1)F̃2(t2)[F̃1(t

′
1)]

∗[F̃2(t
′
2)]

∗eiω1(t′1−t1)eiω2(t′2−t2)

G
(2)
d1,d2

(τ) =
〈
â†
d1
(0)â†

d2
(τ)âd2(τ)âd1(0)

〉
out

×
〈

T̄
[
M̂†

1 (−t′1)M̂
†
2 (τ − t′2)

]
T
[
M̂2(τ − t2)M̂1(−t1)

]〉
0

First-order homodyne:
〈
âdj (0)

〉
out Fj(ωL − ωj)

〈
M̂j(0)

〉
0

Second-order homodyne (photon number con-

serving):
〈
â†
d2
(τ)âd1(0)

〉
out

∫∫∞
0

dt1 dt2 F̃1(t1)
[
F̃2(t2)

]∗
ei(ω2t2−ω1t1)

〈
M̂†

2 (τ − t2)M̂1(−t1)
〉
0

Second-order homodyne (photon number
non-conserving): ⟨âd2(τ)âd1(0)⟩out

∫∫∞
0

dt1 dt2 F̃1(t1)F̃2(t2)e
−i(ω1t1+ω2t2)

〈
T
[
M̂2(τ − t2)M̂1(−t1)

]〉
0

Table I. Dictionary between photonic correlators obtained from light-matter scattering (left column) and matter correlation
functions in equilibrium (right column). Here T[ ] denotes time ordering of operators inside [ ] and T̄[ ] denotes anti-time-

ordering. Note that G
(1)
dj

(0) is the same as intensity of Raman-scattered photons [22, 23].

is not the case when frequency filtering occurs before de-
tection. The higher the frequency resolution, the greater
is the importance of interference between amplitudes for
excitations created at different times. This is also true
for two-photon scattering from a two-level system, where
the correlation function depends on filtering [74–76]. Fur-
thermore, spectral resolution enables selection of the en-
ergy window of excitations (see Eq. (4) above). Thus,
even though light-matter interaction occurred well before
photodetection, the frequency filter placed before detec-
tion can drastically affect the information obtained about
the matter.

C. Applications

Given this new access to matter correlation functions,
what do we learn that cannot be obtained from photon
intensity measurements alone? Here, we summarize key
applications for Mott insulators in both the spin and
charge sectors. We also show how photonic G(2) and
homodyne correlation functions can reveal concrete sig-
natures of spin liquids, which are generally notoriously
difficult to observe otherwise.

1. Measuring static spin chirality

Chiral spin liquid is the equivalent of a 1/2- bosonic
fractional quantum Hall state occuring in an electri-
cally neutral system [60]. Often in chiral spin liquids,
scalar spin chirality operators defined earlier (odd un-
der time-reversal) spontaneously acquire nonzero expec-
tation value [61–66]. So far, there are proposals to use
neutron scattering [77] and Raman scattering [G(1)(0)
in our notation] [24] to measure the fluctuations in spin
chirality. Here, we show that homodyne measurements

can directly measure the static expectation values of spin
chirality in both kagome and triangular lattice.

Recall from Table I and Eq. (4) that when the detector
detects near ωL, the first order homodyne measurement〈
âdj

(0)
〉
out

directly measures the static expectation value

of operator Âj . Ref. [24] showed that on the kagome lat-

tice in the channel (e∗j )
x(eL)

y−(e∗j )
y(eL)

x, operator Âj is,
to leading order, a sum of spin chirality terms. Therefore,
our first order homodyne correlator can directly measure
this.

For the triangular lattice, on the other hand, the spin
chirality terms vanish at order t4/(ωL−U)3 in this chan-
nel [24]. In our work (Sec. VII), we show that static spin
chirality can still be measured using Im [⟨âd2

(0)âd1
(0)⟩],

i.e., second order homodyne correlation between a pair
of photons in the sidebands, where the detector d1 first
detects near frequency 2ωL−U and the detector d2 then
detects near U , with no time delay τ = 0. In contrast to
the fractional statistics detection scheme below, the fil-
ters here are only sharp enough to select the sidebands,
but are broad within each sideband.

Note that because τ = 0, the doublon-hole pair cre-
ated during the first photon emission has to immediately
recombine during the second. Hence our result that the
net operator (spin-chirality) lies entirely in the spin sec-
tor. Below, we discuss the general case (when τ ̸= 0),
when the net operator is in the charged sector.

2. Charged sector dynamics

By detecting a photon pair in the sidebands, one can
extract a mixed spin-charge correlation function. For ex-
ample, for a Mott insulator, the emission of one photon
can be accompanied by the creation of a doublon-hole
pair at a bond, followed by application of specific spin op-
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erators on sites neighboring this bond. These operators
include spin singlet projectors. The doublon-hole pair
can then propagate till it is forced to recombine by emit-
ting the second photon. The resulting correlator can po-
tentially capture information about possible bound states
in the charge sector called Mott excitons [78–91] and their
dependence on the spin background. We show the gen-
eral form of such mixed spin-charge operators in Sec. VC.
However, making quantitative predictions for the charged
sector of correlated insulators is the subject of future re-
search.

3. Anyonic excitations – detecting fractional statistics in
spin liquid candidates

If the ground state in the spin sector is topologi-
cally ordered, its excitations can have fractional statis-
tics. To detect such statistics, one first needs to subtract
any contribution due to trivial excitations. We show in

Sec. VIIIA that the connected correlator G(2)
d1,d2

(τ) ≡
G

(2)
d1,d2

(τ) − G
(1)
d1

(0)G
(1)
d2

(0) is zero when the excitations
are non-interacting bosons, provided four conditions are
met: (1) both the detectors have sharp frequency fil-
ters around ω1 and ω2 respectively, (2) ωj ̸= ωL, i.e., no
elastic scattering, (3) ω1 ̸= ω2, and (4) the polarization
symmetry channels (discussed in Sec. II B) for the two
detectors are distinct. In this limit of sharp spectral res-
olution, the dependence on the time delay τ drops out
due to energy-time uncertainty.

Now, if the material is topologically ordered, the emis-
sion of each photon can be accompanied by the creation
of an anyon pair. As these anyons propagate, an anyon
created during one photon emission can braid nontriv-
ially with an anyon created during another photon emis-
sion. Based our discussion above, a nonzero contribution

to the connected G(2)
d1,d2

should come from either nontriv-
ial mutual statistics during such a braid, or from interac-
tions between excitations. Using ideas in Ref. [46, 47], we
show in Sec. VIII B that non-trivial braiding leads to a
universal singularity as a function of detected frequencies
ω1 and ω2. We define the Raman shifts Ωj = ωL − ωj

for j ∈ {1, 2}. Then, G(2)
d1,d2

(Ω1,Ω2) ∼ θ(Ω1−∆1)θ(Ω2−
∆2)

[
K2(Ω2)(Ω1 −∆1)

−3/2 + (1 ↔ 2)
]
. Here, θ(ω) is the

Heaviside step function, ∆1 and ∆2 are energy thresh-
olds for creating anyon pairs via operators Â1 and Â2

respectively, and Kj(Ωj) are system-specific functions.
This singularity is a sharp signature for fractional mu-
tual statistics in a spin liquid candidate.

III. THE FORMALISM AND DEFINITIONS IN
DETAIL

In this section, we first lay out the T̂ -matrix formalism
that we will use to model the scattering process. Then

we will carefully define the photonic correlators studied
in this work.

A. Review of formalism

We model the experimental scenario as a scattering
process under a time-independent Hamiltonian Ĥ ≡
Ĥ0+V̂ , where Ĥ0 is the Hamiltonian for light and matter
excluding light-matter interactions, and V̂ is the light-
matter interaction. The initial state |Ψ(t = −T/2)⟩ at
time t = −T/2 (in the limit T → ∞) has light and
matter decoupled – with light being in a laser-produced
wavepacket state spatially far away from the material
[Fig. 3(a)]. We suppose the initial state of matter is an
energy eigenstate |I⟩ of energy EI . This can be read-
ily extended to any mixed initial state diagonal in the
eigenstate basis.
Around the time t = 0 for a duration proportional to

the length of the laser wavepacket (which we later take
to ∞), the wavepacket spatially overlaps with the ma-
terial and interacts with it. In the asymptotic future,
the electromagnetic part of the state is once again com-
posed of wavepackets spatially far away from the mate-
rial. However, at t = T/2, the electromagnetic sector
is entangled with the matter sector because of the in-
teractions that happened around t = 0 [Fig. 3(b)]. Op-
tical measurements are made at t = T/2 in the state

|Ψ(t = T/2)⟩ ≡ e−iĤT |Ψ(t = −T/2)⟩. The detected
photons inherit correlations from the material.
As explained in Appendix A, it is convenient to

define |out⟩ ≡ eiĤ0T/2 |Ψ(t = T/2)⟩ and |in⟩ ≡
e−iĤ0T/2 |Ψ(t = −T/2)⟩. Let the expectation value of

energy in the initial state be E0
in ≡ ⟨in|Ĥ0|in⟩. If the

duration of the experiment is long enough, i.e., when the
uncertainty in energy (δEin) ≪ 1/T , we can use the T̂ -
matrix formalism [92] to approximate |out⟩. We suppose∣∣Ψ0

j

〉
(defined in the full light-matter Hilbert space) is an

energy eigenstate of Ĥ0 with energy E0
j . Then, as shown

in Appendix A,

|out⟩

= |in⟩ −
∑
j,k

2πiδ(E0
j − E0

k)
∣∣Ψ0

k

〉 〈
Ψ0

k

∣∣ T̂ ∣∣Ψ0
j

〉 〈
Ψ0

j

∣∣in〉 ,
(5)

where T̂ , or the T̂ -matrix is given by

T̂ = V̂ + V̂
1

E0
in − Ĥ0 − V̂ + i0+

V̂

= V̂ + V̂ Ĝ0V̂ + V̂ Ĝ0V̂ Ĝ0V̂ + V̂ Ĝ0V̂ Ĝ0V̂ Ĝ0V̂ + . . . ,
(6)

where Ĝ0 ≡
(
E0

in − Ĥ0 + i0+
)−1

. Eq. (5) is a gener-

alization of Fermi’s Golden rule to all orders in V̂ . In
Appendix A, we provide a review of the T̂ -matrix for-
malism along with a derivation of Eq. (5). In Sec. III B,
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Figure 3. (a) The initial state in the asymptotic past (at time t = −T/2, in the limit where it approaches −∞), |Ψ(t = −T/2)⟩
consists of the electromagnetic field in a laser-produced wavepacket state far away from the material. For illustration, the
material is assumed to be in an energy eigenstate |I⟩. Around time t = 0, the wavepacket spatially overlaps with the material
and interacts with it for a duration proportional to the length of the wavepacket, which we assume to be much larger than
its central wavelength (b) At t = T/2, in the asymptotic future, light and the material are entangled with each other and
the resulting superposition is schematically depicted in the figure. The expansion depicted here is in the number of photon
modes in the final state. The first term corresponds to elastic scattering of light. The second set of terms corresponds to the

emission of a photon in mode λ, leaving the material in state Ô(1)
λ |I⟩, where Ô(1)

λ is some operator that acts purely in the

matter sector. Therefore, the probability of detection of a photon in mode k is proportional to
〈
Ô(1)†

λ Ô(1)
λ

〉
, which is a matter

correlation function. The third set corresponds to the emission of a pair of photons in modes λ1 and λ2, whose probability

is
〈
Ô(2)†

λ1,λ2
Ô(2)

λ1,λ2

〉
, again a matter correlation function. In this paper, we present a formalism to derive expressions for these

matter correlation functions.

we write G(1), G(2) and homodyne measurements as ex-
pectation values of operators in the |out⟩ state. Later, in
Sec. V, we relate these measurements to matter correla-
tion functions by simplifying Eq. (6).

B. Definitions of photonic correlation functions

Our measurement scheme is shown Fig. 1. However,
the photonic correlation function (to be introduced in
Eq. (15), (17), and (19-21)) are general and applicable
to a wider class of measurement schemes. We suppose
the detectors d1 and d2 are located at R1 and R2 respec-
tively (Fig. 1). The spatial origin is chosen to be at the
center of mass of the material. The annihilation part of
the frequency-filtered electric field operator (in the In-
teraction picture) along the direction of the detected po-
larization ej , seen by the detector dj at location Rj (for
j ∈ {1, 2}), is given by

e∗j · Ê(+)
(
Rj ,

T
2

)
= i
∑
k

√
ωk

2εV
â(k,ej)e

i
(
k·Rj−ωk

T
2

)
fj(ωk − ωj),

Ê(−)(Rj) ≡
[
Ê(+)(Rj)

]†
,

(7)

where â(k,ej) is a photon annihilation operator for each
orthogonal plane-wave mode of momentum k and po-
larization ej , and ωk = c|k|. Here, ε is the dielectric
constant and V is the mode-volume of free-space (which
can be taken to infinity at a suitable point). fj(ω − ωj),
is a dimensionless frequency filter function which reflects
the fact that each detector j could have its own sensitiv-
ity profile for modes of different frequencies. Here, ωj is

a reference frequency about which the sensitivity of de-
tector j is peaked. Causality implies that the poles of
fj(ω−ωj), when seen as a function of complex frequency
ω, can only lie in the lower half-plane.
We suppose |R1| = cT/2. Since the material is located

around R = 0, classically, the modes that reach the de-
tector at time T/2 are those with momentum k parallel
to R1. Quantum mechanically, there will be wavepacket
spreading, i.e., modes with k pointed slightly away from
the detector could also reach the detector. But terms in-
volving those modes in Eq. (7) oscillate rapidly as a func-
tion of T , and as we argue in Appendix A, they can be ig-
nored in the T → ∞ limit. Therefore, we assume that the
direction of k lies within a thin solid angle δΩ1 around
the direction of R1. Similarly, for detector 2, we only
need to consider modes k along |R2| up to a solid angle
δΩ2. We suppose the second detector detects a photon
time τ̃ after the first detector does. The time-dependent
phase for detector 2 would then be ei|k|[|R2|−c(T/2+τ̃)].
This equals eiωk[|R2|/c−|R1|/c+τ̃ ]. Therefore, to simplify
notation, let us define a retarded time τ as

τ ≡ τ̃ − |R2| − |R1|
c

. (8)

Let us also define the annihilation operator for detector
dj (which is related to the local electric field as shown
below):

âdj
≡ i

′∑
k

√
cωk

2V
fj(ωk − ωj)âk,ej

, (9)

where
∑′

k restricts the direction of k to be within a solid
angle δΩj from the direction Rj . This solid angle could
be controlled by a lens that collects the output photons.
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For later use, we also note that when the sum over k is
converted into an integral over frequencies ωk, one gets

′∑
k

√
cωk

2V
−→ δΩj

∫
dωk

√
cωkV
2

ρ(ωk). (10)

Here, ρ(ω) is the density of states of light modes per
unit volume. In free space, ρ(ω) = ω2/(2πc)3. But more
generally, it can be modified to a different function by
say, a cavity. We are allowed to do the above conversion
into an integral over frequencies because we will find that
all the matrix elements containing âk,ej

will depend on
k only through ωk. To simplify future expressions, we
introduce the following effective filter function (for j ∈
{1, 2}):

Fj(ω − ωj) ≡ 2πcρ(ω)δΩjfj(ω − ωj). (11)

An example of such an effective filter function is a
Lorentzian which arises naturally when the filter is a
Fabry-Pérot cavity which selects frequencies close to the
cavity resonance frequency ωj . Specifically,

Fj, Lorentzian(ω − ωj) =
iKjΓj

ω − ωj + iΓj
, (12)

where

Kj ≡ 2πcρ(ωj)(δΩ)j . (13)

In writing so, we have assumed that the photonic density
of states near ωj does not vary much within the window
in frequency where the detector is sensitive. One could
similarly consider other causal effective filter functions
with different selectivity profiles.

With this setup in mind, we are now ready to define
our correlation functions.

1. Photon intensity G(1)(0)

The intensity of light detected by the detector dj of
polarization ej , located at point R is

G
(1)
dj

(0) ≡ cε

× ⟨Ψ(t = T/2)| ej · Ê(−)(R)e∗j · Ê(+)(R) |Ψ(t = T/2)⟩ .
(14)

Simplifying this using the definitions of |in⟩, |out⟩ and of
the mode âdj

detected by the detector in (9), the defini-

tion of G(1) simplifies to:

G
(1)
dj

(0) = ⟨out| â†dj
(0)âdj (0) |out⟩ . (15)

2. Second-order coherence G(2)(τ)

Similarly, one define the following second-order coher-
ence function corresponding to detecting one photon of

polarization e1 at the detector atR1, followed by another
photon of polarization e2 at the detector at R2, after a
time τ̃ :

G
(2)
d1,d2

(τ̃) = c2ε2

× ⟨Ψ(t = T/2)|
[
e1 · Ê(−)(R1)

]
eiĤτ̃

[
e2 · Ê(−)(R2)

]
×
[
e∗2 · Ê(+)(R2)

]
e−iĤτ̃

[
e∗1 · Ê(+)(R1)

]
|Ψ(t = T/2)⟩ .

(16)

The insertion of e−iĤτ̃ in the above definition is because
the whole system continues to evolve between the detec-
tion of the first and second photons. However, as is clear
from Fig. 3(b), at time t = T/2, the wavepackets of the
scattered photons are far away from the material. There-
fore, the light-matter interaction V̂ has almost zero sup-
port in the final state, and thus does not have any effect

after t = T/2. Therefore, we can replace e−iĤτ̃ with the

free evolution e−iĤ0τ̃ in the above definition. The defini-
tion Eq. (16) can be simplified in the interaction picture,
by going to the retarded time τ [Eq. 8], and using Eq. (9)
to obtain:

G
(2)
d1,d2

(τ) = ⟨out| â†d1
(0)â†d2

(τ)âd2(τ)âd1(0) |out⟩ . (17)

As we discuss later, we only focus on the connected com-
ponent of the above correlator, i.e.,

G(2)
d1,d2

(τ) ≡ G
(2)
d1,d2

(τ)−G
(1)
d1

(0)G
(1)
d2

(0). (18)

3. Homodyne detection

So far, we have looked at photonic correlation func-
tions G(1)(0) and G(2)(τ), which are related to photon
number and its fluctuations respectively, and lack infor-
mation about the phase of the electric field. In fact, the
electric field (as opposed to its absolute value squared),
and generally, any electromagnetic quadrature and its
fluctuations can be directly measured. This is done us-
ing homodyne detection – by beating the detected signal
with the electric field of a local oscillator (see for exam-
ple, Chapter 4 of Ref. [93] and Chapter 9 of Ref. [94]).
This way, for a mode âλ, one can measure an arbitrary
quadrature, âλe

iϕ + h.c., for any ϕ. Thus, it is possible
to measure the following three correlation functions:

X+
dj
(0) = ⟨out| âdj

(0) |out⟩ , (19)

X++
d1,d2

(τ) = ⟨out| âd2
(τ)âd1

(0) |out⟩ , (20)

X−+
d1,d2

(τ) = ⟨out| â†d2
(τ)âd1

(0) |out⟩ . (21)

IV. LIGHT SCATTERING OFF A
SINGLE-BAND HUBBARD MODEL AT

HALF-FILLING

To establish a connection between matter correlation
functions and photonics correlators, G(1)[Eq. (15)], G(2)
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[Eq. (17)] and the homodyne correlations [Eq. (19-21)],

it is necessary to know the T̂ -matrix that acts on |in⟩.
This requires knowledge of the material’s Hamiltonian
Ĥ0 and light-matter interaction V̂ . In this paper, we
consider Ĥ0 to be a single-band Hubbard model at half-
filling, and the light-matter interaction V̂ as the Peierls
substitution expanded up to second order in the vector
potential. We explicitly work out the mapping between
photonic and matter correlations for this specific Ĥ0 and
V̂ . The procedure can then be readily adapted to any
other system as long as its ground state is an insulator.
Specifically, we consider the following Hamiltonian,

Ĥ0 =
∑

⟨r,r′⟩,σ

[
−t

2
ĉ†r′σ ĉrσ + h.c. + U

∑
r

n̂r,↑n̂r,↓

]

+
∑
k,ek

ωk

(
â†k,ek

âk,ek
+

1

2

)
,

(22)

where t is the tunneling coefficient along a nearest neigh-
bor bond ⟨r, r′⟩ and n̂rσ ≡ ĉ†rσ ĉrσ. Under the Peierls sub-

stitution, the full light-matter Hamiltonian Ĥ is obtained
by the substituting t in every bond ⟨r, r′⟩ with

t → teiqe
∫ r′
r

dx·Â(x), (23)

where qe is the charge of the electron, Â(r) is the vector
potential of the electromagnetic field in Coulomb gauge
and âk,ek

are its normal modes. In free space, Â(r) can
be expanded as

Â(r) =
∑
k,ek

1√
2εVωk

(
ekâk,ek

eik·r + e∗kâ
†
k,ek

e−ik·r
)
.

(24)
For spin-1/2 electrons, let us also define their spin as

Ŝr =
1

2

∑
α,β

ĉ†r,ασĉr,β , (25)

where σ is a vector formed by the three Pauli matrices.
Expanding the light matter interaction in powers of qe,
the terms linear (“paramagnetic”) and quadratic (“dia-

magnetic”) in Â(x) in the Coulomb gauge in Eq. (22)
are

V̂ =
t

2

∑
⟨r,r′⟩,σ

{
−i
(
ĉ†r′σ ĉrσ − ĉ†rσ ĉr′σ

)
(r′ − r) · qeÂr,r′

+
(
ĉ†r′σ ĉrσ + ĉ†rσ ĉr′σ

) [
(r′ − r) · qeÂr,r′

]2}
,

(26)

where Âr,r′ ≡ Â
(

r+r′

2

)
. We denote the paramagnetic

term by V̂P and the diamagnetic term by V̂D. Let us
define

Ĵµ ≡
∑
r,σ

(
ĉ†r+µ,σ ĉrσ − ĉ†rσ ĉr+µ,σ

)
, (27)

where µ joins lattice site r to each of its neighbors. Ĵµ is
proportional to the global electric current in the direction
µ. We argue in Sec. VA that the spatial dependence of
the electromagnetic field can be ignored (dipole approx-
imation). In that case, the paramagnetic term is

V̂P ≈ −igt
∑
µ

[
Ĵµµ̄ ·

∑
λ

(
eλâλ + e∗λâ

†
λ

)]
, (28)

where µ̄ ≡ µ/a. Also, we use a convention for summation
over r and µ, so that each bond (r,µ) is counted exactly
once (and not double-counted). Let us also define the
total tunneling term along µ as

Ĥµ ≡
∑
r,σ

(
ĉ†r+µ,σ ĉrσ + ĉ†rσ ĉr+µ,σ

)
. (29)

Then, the diamagnetic term is

V̂D ≈g2t
∑
µ

Ĥµ

[
µ̄ ·
∑
λ

(
eλâλ + e∗λâ

†
λ

)]2 . (30)

In this implementation of light-matter interaction,
the diamagnetic term couples to the point-split density
1
2

∑
σ

(
ĉ†r′σ ĉrσ + ĉ†rσ ĉr′σ

)
as opposed to just the density

in the free-electron gas.
Third or higher order terms in Â obtained by expand-

ing the Peierls substitution in Eq. (23) should be taken
with caution. This is because the single-band Hubbard
model should be viewed as the projection of a continuum
model into a single band. Determining the true light-
matter coupling term in such projected models is not
trivial. For example, light-matter coupling could modu-
late longer-range hoppings and generically even modify
the interaction terms [95, 96]. For the purposes of this
paper, we will only consider the paramagnetic and dia-
magnetic terms in Eq. (26).

A. Overview of energy scales and sectors

Following Ref. [22–24], we work with Eq. (22), the
single band Hubbard for spin- 12 electrons at half-filling
(i.e., the number of electrons equals the number of lat-
tice sites) in the limit t ≪ U , where the ground state is
a Mott-insulator. In this limit, the manifold of of energy
eigenstates that can be accessed by applying local opera-
tors on the ground state split up into sectors as shown in
Fig. 4.
In the lowest energy sector (shaded blue), the charge

degree of freedom is frozen and the excitations lie purely
in the spin sector. If the ground state is a convention-
ally ordered state, these excitations are magnons and if
the ground state is a quantum spin liquid, then these
states can be composites of fractionalized excitations.
The band-width of this sector is of the order of J ≈ t2/U .
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The sector shaded yellow, roughly separated by an en-
ergy U from the spin sector, consists of states where one
site is doubly occupied (called doublon) and one site is
empty (called hole). The states in this sector include
bound-states of doublons and holes, called Mott excitons
[78–91], as well as their scattering states. We expect the
bandwidth of this sector to be of order t. The sector
shaded red consists of states with two doublon-hole pairs
and have an energy of order 2U relative to the spin states.
Similar to Ref. [22–24], we assume that the laser fre-

quency ωL satisfies

t ≪ |U − ωL| ≪ U. (31)

In other words, the laser is detuned from the Hubbard
gap U , and the detuning, though small compared to U ,
is large compared to t. This assumption allows us to do
perturbation theory in both t/|U − ωL| and t/U .
The second small parameter is the laser-matter cou-

pling that is involved during each photon absorption. Re-
call that the laser-matter coupling is ∼ t qea√

2εVωL
âLĉ

†
rĉr′ .

For a Fock-state input, âL can be replaced by
√
NL,

where NL is the number of photons in the laser mode,
i.e., the number of incident photons. Similarly, if the

laser mode were in a coherent state, i.e., eϕLâ†
L−ϕ∗

LâL |0⟩,
then âL can be replaced by ϕL. Now, the intensity of the
laser is IL = NLωLc

V , when modeled as a Fock state and

IL =
ϕ2
LωLc
V , when modeled as a coherent state. Thus,

we can define a dimensionless laser-matter coupling:

gL =
qea

√
NL√

2εVωL

≡
√
2πILα a

ωL
, (32)

where a is the lattice spacing and where α =
q2e

4πεc is the
fine-structure constant. We can also interpret gL as the
ratio of the effective Rabi frequency of the laser drive to
the laser frequency ωL. In this work, we will assume that
gL ≪ 1.

Similarly, the interaction term corresponding to a
photon emission into an unoccupied mode (k, ej) is ∼
t qea√

2εVωk
â†k,ej

ĉ†rĉr′ . This suggests another dimensionless

coupling in the problem: qea√
2εVωk

, which we rewrite as
√
παa

√
2c

ωkV . We see from Eq. (9),(10),(11) that the fac-

tor
√

2c
ωkV will get cancelled in the final expressions for

G(1) and G(2). Hence we define the following dimension-
ful light-matter coupling

g ≡
√
παa, (33)

with the understanding that the dimensionless small pa-
rameter corresponding to g is essentially

√
α.

To summarize, in this paper, we are going to pro-
vide expressions for G(1), G(2) and homodyne correla-
tions only to leading order in the small parameters t/U ,
t/|U − ωL|, gL and g.

Figure 4. The energy eigenstates that can be accessed by
applying local operators to the ground state of the Hubbard
model at half-filling split up into sectors as shown here. The
bottom-most sector (light blue) consists of spin states, i.e., the
states in this sector have their charge degree of freedom frozen.
The next two sectors (orange and red) are each separated
energetically by roughly U , and these sectors have one and
two doublon-hole pairs respectively. We schematically show a
Raman process. Starting from a state |I⟩ in the spin-sector, a
photon absorption results in virtual occupation of a state in
the sector of one doublon-hole pair. Then a photon emission
into mode k results in the material returning to a possibly
different state |J⟩ in the spin sector.a

a Here we have used the convention in AMO physics for depicting
a virtually occupied state, i.e., the dotted line is positioned
such that its energy is EI + ωL, even though there is no state
at that energy.

B. Form of relevant terms in the T̂ -matrix

In the expansion of T̂ , the emission of each additional
photon comes with a multiplicative factor of g. There-
fore, we will only consider those processes that lead to an
emission of at most two photons, the minimum number
required to obtain a nonzero value of G(2).
With this in mind, let us examine the relevant terms

in the expression T̂ = V̂ + V̂ Ĝ0V̂ + V̂ Ĝ0V̂ Ĝ0V̂ +
V̂ Ĝ0V̂ Ĝ0V̂ Ĝ0V̂ + . . .. From Fig. 4, we see that start-
ing from a state in the spin sector, emitting one pho-
ton requires the absorption of one photon from the laser.
Therefore, to leading order,

V̂ Ĝ0V̂ =
∑
k

R̂
(1)
(k,ej)

⊗ â†k,ej
âL

√
2c

VωkNL
+ . . . , (34)

where ej is the polarization selected by the detector. We

have chosen the normalization factor of
√

2c
VωkNL

just to

simplify future expressions.
Let us now consider processes leading to the emission

of two photons. In this work, we assume that the detec-
tor filters out any photon whose frequency is outside the
window ωL ± O(|ωL − U |). This means that a photon
of frequency 2ωL − U is detected, but one of frequency
ωL/2 is not. Under these conditions, we can see that (1)
it is sufficient to consider processes where two photons
are absorbed, and (2) after absorbing two photons and
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emitting two photons, the final state of the material is in
the spin sector. t/U .

Thus, the term in T̂ that contributes to the emission of
two photons takes the following form (we use the short-
hand notation λj for the mode (k, eλj

) of frequency ωλj
,

where eλj
is the polarization detected by detector j):

V̂P Ĝ0V̂DĜ0V̂P + V̂P Ĝ0V̂P Ĝ0V̂P Ĝ0V̂P

=
∑
λ1,λ2

R̂
(2)
λ1,λ2

⊗
â†λ1

â†λ2
(âL)

2

2
√
NL(NL − 1)

2c

V√ωλ1
ωλ2

+ . . .
(35)

where R̂
(2)
λ1,λ2

is a pure matter operator and will be calcu-

lated in the next section. R̂
(2)
λ1,λ2

is symmetric in λ1 and

λ2. Here, â
†
λ1
â†λ2

(âL)
2
signifies that two photons are ab-

sorbed from the laser and two photons are emitted into
modes λ1 and λ2. The remaining factors are due to our
normalisation convention. We note that while summing
over modes λ1 and λ2, one can fix the polarizations as
dictated by the detector, and only sum over the corre-
sponding momenta.

C. Simplified expressions for photonic correlation
functions

We now use the form of the T̂ -matrix in Eqs. (34)
and (35) to simplify the photonic correlation functions
defined in Eqs. (15), (17), (19), (20) and (21). For this,
we need the knowledge of the |out⟩ state. First of all, let’s
suppose that the |in⟩ state is a product state between the
matter and light sectors.

|in⟩ = |I⟩M ⊗ |ψ(0)
L ⟩R, (36)

where |I⟩M is an energy eigenstate of the matter part

of Ĥ0 (hence subscript M) with energy EI . |ψ(0)
L ⟩R is a

state in the electromagnetic sector with the laser mode
occupied (we use subscript L to denote “laser” and sub-
script R to denote the “radiation” sector). Since Eq. (5)
is easiest to apply for an |in⟩ state that is an eigenstate

of Ĥ0, we can consider |ψ(0)
L ⟩R to be a Fock state with

NL photons in laser mode L, a mode with well-defined
wavevector and polarization, i.e.,

|ψ(0)
L ⟩R =

1√
NL!

(
â†L

)NL

|0⟩R . (37)

In Appendix B, we show that we can also have the laser
mode L to be populated with a coherent state and still
be able to calculate |out⟩ to use Eq. (5). In that case,

|ψ(0)
L ⟩R = eϕLâ†

L−ϕ∗
LâL |0⟩R . (38)

For either case, using Eq. (34), (35) and Eq. (5), to lead-
ing order in g, we get the |out⟩ state to be a superpo-
sition of the unscattered |in⟩ state, and states resulting

from one and two-photon scattering:

|out⟩ = |I⟩ ⊗ |ψ(0)
L ⟩

− 2πi
∑
λ

∑
F

δ(EFI + ωλ − ωL) |F ⟩

×
√

2c

Vωλ
⟨F | R̂(1)

λ |I⟩ ⊗ â†λ|ψ
(1)
L ⟩

− 2πi
∑
λ1,λ2

∑
F

δ(EFI + ωλ1 + ωλ2 − 2ωL) |F ⟩

× 2c

V√ωλ1
ωλ2

⟨F | R̂(2)
λ1,λ2

|I⟩ ⊗
â†λ1

â†λ2

2
|ψ(2)

L ⟩.

(39)

We have used the notation EFI ≡ EF−EI . Here, if |ψ(0)
L ⟩

is a Fock state as in Eq. (37), then |ψ(1)
L ⟩ and |ψ(2)

L ⟩ are
the corresponding Fock states with NL − 1 and NL − 2
photons respectively in mode L. On the other hand, if

|ψ(0)
L ⟩ is a coherent state as in Eq. (38), then both |ψ(1)

L ⟩
and |ψ(2)

L ⟩ are equal to |ψ(0)
L ⟩.

It is important to note that the photonic operators
measured in X+ [Eq. (19)] and X++ [Eq. (20)] do
not conserve the total number of photons. Thus, from
Eq. (39), we see that getting a nonzero value here re-

quires |ψ(0)
L ⟩ to be in a coherent state, and not a Fock

state. On the other hand, the photonic operators mea-
sured G(1) [Eq. (15)], G(2) [Eq. (17)] and X−+ [Eq. (21)]
do conserve total photon number, so both coherent state
and Fock state inputs can lead to a nonzero measure-
ment. With this in mind, we can use Eq. (39) to simplify
the correlators defined in Eqs. (15), (17) and (19-21) as
below. Here, we have assumed that the dependence of

the matter operators R̂
(1)
λ and R̂

(2)
λ1,λ2

on the photonic
mode λ is only through its frequency ωλ and polariza-
tion eλ, an assumption that we will justify in Sec. VA.
Therefore, using Eq. (10), the sums over modes can be
converted to integrals over frequencies as below:

G
(1)
dj

(0) ≈
∑
J

∣∣∣∣∫ ∞

−∞
dωλj

Fj(ωλj
− ωj)

× δ
(
EJI + ωλj

− ωL

)
⟨J |R̂(1)

λj
(ωλj

)|I⟩
∣∣∣∣2.
(40)

A word on notation – recall that here, ωj is the refer-
ence frequency for detector j, i.e., where its sensitivity is
peaked. On the other hand, ωλj

is integrated over, and
denotes the frequency of the photon emitted into mode
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λj . Next,

G
(2)
d1,d2

(τ) ≡
〈
â†d1

(0)â†d2
(τ)âd2

(τ)âd1
(0)
〉
out

≈
∑
F

∣∣∣∣∣
∫∫ ∞

−∞

dωλ1
dωλ2

(2π)

[
F1(ωλ1

− ω1)F2(ωλ2
− ω2)

×δ (EFI + ωλ1 + ωλ2 − 2ωL)

× eiωλ1
τ ⟨F |R̂(2)

λ1,λ2
(ωλ1

, ωλ2
)|I⟩
]∣∣∣∣∣

2

.

(41)
This expression is similar to Eq. (40) for G(1), except that
here two photons are detected. The photon in mode λ2
is detected after time τ following the photon detection in
mode λ1, leading to the phase eiωλ1

τ coming from time-
evolution in between [97].

Next, for a coherent state input, the photon non-
conserving homodyne correlations are:〈

âdj
(0)
〉
out

≈ Fj(ωL − ωj) ⟨I|R̂(1)
λj

(ωL)|I⟩ . (42)

⟨âd2
(τ)âd1

(0)⟩out ≈ i

∫∫ ∞

−∞

dωλ1
dωλ2

(2π)

[
e−iωλ2

τ

×F1(ωλ1
− ω1)F2(ωλ2

− ω2)δ (ωλ1
+ ωλ2

− 2ωL)

× ⟨I|R̂(2)
λ1,λ2

(ωλ1 , ωλ2)|I⟩
]
.

(43)

Lastly, the photon number-conserving second-order ho-
modyne correlation defined in Eq. (21),which reduces to

G
(1)
d1

(τ) when the detectors d1 and d2 are identical, is〈
â†d2

(τ)âd1
(0)
〉
out

≈
∑
J

∫ ∞

−∞
dωλ1

[
F1(ωλ1

− ω1)F∗
2 (ωλ1

− ω2)e
iωλ1

τ

× δ (EJI + ωλ1 − ωL) ⟨I|
[
R̂

(1)
λ2

]†
|J⟩⟨J | R̂(1)

λ1
|I⟩
]
.

(44)
Here, the mode λ2 is such that ωλ1 = ωλ2 , but the po-
larizations of λ1 and λ2 can be different.

V. MICROSCOPIC STRUCTURE OF MATTER
OPERATORS R̂(1) AND R̂(2)

In this section, we provide the explicit expressions for

the matter operators R̂
(1)
λ1

and R̂
(2)
λ1,λ2

for the single-band
Hubbard model at half-filling defined in Sec. IV.

Let us first examine the terms in the expansion of T̂ =
V̂ + V̂ Ĝ0V̂ + V̂ Ĝ0V̂ Ĝ0V̂ + V̂ Ĝ0V̂ Ĝ0V̂ Ĝ0V̂ + . . .. From
Eq. (26), we see that the paramagnetic term in V̂ involves
an electron hopping to its neighboring site by absorbing
or emitting a photon. The diamagnetic term involves
hopping of an electron by either absorbing two photons,
emitting two photons or by absorbing one photon along
with emitting another.

A. Matter operator R̂
(1)
λ : Review of Raman

scattering

To leading order in g, we consider processes leading to
the emission of one photon. Processes involving absorp-
tion and emission of two or more photons would be of
higher order in g.
At half-filling, electron tunneling would result in dou-

ble occupancy at a site and this costs energy U . Since
t ≪ |U − ωL|, just one insertion of V̂ alone cannot result

in a photon absorption. But two insertions of V̂ via the
term V̂ Ĝ0V̂ can result in absorption and emission of a
photon. A laser photon can be absorbed off-resonantly
via the paramagnetic term (first arrow from the left in
Fig. 4). This should then be followed by an electron in
the doubly occupied site returning to its empty neighbor
by emitting a photon, thus leaving the material in a possi-
bly different state in the spin sector (second arrow from
the left in Fig. 4). This is the familiar superexchange,
this time, mediated by photons. Therefore, to leading
order in light-matter interaction g and t/|U − ωL|, the
main contribution to R̂

(1)
λ is from such a Raman process

[22, 73]. To leading order in t/|ωL − U |, upon simplifying

V̂ Ĝ0V̂ , one gets the Fleury-Loudon term, a sum of pro-
jectors to spin singlets, modulated by the polarizations of
the incoming laser and the detected photon [22–24, 73]:

R̂
(1)
(k,ej)

=
∑
(r,µ)

t2gLg

ωL − U

(
4Ŝr · Ŝr+µ − 1

) (
e∗j · µ

)
(eL · µ)

+ . . .

≡Âj .
(45)

Here, for every site r on the lattice, µ runs through the
vectors joining r to its neighbours. For example, for a
square lattice, µ runs through a(±1, 0) and a(0,±1).
Throughout this paper, we will use (r,µ) to denote a
bond joining r and r+µ. We also use the summation con-
vention that

∑
(r,µ) runs through each bond exactly once.

The “. . .” above denotes terms of order t3/|ωL − U |2 and
higher.
Note that in Eq. (45), we have omitted the factor

ei(kL−k)·(r+µ/2) inside the summation, i.e., we have ig-
nored the momentum transferred by photons to the elec-
trons. This is because ωL and ωλ are of order U , the
Hubbard interaction. For typical materials, the corre-
sponding wavelength is several thousand lattice spacings.
Hence, throughout this paper, we will ignore the spatial

variation of the laser field. Therefore, R̂
(1)
(k,ej)

depends

on the emitted mode (k, ej), only through its polariza-
tion ej and in general, the frequency ωk (although the
above expression does not depend on ωk). In the near fu-
ture, in systems with much larger lattice spacings, such as
Moiré materials, significant momentum transfer to elec-
trons may become possible optically. In this case, our
formalism can be adjusted to include finite-momentum
matter operators.



13

B. Processes leading to the emission of two
photons

Now, we describe the processes that contribute
to R̂(2), i.e., lead to the emission of two photons.

R̂
(2)
λ1,λ2

can be extracted from Eq. (35) by expanding

V̂P Ĝ0V̂P Ĝ0V̂P Ĝ0V̂P + V̂P Ĝ0V̂DĜ0V̂P . First, we provide
a qualitative overview. We will then state the result for

R̂
(2)
λ1,λ2

for the case of the single band Hubbard model at
half-filling. Explicit details of the derivation are provided
in Appendix C.

In Fig. 5, we show a schematic in terms of energy levels
for the different two-photon emission processes. In Fig. 6,
we show the corresponding microscopic processes. We
will also show that the intensity of photons G(1)(0) as a
function of frequency qualitatively looks like Fig. 5(e-f),
i.e., has one central peak around ωL with width ∼ t2/U
(highlighted in Fig. 5(e)), and has two sidebands around
2ωL − U and U (highlighted in Fig. 5(f)). The central
peak can be anticipated from our previous discussion of
Raman scattering, where the emitted photon’s frequency
differs from the laser’s frequency by an order of the spin
excitation energy scale. In this section, we will infer the
existence of the sidebands. We will soon see that they
result from the processes in Fig. 5(b-d) leading to pairs
of photons around frequencies 2ωL − U and U . Let us
now study all the processes one by one.

1. Fig. 5(a) shows the Raman process occurring twice
in succession. First, a doublon-hole pair is virtu-
ally created along a bond by a photon absorption
via the paramagnetic term V̂P (Fig. 6(a1-a2)). This
pair then recombines via a photon emission, with
the system returning to the spin sector – in a pos-
sibly excited state. This effectively results in the
application of a spin operator on the system, which
to leading order in t/|ωL − U | is the Fleury-Loudon
sum of spin singlet projectors [73] Â1 defined in
Eq. [45, 53]. The system now time-evolves till a
second Raman process occurs (Fig. 6(a5)), resulting
in application of a second Fleury-Loudon operator
Â2. We show this explicitly in Appendix C 1.

In effect, both the photons emitted have frequencies
close to ωL (the central peak in Fig. 5(e)), and their
difference from ωL is of the order of J ∼ t2/U , i.e.,
the energy scale of the spin sector.

2. The microscopic process corresponding to Fig. 5(b)
is shown in Fig. 6(b1-b6). It starts off similar to the
process in Fig. 5(a). The difference is that here,
the two emitted photons are of frequencies of or-
der 2ωL − U and U respectively [the sidebands in
Fig. 5(e,f)]. These sidebands are reminiscent of the
sidebands of the fluorescence triplet when a two
level system is irradiated with light detuned from
its gap [74]. In Appendix C 1, we show how this
process comes out naturally in our formalism.

3. Fig. 5(c) shows a process where two photons (ωL)
are absorbed, successively creating two virtual
doublon-hole pairs at different locations [Fig. 6(c2-
c3, c

′
2-c

′
3)]. Then, one of the doublon-hole pairs re-

combines by emitting a photon. The recombining
pair could be one of the two pairs that were origi-
nally created [Fig. 6(c4)], in which case those two
pairs could have been arbitrarily separated. Alter-
natively, the recombining pair could be made of a
hole from one pair and a doublon from the other
pair [Fig. 6(c′4)]. This would require the two bonds
to be located such that they are connected by a dif-
ferent bond [Fig. 6(c′3)]. The photon emitted this
way has frequency ωλ1 to be of the order of 2ωL−U .
After the first photon emission, the material is in
the single doublon-hole pair sector. It time-evolves
here [Fig. 6(c5, c

′
5)] till the emission of a second

photon of frequency of order U by the recombina-
tion of the doublon-hole pair, which by now has
possibly moved to a far away bond [Fig. 6(c6, c

′
6)].

This process again corresponds to the sidebands in
Fig. 5(f).

Again, since a state |K⟩ in the single doublon-hole
sector is resonantly accessed, in effect, photons cou-
ple to matter operators that can excite the system
into the charge sector. We will evaluate these op-
erators explicitly in Appendix C 2. Notice that the
steps in Fig. 6(b4-b6) and 6(c4-c6) look identical.
The operators coming from rows (b) and (c) in
Fig. 6 have opposite signs (arising from opposite
signs of detuning), and they almost cancel. The
non-cancellation is due to the following difference.
In Fig. 6(b2) and 6(b4), the two bonds along which
light-assisted tunneling happens, can be arbitrary,
and in principle can even share a site or coincide.
But the bonds in Fig. 6(c2) and 6(c3) are required
to not share a site in order to let two doublon-hole
pairs to be created. Thus, the effect of combining
oppositely signed rows (b) and (c) of Fig. 6 is that
after the emission of the first photon, one is left
with a sum of local operators involving spin singlet
projection along a bond, say (r1,µ1), followed by
electron tunneling along a bond touching (r1,µ1),
as shown in Fig. 7.

Similarly, the steps shown in row c′ of Fig. 6 up to
the emission of the first photon, results in a sum of
local terms involving a spin operator supported on
a bond followed by an electron tunneling operator
supported near that bond as shown in Fig. 8.

Finally, the recombination of the doublon-hole pair
by emitting the second photon [Fig. 6 (b6, c6, c

′
6)

and as we show later, Fig. 6(d5)] results in an elec-
tron tunneling operator proportional to the global
electric current.

So far, the processes we have considered come from
the term V̂P Ĝ0V̂P Ĝ0V̂P Ĝ0V̂P in Eq. (35), and did
not involve the diamagnetic term.
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(a) (b) (c) (d)

(e) (f)

Figure 5. (a)-(d) show the four processes contributing to G(2)(τ) to leading order in gL and t/|ωL − U |. (e) and (f) show a
cartoon intensity profile of the emitted photons. Process (a) contributes to the central peak highlighted in (e) and processes
(b-d) contribute to the sidebands highlighted in (f). (a): Raman process occurring twice, with the intermediate state |J⟩ being
in the spin sector. (b): Scattering of two photons, accompanied with the real, i.e., resonant excitation of a state |K⟩ in charge
sector. This is reminiscent of the sideband process in Ref. [74]. (c): This process corresponds to successive absorption of two
photons resulting in virtual occupation of the two doublon-hole sector, followed by emission of two photons into the sidebands
in (f). (d): This process differs from (a), (b) and (c) in that it involves the diamagnetic term. After a photon absorption and
virtual occupation of the single doublon-hole sector, the diamagnetic term results in the scattering of a laser photon (wavy line
labelled ωL) into an emitted mode of frequency ωλ1 , which lies in the sideband near 2ωL − U . This results in occupation of a
matter state |K⟩ in the single doublon-hole sector. Finally, a photon of frequency ωλ2 is emitted into the sideband around U .
(e): The central peak is highlighted, corresponding to photons of frequency around ωL. (f): The sidebands corresponding to
pairs of photons of frequency around 2ωL − U and U are highlighted.

4. The process shown in Fig. 5(d) features the diamag-
netic term, and is in fact the most leading order in
t/|U − ωL|. It is shown pictorially in Fig. 6(d1-d5).
Here, an electron hops by absorbing a photon (of
frequency ωL) via the paramagnetic term. Then,
via the diamagnetic term, a photon is absorbed (of
frequency ωL) and a photon of frequency ωλ1 of
the order of 2ωL − U is emitted. Finally, via the
paramagnetic term, a photon is emitted, whose fre-
quency ωλ2

, is of the order of U , and the material
returns to the spin sector. This process corresponds
to V̂P Ĝ0V̂DĜ0V̂P in Eq. (35). This process again
corresponds to the sidebands in Fig. 5(e,f).

In summary, all the processes leading to emission into
the sidebands [Fig. 5(b,c,d)] involve an intermediate step
where the material resonantly transitions to a state |K⟩
in the single doublon-hole sector. On the other hand,
the process leading to emission into the central peak
[Fig. 5(a)] involves only off-resonant occupation of the
single doublon-hole sector. The physical implication of
this is that in the processes in Fig. 5(b,c,d), light effec-
tively couples to a mixed spin-charge operator. But in
the process shown in Fig. 5(a), light effectively couples

to an operator living entirely in the spin sector. We will
arrive at the same fact formally in Appendix C.

C. Microscopic expression for R̂(2)

Following the discussion above, we now provide the ex-

plicit expression for operator R̂
(2)
λ1,λ2

. The derivation is

carried out by expanding the T̂ -matrix, and is provided
in Appendix C. We provide explicit expressions here
so that even for a different microscopic system (whose
charged excitations are gapped), the reader can follow
our derivation in Appendix C and obtain the expressions
analogous to what we provide below.

We saw in Sec. VB and Fig. 5, that processes leading
to photon emission in the sidebands involve matter oper-
ators that create charge excitations when acting on the
spin sector. Therefore, before writing down the expres-
sion for R̂(2), it is useful to define below some of those
operators which move an electron from one site to an-
other, thereby taking a state from the spin sector into
the single doublon-hole sector, and vice versa.

First, we define Ĥr,r′ , a local tunneling term defined
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(a1) (a2) (a3) (a5) (a6)

= Doublon

= Hole A

B

(c1) (c2) (c3) (c4)
(c5) (c6)

Time evolve

( ) ( ) ( ) ( ) ( ) ( )

Time evolve

A

B Some operator
supported on A 

and B

(d1) (d2) (d3) (d4) (d5

Time evolve

A

Spin 
operator at A

Photon absorption via 
paramagnetic term

Photon emission via 
paramagnetic term

Photon absorption 
and emission via 
diamagnetic term

Legend:

Time evolve

(a4)

(b1) (b2) (b3) (b5) (b6)

Time evolve

(b4)

Figure 6. Microscopic processes corresponding to Fig. 5: We show the square lattice for concreteness, but our results are
general. In all the subfigures, a curved blue arrow indicates that an electron tunneled from the tail to head of the arrow, and
the configuration shown in a subfigure is a consequence of the hop shown in the same subfigure. The legend is provided at the
bottom. We have organized the subfigures into rows on the basis of the subfigures of Fig. 5. (a1-a6): This row corresponds to
Fig. 5(a). The system absorbs a photon via the paramagnetic term, virtually creating a doublon-hole pair (a2). An electron
then tunnels back emitting a photon. This results in applying the spin exchange operator 4SA ·SB −1 along the bond, say, AB
colored blue in (a3). A similar process then repeats along a different bond via absorption of a second laser photon, resulting in
the emission of a second photon. (b1-b6): This row corresponds to Fig. 5(b). Here, the photons are emitted into the sidebands
(see the discussion below Eq. (C7)). Next, the process in Fig. 5(c) amounts to two successive photon absorptions followed by
the emission of two photons. This can occur in two distinct ways – (c1-c6) and (c′1-c

′
6). (c1-c5): Two doublon-hole pairs are

created, and the same ones are annihilated. Note that during the time between emission of the two photons, the doublon-hole
pair can move around (c5). (c′1-c

′
5): Two doubon-hole pairs are created. A hole from one pair and a doublon from a different

pair recombine (c′4). (d1-d5): This row corresponds to Fig. 5(d). A doublon-hole pair is virtually created by absorbing a
photon via the paramagnetic term. Then, either a doublon or a hole scatters to a different site by both absorbing and emitting
a photon via the diamagnetic term (d3). After time evolution, the doublon-hole pair recombines by emitting a photon via the
paramagnetic term.
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(a)

(b)

Figure 7. A visualization of the definition of the operator K̂µ′
2
(r1,µ1) (see Eq. (48)) on the square lattice. This is an operator

that creates a doublon-hole pair when acting on the spin sector. (a): µ1 = x (lattice vector in the x-direction) and µ′
2 = y.

(b): µ1 = x and µ′
2 = x.

(a)

(b) (c) (d)

Figure 8. A visualization of the definition of the operators Ŝµ′
1,µ

′
2
(r1,µ1) and Ĉµ′

1,µ
′
2
(r1,µ1) (see Eq. (51) and Eq. (52)). Both

the operators create a doublon-hole pair when acting on a state in the spin sector. Ŝ is a spin triplet operator, while Ĉ is
a spin triplet operator. Since this is the only difference between the two, we use the same figure to denote both Ŝ and Ĉ.
The operators are specified by a bond (r1,µ1) and two additional lattice directions µ′

1 and µ′
2. The four subfigures show the

definition for different choices of these directions.

for a pair of sites r and r′, as

Ĥr,r′ ≡
∑
α

(
ĉ†r′,αĉr,α + h.c.

)
, and (46)

Similarly, we define a local (antihermitian) spin current
from r to r′:

Ĵ
S

r,r′ ≡
∑
α,β

(
ĉ†r′,ασαβ ĉr,β − h.c.

)
. (47)

Next, we define an operator K̂µ′
2
(r1,µ1) which is a

sum of those operators that tunnel the electron along the

lattice vector µ′
2 with the following additional constraint.

The constituent terms are localized to the vicinity of the
bond (r1,µ1), in the sense that for each tunneling term

in K̂µ′
2
(r1,µ1), the electron originates from or ends in

either r1 or r1 + µ1. See Fig. 7 for a visualization. The
formal definition is

K̂µ′
2
(r1,µ1)

≡
∑
r′2,σ

′
2

η
(r′2,µ

′
2)

(r1,µ1)

(
ĉ†r′2+µ′

2,σ
′
2
ĉr′2σ′

2
− ĉ†r′2σ′

2
ĉr′2+µ′

2,σ
′
2

)
, (48)

where we have introduced a symbol η
(r′2,µ

′
2)

(r1,µ1)
that is a func-
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tion of two bonds (r1,µ1) and (r′2,µ
′
2), and is symmetric

in its two arguments. It is defined as

η
(r′2,µ

′
2)

(r1,µ1)
=


1, if bonds (r′2,µ

′
2) and (r1,µ1) have

at least one site in common.

0, otherwise.

(49)

Now, we define another set of tunneling operators —
a spin triplet operator Ŝµ′

1,µ
′
2
(r1,µ1) and a spin singlet

operator Ĉµ′
1,µ

′
2
(r1,µ1), shown in Fig. 8. They tunnel an

electron from one site adjacent to the bond (r1,µ1), to
another site adjacent to the same bond – for example,
from an empty circle to a filled circle in Fig. 8. These
two sites are of the form r1±µ′

1 and r1+µ1±µ′
2, on the

condition that these two sites, together with the sites of
the bond r1 and r1 + µ′

1, constitute four distinct sites.
This is enforced using the following notation (for nonzero
lattice vectors µ, ν and ρ):

h (µ,ν,ρ) =


0, if µ+ ρ = 0,

or if ν = µ

or if µ+ ρ = ν.

1, otherwise.

(50)

With this notation, Ŝµ′
1,µ

′
2
(r1,µ1) and Ĉµ′

1,µ
′
2
(r1,µ1) are

defined as

Ŝµ′
1,µ

′
2
(r1,µ1) =

1

2

∑
s′1∈{±1}
s′2∈{±1}

s′1s
′
2

{[
h (µ1, s

′
1µ

′
1, s

′
2µ

′
2)

×
∑
α,β

(
ĉ†r1+µ1+s′2µ

′
2,α

σαβ ĉr1+s′1µ
′
1,β

+ h.c.
)]

+ [µ′
1 ↔ µ′

2]

}
, and

(51)

Ĉµ′
1,µ

′
2
(r1,µ1) =

1

2

∑
s′1∈{±1}
s′2∈{±1}

s′1s
′
2

{[
h (µ1, s

′
1µ

′
1, s

′
2µ

′
2)

×
∑
α

(
ĉ†r1+µ1+s′2µ

′
2,α
ĉr1+s′1µ

′
1,α

− h.c.
)]

+ [µ′
1 ↔ µ′

2]

}
.

(52)
With these local operators at hand, we define the fol-
lowing global (zero-momentum) matter operators Âj , B̂j

and Ĉj that the photon detected by each of the two de-
tectors j ∈ {1, 2} couples to. The information about
the detector j enters these operators through the polar-
ization ej of the detected photon. To leading order in
laser-matter coupling gL and t/|ωL − U |, the operators
are:

Âj =
gLgt

2

ωL − U

∑
r,µ

(
4Ŝr · Ŝr+µ − 1

)
(µ̄ · eL)

(
µ̄ · e∗j

)
, (53)

The operator Âi acts purely within the spin sector, and was the same operator that showed up in G(1) of Raman
scattering (Eq. (45)).

The operator B̂j , on the other hand, creates a doublon-hole pair, when acting on the spin sector. In addition, it
also creates spin excitations, and is therefore a mixed spin-charge operator. It is defined below (where we make use
of the definitions in Eq. (46), (47), (48), (52) and (51)).

B̂j = g2Lt
2g


∑
µ′,µ

∑
s,s′=±1
sµ̸=s′µ′

[
(µ̄′ · eL) (µ̄ · eL)

(
µ̄ · e∗j

)
ss′
∑
r

[1
2
Ĥr+s′µ′,r+sµ − Ĵ

S

r+s′µ′,r+sµ · Ŝr

]]

− t

ωL − U

∑
µ′,µ

[
(µ̄′ · eL) (µ̄ · eL)

(
µ̄ · e∗j

)∑
r

K̂µ′ (r,µ)
(
4Ŝr · Ŝr+µ − 1

)]

− t

ωL − U

∑
r,µ,

µ′
1,µ

′
2

[
(µ̄′

1 · eL) (µ̄′
2 · eL)

(
µ̄ · e∗j

) [
Ŝµ′

1,µ
′
2
(r,µ) ·

(
Ŝr − Ŝr+µ

2
− iŜr × Ŝr+µ

)

+Ĉµ′
1,µ

′
2
(r,µ)

(
Ŝr · Ŝr+µ − 1

4

)]] .

(54)

The first line in Eq. (54) comes from the process shown in Fig. 6(d1-d5), and involves scattering via the diamagnetic
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term. The second line above, involving K̂µ′(r,µ) results from the incomplete cancellation of the processes in Fig. 6(b1-

b6) and Fig. 6(c1-c6) (see Sec. VB for a discussion). The last two lines involving Ŝµ′
1,µ

′
2
(r,µ) and Ĉµ′

1,µ
′
2
(r,µ) come

from the process shown in Fig. 6(c′1-c
′
6).

Finally, the operators Ĉj also take a state in the spin sector into one in the single doublon-hole sector, and vice
versa. They are defined below:

Ĉj =
gt

ωL − U

∑
µ

(
µ̄ · e∗j

)
Ĵµ. (55)

As a reminder, Ĵµ was defined in Eq. (27), and is proportional to the global electron current in the direction µ.

Having defined the above matter operators, we are
ready to return to the matter operator R̂(2) that dic-
tates the two-photon scattering amplitude. The matrix
elements of R̂(2) between matter energy states |I⟩ and
|K⟩ (both in the spin sector) are of the following form
(see Appendix C):

⟨F |R̂(2)
λ1,λ2

|I⟩

=−
∑
J

[
⟨F |Â2|J⟩ ⟨J |Â1|I⟩

ωλ1
− (ωL − EJI + i0+)

+ (1 ↔ 2)

]

−
∑
K

[
⟨F |Ĉ2|K⟩ ⟨K|B̂1|I⟩

ωλ1 − (2ωL − EKI + i0+)
+ (1 ↔ 2)

]
, (56)

where |I⟩, |J⟩ and |F ⟩ are many-body eigenstates of the
Hubbard model that all lie in the spin sector. |K⟩ on
the other hand is a many-body eigenstate in the charge-
sector, containing one doublon-hole pair. Here, EJI is of
order t2/U , while EKI is of order U ± order(t). There-
fore, we see from Eq. (56) that photon pair emitted into
the central peak [Fig. 5(e)], i.e., of frequency near ωL,

couples to pure spin operators Âj . On the other hand,
a photon pair emitted into the sidebands [Fig. 5(f)], i.e.,
of frequency near 2ωL − U and U , couples to the mixed
spin-charge operator B̂j and current operator Ĉj respec-
tively.

The energy dependent factors in Eq. (56) can be ab-
sorbed into the Heisenberg evolution of the matter op-
erators (see Appendix C for a derivation), and can be
written as

⟨F |R̂(2)
λ1,λ2

|I⟩

= −i
∫ ∞

−∞
dt e−i(ωλ1

−ωL)t ⟨F |T
[
Â2(0)Â1(−t)

]
|I⟩

− i

∫ ∞

−∞
dt ⟨F |

[
θ(t)e−i(ωλ1

−2ωL)tĈ2(0)B̂1(−t)

+θ(−t)e−iωλ1
tĈ1(−t)B̂2(0)

]
|I⟩ .

(57)

where T[ ] denotes time ordering of operators inside [ ].
Note that the formula for G(2)(τ) in Eq. (41) involves

an integral over ωλ1 and ωλ2 , i.e., coherent superposi-

tions of the different R̂
(2)
λ1,λ2

’s. Therefore, the frequency

filter functions Fi(ω) of the detectors will play a cru-
cial role in determining G(2)(τ). With this in mind, we
will study the temporal structure of the matter corre-
lation functions obtained by measuring G(2)(τ), paying
special attention to their dependence on the frequency
filter functions of the detectors.

VI. TEMPORAL STRUCTURE OF
CORRELATION FUNCTIONS

In this section, we combine the matter operators R̂(1)

and R̂(2) from Sec. VC with the formulas for photonic
correlators from Sec. IV [Eq. (40-43)] to derive the final
expressions summarized in Table I.

It is useful to work with the Fourier transform of the
filter function defined as F̃j(t) =

∫∞
−∞

dω
2πFj(ω)e

−iωt. In
order to simplify the expressions, we will absorb phases
such as e−iEJIt into Heisenberg time-evolution of the op-
erators involved in the correlation functions. The result
is summarized below.

A. Intensity G(1)

The expression for G
(1)
dj

= ⟨out| â†dj
(0)âdj

(0) |out⟩ in

Eq. (40) can be simplified to

G
(1)
dj

≈
∫∫ ∞

−∞
dtdt′ F̃j(t)

[
F̃j(t

′)
]∗
ei(ωL−ωj)(t−t′)

× ⟨I|
[
Âj(−t′)

]†
Âj(−t)|I⟩ .

(58)

Recall that Âj was defined in Eq. (45). Here, we
have used the definition of a Heisenberg-evolved operator

Â(t) ≡ eiĤ0tÂe−iĤ0t. To connect to known results [22–
24], let us take the case of a Lorentzian effective filter
function as defined in Eq. (12) that is peaked in frequency
around ωj with a width Γj , such that the filter gets more
and more selective as Γj → 0. In time domain, this filter
function is

F̃j, Lorentzian(t) = KjΓjθ(t)e
−Γjt. (59)
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Eq. (58) then simplifies to:

G(1)(ωj) ≈ |Kj |2Γj/2

×
∫ ∞

−∞
dt e−Γj |t|ei(ωL−ωj)t

〈[
Âj(t)

]†
Âj(0)

〉
0

,
(60)

where K is a constant and was defined in Eq. (13). The
expectation value is taken in a matter eigenstate |I⟩ in
the spin sector, or more generally, in any state in ther-
mal equilibrium (hence, the subscript 0) within the spin
sector. We thus recover the result of Ref. [22–24]. Thus,
G(1) measures the dynamical fluctuations of spin singlet
projection operators. In the special case of A2g chan-
nel for the Kagome lattice, it measures the dynamical
fluctuations of spin chirality operators.

B. First order homodyne correlator X+

To write an expression for the correlator measured by
homodyne detection, i.e., ⟨out| âdj

(0) |out⟩, we substitute
R̂(1) [Eq. (45)] into Eq. (42). We obtain:

⟨out| âdj
(0) |out⟩ = Fj(ωL − ωj)

〈
Âj(0)

〉
0
. (61)

We thus see that firstly, the signal for the homodyne
correlator X+ is peaked at the laser frequency ωL, corre-
sponding to elastic scattering of photons. Secondly, this
correlator directly measures the static expectation value
of the operator Âj , which in most cases is a sum of spin
singlet projection operators. But on the Kagome lattice
in A2g channel, i.e., in the

(
exj
)∗
eyL−

(
eyj
)∗
exL channel, to

leading order in t/|ωL − U |, this operator is a linear com-
bination of spin chirality operators [24]. While there have
been proposals to measure fluctuations in spin chirality

using neutron scattering [77] and Raman scattering [24],
the first order photonic homodyne correlator presented
in our work allows a direct measurement of static spin
chirality. Note that a nonzero signal in this channel is
only possible if the ground state spontaneously breaks
reflection and time reversal symmetry.

C. Second order coherence G(2)(τ)

To derive the matter correlator measured by

G
(2)
d1,d2

(τ) = ⟨out| â†d1
(0)â†d2

(τ)âd2(τ)âd1(0) |out⟩, we sub-

stitute R̂
(2)
λ1,λ2

[Eq. (56)] into the formula in Eq. (41). To
do so, we need to first expand the following quantity in
terms of matter operators Âj , B̂j and Ĉj .

i

∫ ∞

−∞

dωλ1

2π
F1(ωλ1 − ω1)F2(2ωL − ωλ1 − EFI − ω2)

× eiωλ1
τ ⟨F |R̂(2)

λ1,λ2
(ωλ1 , ωλ2)|I⟩ . (62)

Note that in the above-equation, we have used the δ-
function to fix ωλ2

= 2ωL−ωλ1
−EFI . Before proceeding,

just like we did in Sec. VA, it is useful to work with the
Fourier transforms of the filter functions.
From now on, we will assume that the filters Fi(ω)

are sensitive enough to distinguish frequencies around ωL

from those around 2ωL − U and from those around U .
So we will ignore any interference between these sets of
terms and treat terms of each window separately. With-
out loss of generality, we assume that τ > 0, i.e., detector
2 clicks after detector 1.
Substituting the matrix element

⟨F |R̂(2)
λ1,λ2

(ωλ1
, ωλ2

)|I⟩ obtained in Eq. (57) into

the expression in Eq. (62), and only keeping the term
corresponding to the frequency range of interest, we get:

i

∫ ∞

−∞

dωλ1

2π
F1(ωλ1 − ω1)F2(2ωL − ωλ1 − EFI − ω2)e

iωλ1
τ ⟨F |R̂(2)

λ1,λ2
|I⟩

= ei(2ωL−EFI)τ

∞∫
0

∞∫
0

dt1 dt2 F̃1(t1)F̃2(t2) ⟨F |M̂ (2)
d1,d2

(τ − t2,−t1)|I⟩ , where

M̂
(2)
d1,d2

(τ − t2,−t1) =



e−iωLτei[(ωL−ω1)t1+(ωL−ω2)t2]T
[
Â2(τ − t2)Â1(−t1)

]
if both detectors detect near ωL,

ei[(2ωL−ω1)t1−ω2t2]θ(t1 + τ − t2)Ĉ2(τ − t2)B̂1(−t1)
if detector 1 detects near 2ωL − U and detector 2 detects near U ,

e−2iωLτei[−ω1t1+(2ωL−ω2)t2]θ(t2 − t1 − τ)Ĉ1(−t1)B̂2(τ − t2)

if detector 1 detects near U and detector 2 detects near 2ωL − U.

(63)

The above operator is directly related to the operator M̂j(t) introduced in Sec. II B [see Eq. (2) and Eq. (4)]:

M̂
(2)
d1,d2

(τ − t2,−t1) = T
[
M̂2(τ − t2)M̂1(−t1)

]
. (64)
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From Eq. (41), we see that expression for G(2)(τ) is obtained by taking the absolute value squared of the above
expression and summing over F . The result is:

G
(2)
d1,d2

(τ) ≈
∫∫ ∞

0

∫∫ ∞

0

dt1 dt2 dt
′
1 dt

′
2 F̃1(t1)F̃2(t2)[F̃1(t

′
1)]

∗[F̃2(t
′
2)]

∗ C(2)
d1,d2

(−t′1, τ − t′2; τ − t2,−t1), (65)

where

C(2)
d1,d2

(−t′1, τ − t′2; τ − t2,−t1)

=



ei[(ωL−ω1)(t1−t′1)+(ωL−ω2)(t2−t′2)]
〈

T̄
[
Â†

1(−t′1)Â
†
2(τ − t′2)

]
T
[
Â2(τ − t2)Â1(−t1)

]〉
0

if both detectors detect near ωL,

θ(t′1 + τ − t′2)θ(t1 + τ − t2)e
i[(2ωL−ω1)(t1−t′1)−ω2(t2−t′2)]

〈
B̂†

1(−t′1)Ĉ
†
2(τ − t′2)Ĉ2(τ − t2)B̂1(−t1)

〉
0

if detector 1 detects near 2ωL − U and detector 2 detects near U ,

θ(t2 − t1 − τ)θ(t′2 − t′1 − τ)ei[(2ωL−ω2)(t2−t′2)−ω1(t1−t′1)]
〈
B̂†

2(τ − t′2)Ĉ
†
1(−t′1)Ĉ1(−t1)B̂2(τ − t2)

〉
0

if detector 1 detects near U and detector 2 detects near 2ωL − U.

(66)

Recall that the matter operators Âi, B̂j and Ĉi are mat-
ter operators that are defined in Eq. (53), (54) and (55)

respectively, and F̃j(tj) for detector j is the Fourier
transform of the frequency filter function Fj(ω − ωj),
w.r.t. the argument ω − ωj .
The temporal structure is illustrated in Fig. 9.

Given that the photonic correlator is of the form

∼
〈
â†1(0)â

†
2(τ)â2(τ)â1(0)

〉
, we would have näıvely ex-

pected the matter correlator to be of the form ∼〈
Â†

1(0)Â
†
2(τ)Â2(τ)Â1(0)

〉
. This structure is indeed cor-

rect if the filter functions are broad in frequency, and
hence narrow in time. But in general, the photon could
spend time in the causal filter, say a cavity, before getting
detected. Therefore the time delay between the clicks of
the detector does not necessarily equal the time between
the emission of the two photons. In fact, if the filter’s
frequency selectivity window is narrower than 1/τ , then
its Fourier transform can be so wide that the first pho-
ton to be emitted could be the second to be detected.
Hence one needs the convolution of the matter operators
with the Fourier transformed filter functions as written
in Eq. (65, 66).

To gain some more concreteness, let us now consider
Lorentzian effective filter functions as defined in Eq. (12),
i.e., Fj(ω) = iKΓj/ (ω − ωj + iΓj), for detectors j = 1
and 2 respectively. Substituting its Fourier transform,
Eq. (59) into Eq. (65), we get:

G
(2)
d1,d2

(τ) = |K1K2Γ1Γ2|2
∞∫
0

∞∫
0

∞∫
0

∞∫
0

dt1 dt2 dt
′
1 dt

′
2

[

× e−[Γ1(t1+t′1)+Γ2(t2+t′2)]C(2)
d1,d2

(−t′1, τ − t′2; τ − t2,−t1)
]

(67)

Let us now look at the different limiting cases of the
frequency selectivity being broad (large Γj) and narrow
(small Γj). In the large Γj limit, we will approximate
θ(t)Γje

−Γjt ≈ δ(t).[98]

1. Detector d1 is broad in frequency

First, let us take the limit Γ1 → ∞. Then, Eq. (67)
becomes

G
(2)
d1,d2

(τ)
∣∣∣
Γ1→∞

≈|K1K2|2Γ2
2

∞∫
0

dt2

∞∫
0

dt′2 e
−Γ2(t2+t′2)

× C(2)
d1,d2

(0, τ − t′2; τ − t2, 0).

(68)
In this correlator, the operator that couples to the photon
detected first (red dot in Fig. 9) is inserted at a fixed time
0, while the operator coupling to the photon detected
second (red dot in Fig. 9) can come earlier than τ .

2. Detector d2 is broad in frequency

Next, let us take the limit Γ2 → ∞. Then, Eq. (67)
becomes

G
(2)
d1,d2

(τ)
∣∣∣
Γ2→∞

≈|K1K2|2Γ2
1

∞∫
0

dt1

∞∫
0

dt′1 e
−Γ1(t1+t′1)

× C(2)
d1,d2

(−t′1, τ ; τ,−t1).
(69)

Here, the operators coupling to the second photon (blue
dots in Fig. 9) are fixed to be at time τ , while the red
dots can come earlier than time 0. Another difference
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Figure 9. Time contour for the matter correlation function

corresponding to G
(2)
d1,d2

(τ), given by Eq. (65, 66). Here, time
flows forward from right to left. The red and blue circles de-
note operators that couple to the photon detected first and
second respectively. The forward time segment of the con-
tour (top) is time-ordered, while the backward time segment
(bottom) is anti-time-ordered. The profiles of the Fourier

transformed causal filter functions F̃j(tj) are shown schemat-
ically. More selective the filter is in frequency, the broader
its Fourier transform is in time. We see that even though the
second detector clicks at time τ after the first, the insertion
of the matter operator that couples to the second photon can
occur earlier, i.e., at τ − t2. In fact, τ − t2 can even be earlier
than the operator insertion corresponding to the first pho-
ton (at −t1) if the width of frequency selectivity window is
smaller than 1/τ . We look at some limiting cases in Eq. (69-
71). When detector d1 is broad in frequency selectivity, the
red dot is forced to be at time 0 [Eq. (69)]. Similarly, when
detector d2 [Eq. (70)] is broad, the blue dot is forced to be at
τ .

to note from the previous case is that the two operator
insertions at the same time τ come consecutively. Hence
temporally, Eq. (70) is more like a three-point correlator
than a four-point one.

3. Both detectors are broad in frequency

Next, let us take the limit where both Γ1 → ∞ and
Γ2 → ∞. Then, Eq. (67) becomes

G
(2)
d1,d2

(τ)
∣∣∣
Γ1,Γ2→∞

≈|K1K2|2C(2)
d1,d2

(0, τ ; τ, 0). (70)

This has the structure ∼
〈
Â†

1(0)Â
†
2(τ)Â

†
2(τ)Â

†
1(0)

〉
, ex-

actly mirroring the structure of the photonic correlator
because the detection process is localized in time.

4. Both detectors are narrow in frequency

Now, let us consider the opposite limit of sharp fre-
quency resolution, when both Γ1 and Γ2 are much less
than 1/τ . We can shift t2 and t′2 by τ in Eq. (67), push-
ing the τ dependence into the exponential factors like

eΓ2t2 . But in the limit Γ1,Γ2 → 0, the τ dependence in

G
(2)
d1,d2

(τ) [Eq. (67)] fades away, i.e.,

G
(2)
d1,d2

∣∣∣
Γ1,Γ2→0

∝
∫∫∫ ∞

−∞
dt2 dt

′
1 dt

′
2 C

(2)
d1,d2

(−t′1,−t′2;−t2, 0).

(71)
But in practice, one should first calculate Eq. (67) using
nonzero Γj and then take the limit Γj → 0+.

D. Second order photon number non-conserving
homodyne correlation X++(τ)

Here, we derive the matter correlator measured by the
second order photon non-conserving homodyne correla-
tion function, i.e., X++

d1,d2
(τ) = ⟨out| âd2

(τ)âd1
(0) |out⟩.

Substituting the expression for R̂
(2)
λ1,λ2

[Eq. 56] into

Eq. (43), and then using Eq. (63), we obtain:

⟨âd2
(τ)âd1

(0)⟩out ≈
∫∫ ∞

−∞
dt1 dt2 F̃1(t1)F̃2(t2)

×
〈
M̂

(2)
d1,d2

(τ − t2,−t1)
〉
0
,

(72)

where M̂
(2)
d1,d2

(τ − t2,−t1) is a time-ordered product of

operators, as defined in Eq. (63).
Like before, specializing to Lorentzian effective filters

defined in Eq. (59), and taking the large Γ1,Γ2 limit, i.e.,
the limit of frequency selectivity being broad, the above
equation becomes

⟨âd2
(τ)âd1

(0)⟩out
∣∣∣
Γ1,Γ2→∞

≈ K1K2

〈
M̂

(2)
d1,d2

(0,−τ)
〉
0
.

(73)

Lastly, we discuss the second order photon num-
ber conserving homodyne correlator X−+

d1,d2
(τ) =

⟨out| â†d2
(τ)âd1

(0) |out⟩ in Appendix C 4.

In summary, Eq. (58), (61), (65), and (72) map correla-
tion functions of photons onto the right-hand-side which
is a correlation function of the matter operators. The ex-
pectation value ⟨.⟩0 in the right-hand side, in our deriva-
tion is taken in any unperturbed energy eigenstate |I⟩ of
the matter Hamiltonian that lies within the spin sector.
As a corollary, the expectation value can also be taken in
a mixed state (in the spin sector) that is diagonal in the
energy eigenbasis, and in particular, in a thermal state.
Thus, our formula also works at nonzero temperatures,
as long as the temperature is much smaller than U .

VII. APPLICATION I: MEASURING STATIC
SPIN CHIRALITY

In this section, we show that static spin chirality on the
triangular lattice can be measured using a second-order
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(a) (b) (c)

(d) (e) (f)

Figure 10. Processes leading to spin chirality matter opera-
tor: (a): We study this motif. Later, one should translate
the contribution from this motif by all lattice vectors of the
triangular lattice. A black dot represents a singly occupied
electron, i.e., a spin degree of freedom. Blue empty circle is
a hole and an orange filled circle is a doubly occupied site
(doublon). (b): Upon absorption of a photon, an electron
virtually hops from 0 to 1. (c): Upon absorption of a sec-
ond photon, an electron hops virtually from 3 to 0. (d): The
doublon-hole pair recombines along the bond from 2 to 0 by
emitting a photon of polarization e1 and frequency around
2ωL − U . (e): This is similar to the previous step, but the
frequency of the second photon is around U . (f): Lattice
vectors a1 and a2 of the triangular lattice. Also shown is the
linear combination a2 − a1.

homodyne measurement Im ⟨âd2
(0)âd1

(0)⟩out if the sys-
tem is driven by a coherent state input. The conditions
are that the delay time τ = 0, and the filters are such
that d1 and d2 select the sidebands near 2ωL−U , and U
respectively, but are broad in their respective sidebands.

The contributing process is shown in Fig. 5(c), and
microscopically corresponds to Fig. 6(c′1-c

′
6). The same

process for the triangular lattice is shown here in Fig. 10.
We have shown in Sec. VC that the correlations between
photons emitted into the sidebands probe correlations
between operators B̂j [Eq. (54)] and Ĉj [Eq. (55)], both
of which couple the spin sector to the charge sector. How
could we then measure a pure spin correlator via photons
in the sidebands? The reason lies in the two conditions
we mentioned above. The absence of filtering implies that
photons do not spend any additional time in the filter
after they are emitted by the material. Furthermore, τ =
0 implies that the doublon-hole pair formed at the time
of the first photon emission should immediately (within
a temporal uncertainty ∼ 1/|ωL − U |) recombine to emit
the second photon. In other words, the time evolution
step between Fig. 6(c′4) and (c′5) is not present anymore.
Thus the net result of the two-photon scattering on the
material is the application of an operator purely in the
spin sector. Further, we are able to circumvent the no-go
result in Ref. [24] (where the spin chirality term was zero
on the triangular lattice) because we have access to three
polarizations eL, e1 and e2.

Using the mapping from photonic to electronic corre-
lator, we have

Im ⟨âd2
(0)âd1

(0)⟩out = K1K2 Im
〈
Ĉ2(0)B̂1(0)

〉
0
. (74)

The expression for B̂1 is given in Eq. (54). Operator Ĉ2

is the global electron current along the direction e2, con-
sisting of nearest neighbor tunnelings. For the system
to return to the spin sector after applying Ĉ2, the elec-
tron tunneling implemented by B̂1 should also be along
a nearest neighbor bond. By symmetry, only the third
line of Eq. (54) can contribute to nonzero spin chiral-
ity. In Eq. (54), tunneling along µ′

1 after absorbing a
laser photon is shown in Fig. 10(b). We can now see
from Fig. 10(c) that the tunneling direction due to the
first and second photon absorptions are the same, i.e.,
µ′

2 = µ′
1. Similarly, the electron tunneling direction dur-

ing both the photon emissions — one in operator B̂1 and
the other in operator Ĉ2 are the same. The term from
B̂1 [Eq. (54)] which is relevant to Fig. 10 is (summation
over spin indices of fermionic operators is implicit):

−g2Lt3g
2(ωL − U)

(a1 · eL)2 (a2 · e∗1)

×
(
ĉ†1σĉ3 + ĉ†3σĉ1

)
·

(
Ŝ0 − Ŝ2

2
− iS0 × S2

)
.

(75)

Here, a1 and a2 are lattice vectors (1, 0) and (1/2,
√
3/2)

respectively [See Fig. 10(f)]. The term from Ĉ2 [Eq. (55)]
which is relevant to Fig. 10 is:

gt

ωL − U
(a2 · e∗2)

(
ĉ†3ĉ1 − ĉ†1ĉ3

)
(76)

Now, we can see that the electron tunneling in Eq. (75)
can be combined with that in Eq. (76) to give an operator
lying purely in the spin sector. To do so, we use the
following identity that holds at half-filling:(
ĉ†3ĉ1 − ĉ†1ĉ3

)(
ĉ†3σĉ1 + ĉ†1σĉ3

)
= Ŝ3 − Ŝ1 − 2iŜ3 × Ŝ1.

(77)
Using this identity, the contribution from the process
shown in Fig. 10 to Ĉ2B̂1 is:

g2Lg
2t4

(ωL − U)2
(a1 · eL)2 (a2 · e∗1) (a2 · e∗2)

×

(
Ŝ2 − Ŝ0

2
− iS2 × S0

)
·

(
Ŝ3 − Ŝ1

2
− iS3 × S1

)
.

(78)
Now, for the same set of points 0, 1, 2, 3 [Fig. 10], there is
an alternative process where the laser-induced tunneling
happens along bonds 02 and 13, while the tunneling dur-
ing photon emission occurs along bonds 01 and 23. The
resulting contribution to Ĉ2B̂1 is:

g2Lg
2t4

(ωL − U)2
(a2 · eL)2 (a1 · e∗1) (a1 · e∗2)

×

(
Ŝ3 − Ŝ2

2
− iS3 × S2

)
·

(
Ŝ1 − Ŝ0

2
− iS1 × S0

)
.

(79)
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Similarly, we will have the equivalent of the pair of terms
as Eq. (78) and Eq. (79) for the set of points 0, 1, 2, 4
[Fig. 10(a)]:

g2Lg
2t4

(ωL − U)2

[
(a1 · eL)2 ((a2 − a1) · e∗1) ((a2 − a1) · e∗2)

×

(
Ŝ4 − Ŝ0

2
− iS4 × S0

)
·

(
Ŝ2 − Ŝ1

2
− iS2 × S1

)
+ ((a2 − a1) · eL)2 (a1 · e∗1) (a1 · e∗2)

×

(
Ŝ2 − Ŝ4

2
− iS2 × S4

)
·

(
Ŝ1 − Ŝ0

2
− iS1 × S0

)]
.

(80)

Lastly, the contribution to Ĉ2B̂1 from the set of points
0, 4, 5, 2 [Fig. 10(a)] is:

g2Lg
2t4

(ωL − U)2

[
(a2 · eL)2 ((a2 − a1) · e∗1) ((a2 − a1) · e∗2)

×

(
Ŝ4 − Ŝ0

2
− iS4 × S0

)
·

(
Ŝ5 − Ŝ2

2
− iS5 × S2

)
+ ((a2 − a1) · eL)2 (a2 · e∗1) (a2 · e∗2)

×

(
Ŝ5 − Ŝ4

2
− iS5 × S4

)
·

(
Ŝ2 − Ŝ0

2
− iS2 × S0

)]
.

(81)

Now, the total contribution to Ĉ2B̂1 in Eq. (74) is ob-
tained by translating the motif shown in Fig. 10 by all
integer multiples of the lattice vectors a1 and a2 and
adding the sum of Eq. (78, 79, 80 and 81) for that motif.
The resulting expression is a function of three polariza-

tions eL, e
∗
1 and e∗2 of the form (eL · µ′)

2
(e∗1 · µ) (e∗2 · µ).

To isolate the scalar spin chirality, one must take linear
combinations of the above terms for different directions
of polarizations, and write them in terms of irreducible
representations of the crystalline point group of the tri-
angular lattice.

We focus on the imaginary part of ⟨âd2
(0)âd1

(0)⟩out
here. We get scalar spin chirality operators in the fol-
lowing channel (invariant under rotations but odd under
reflection, termed A2g in Ref. [24]):

[(ex1)
∗(ey2)

∗ + (ex2)
∗(ey1)

∗]
[
(exL)

2 − (eyL)
2
]

− [(ex1)
∗(ex2)

∗ − (ey1)
∗(ey2)

∗] (2exLe
y
L).

(82)

In this channel,

Im ⟨âd2(0)âd1(0)⟩out =
√
3g2Lg

2K1K2t
4

2(ωL − U)2

×
∑
r

〈[
3

(
+

)

−

 + + +

+ +

)]〉
.

(83)

Here, we have used the notation = Ŝr ·(
Ŝr+a1

× Ŝr+a2

)
. gL and g are light-matter couplings

defined in Sec. IVA and K1 and K2 are constants related
to detector efficiency and photonic density of states, de-
fined in Eq. (13).

Generically, in a chiral spin liquid, the above expec-
tation value will be nonzero. Hence, the above protocol
can serve as an experimental scheme to detect a chiral
spin liquid.

VIII. APPLICATION II: USING G(2) TO
DETECT FRACTIONAL STATISTICS

In this section, we will show that if the ground state of
the spin sector is topologically ordered, the existence of
anyonic excitations with fractional mutual statistics can

be detected using G
(2)
d1,d2

. For this, we will show that the

arguments of Ref. [46, 47] for pump-probe susceptibility

can also be adapted for G
(2)
d1,d2

.

Before we perform the analysis for topological excita-
tions, we should make sure that there is a way to ex-
perimentally subtract off any contribution from topolog-
ically trivial non-interacting excitations. One subtrac-
tion scheme is the “connected” G(2) correlator defined in
Eq. (18), i.e., G(2)

d1,d2
(τ) ≡ G

(2)
d1,d2

(τ)−G
(1)
d1

(0)G
(1)
d2

(0).

We would like this correlator to be unaffected by free
bosonic excitations and to be dominated by (1) interac-
tions between excitations and (2) fractional statistics (if
any). But is that really so? In fact, for a general fil-

ter function, the connected G(2)
d1,d2

(τ) can still be nonzero
even for noninteracting magnons. However, we will show
below that this contribution can be made 0 provided (1)
the polarization symmetry channels for the two detec-
tors are different and (2) frequency filters are sharp and
centred away from the laser frequency ωL.
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A. Noninteracting magnons

The low energy Hamiltonian of the Hubbard model
at half-filling, when projected to the spin sector is the
Heisenberg model:

ĤHeisenberg =
1

2

∑
r,r′

Jrr′ Ŝr · Ŝr′ , (84)

where Jrr′ = 4t2rr′/U . Depending on the lattice geome-
try and the values of couplings beyond nearest neighbor
and next nearest couplings, the Heisenberg model is be-
lieved to admit a variety of ground states – both ordered
states and spin liquids. In this subsection, we consider
the case when the ground state is ordered and the ex-
citations are magnons. If one ignores magnon-magnon
interactions, then the low energy Hamiltonian is (assum-
ing the ground state energy is 0)

Ĥlow =
∑
k

εkb̂
†
kb̂k. (85)

Here, b̂†k creates a magnon carrying momentum k and

is generally a superposition of Ŝ+
k and Ŝ−

k , where Ŝ±
k =

Ŝx
k ± iŜy

k. This low energy Hamiltonian and the dis-
persion εk can be derived from the Heisenberg model
by a standard linearized Holstein-Primakoff transforma-
tion followed by a Bogoliubov rotation [99, 100]. Recall
that the spin sector operators entering photonic corre-
lation functions are Âj given in Eq. (53). As discussed

in Sec. VA, Âj can be decomposed into the irreducible
representations of the crystalline point symmetry group.
In this section, we will assume that this decomposition
has been done (by taking linear combinations of exper-
imental data for various directions of polarization) and

Âj is in one such representation. We now rewriting Âj

in terms of magnon operators. Up to second order in
magnon operators, we have (in the interaction picture)

Âj(−t) =
∑

k;kx≥0

{
αj(k)e

−2iεktb̂†kb̂
†
−k

+ (α′
j(k))

∗b̂kb̂−ke
2iεkt

+βj(k)
(
b̂†kb̂k + b̂†−kb̂−k + 1

)}
,

(86)

where the coefficients αj(k), α
′
j(k) and βj(k) are deter-

mined by the Bogoliubov rotation performed in order to
arrive at Eq. (85). By design, they are irreducible repre-
sentations of the crystalline point symmetry group, and
the vector (formed by coefficients at diferent momenta)
for two distinct channels are orthogonal.

Let us work at zero temperature, i.e., the spin system
is initially in its ground state. We define the Raman shift
Ωj ≡ ωL − ωj . Using Eq. (58), we see that the Raman

intensity G(1) detected in channel j for a Lorentzian filter
(Eq. (12)) is given by

G
(1)
dj

(0) = |Kj |2
∑
k

Γ2
j |αj(k)|2

Γ2
j + (Ωj − 2εk)2

. (87)

So the photon emission can create a magnon pair, and
G(1)(0) gets contributions from all magnon pair creations
whose energy 2εk is equal to the Raman shift Ωj within
an uncertainty Γj set by the frequency filter. Note that
in the above equation, we have a discrete sum over mo-
menta, where the number of terms is determined by the
number of lattice sites N irradiated by the laser beam.
Let us look at the limits Γj → ∞ (broad filter) and

Γj → 0 (sharp filter):

G
(1)
dj

(0)
Γj→∞−−−−→ Na2|Kj |2

∫
B.Z.

d2k

(2π)2
|αj(k)|2, (88)

where B.Z. stands for the first Brillouin zone of the lat-
tice.

G
(1)
dj

(0)
Γj→0−−−−→ NΓja

2|Kj |2
∫
B.Z.

d2k

4π
δ(2εk − Ωj)|αj(k)|2,

(89)
and is thus the density of states of magnon pairs (of

zero total momentum) at Ωj , modulated by |αj(k)|2.
Note that in the sharp filter limit, Γj should not be
made smaller than the level-spacing of magnons, which
is 1/

√
N for linear dispersion, and 1/N for quadratic dis-

persion. Thus, ΓjN should remain nonzero even in the
limit Γj → 0.

Let us now come to G
(2)
d1,d2

(τ). Recall that for a
Lorentzian filter, it is given by

G(2)
d1,d2

(τ) = |K1K2Γ1Γ2|2
∫∫∫∫ ∞

0

dt1 dt2 dt
′
1 dt

′
2

×
{
e−[Γ1(t1+t′1)+Γ2(t2+t′2)]ei[Ω1(t1−t′1)+Ω2(t2−t′2)]

×
(〈

T̄
[
Â†

1(−t′1)Â
†
2(τ − t′2)

]
T
[
Â2(τ − t2)Â1(−t1)

]〉
0

−
〈
Â†

1(−t′1)Â1(−t1)
〉
0

〈
Â†

2(−t′2)Â2(−t2)
〉
0

)}
.

(90)
Starting from the ground state of the spin system, the
right-most operator (corresponding to the earliest pho-

ton emission) first creates a magnon pair. For G
(2)
d1,d2

to
factorize, we want the emission of the next photon to cor-
respond to the creation of an independent magnon pair,
as opposed to destruction of the earlier created magnon
pair. To ensure this, Â1 and Â2 should be in differ-
ent symmetry channels so that by the orthogonality re-

lations, if Â1 creates a magnon pair, only Â†
1 can annihi-

late it and Â2 cannot. With this condition imposed, the

contributions to the connected G(2)
d1,d2

are the following.

First, let us suppose Â1 and Â2 each create a magnon pair
of different momenta, and then both magnon pairs are

destroyed by Â†
1 and Â†

2 respectively. The term resulting

from this process factorizes as G
(1)
d1

(0)G
(1)
d2

(0). However
if the momenta are the same, then it does not factor-

ize, since ⟨0|(b̂kb̂−k)
2(b̂†kb̂

†
−k)

2|0⟩− ⟨0|b̂kb̂−kb̂
†
kb̂

†
−k|0⟩ = 3,

where |0⟩ is a state with no magnons. For this non-
cancellation to occur, both emitted photons should have
the same frequency.



25

The second contribution to the connected G(2)
d1,d2

is

when Â1 creates a magnon pair, but Â2 instead of cre-
ating an additional pair, simply elastically scatters off

it [via the term β2(k)
(
b̂†kb̂k + b̂†−kb̂−k + 1

)
]. The sum

of these two contributions is generically nonzero and can
potentially mask nontrivial topological contributions. To
avoid this, the frequency filter functions for both detec-
tors need to be sharp. This allows one to (1) filter out
the case when the two magnon pairs created are iden-
tical by demanding that the frequencies of the detected
photons are different, and (2) filter out elastic scattering
(i.e., impose ω1 ̸= ωL and ω2 ̸= ωL).

Under these conditions, the connected G(2) is zero for
noninteracting bosonic excitations.

B. Anyonic excitations: Singularity from fractional
statistics

As shown previously, the detection of a photon by de-
tector dj corresponds to the application of operator Âj ,

(defined in Eq. (53)) on the material. As long as Âj does

not commute with the Hamiltonian, Âj acting on the
ground state will create excitations. If the material is
topologically ordered, its excitations can be anyonic. We
assume that the material is at zero temperature. Now,
if |I⟩ is the ground state, then Âj |I⟩ would generically
have an overlap with a state consisting of an anyon pair,
unless this is ruled out by symmetry. We will therefore
suppose that Â1 and Â2 create pairs of anyons whose en-
ergy gaps are ∆1 and ∆2 respectively. For concreteness,
if the ground state is a Z2 spin liquid, one can think of
Â1 and Â2 as creating e and m anyon pairs respectively.

These pairs get annihilated by Â†
1 and Â†

2 respectively
[101]. We point out that ∆1 and ∆2 are the gaps within
the spin sector and are much smaller than the optical gap
U .

Eq. (90) for the connected G(2) gets contributions from
different worldlines of anyons obeying the constraint that
the pair created at time −t1 is annihilated at time −t′1,
and similarly the pair created at τ − t2 is annihilated
at τ − t′2. Among these are those worldlines where one
anyon braids nontrivially with another. Such paths come
with an extra braiding phase. Ref. [46, 47] showed that
this extra phase leads to a singularity in a certain pump-
probe susceptibility – a 4-point correlator similar to G(2)

but with a different temporal contour. In this section,
we show that nontrivial mutual statistics leads to a sin-
gularity in the connected G(2) as well: G(2)

d1,d2
(Ω1,Ω2) ∼

θ(Ω1−∆1)θ(Ω2−∆2)
[
K2(Ω2)(Ω1 −∆1)

−3/2 + (1 ↔ 2)
]
,

where Kj(Ωj) are system-specific functions (recall that
Ωj = ωL−ωj). In the limit of sharp frequency filters, we

expect the dependence of G(2) on τ to drop out. Hence,
we have set τ = 0.

We adapt the geometric argument in Ref. [46, 47] to
show the above result. There are two main changes in

(a) (b)

(c) (d)

Figure 11. Four operator orderings in Eq. (90): (a): τ − t2 >
−t1 and τ − t′2 > −t′1, (b): −t1 > τ − t2 and −t′1 > τ − t′2,
(c): −t1 > τ − t2 and τ − t′2 > −t′1, and (d): τ − t2 > −t1
and −t′1 > τ − t′2.

our case. Firstly, the operators Âj can also contain terms
that do not create any excitations, thereby leading to
elastic scattering. We explained the conditions under
which such contributions can be ruled out in Sec. VIIIA.
Secondly, since we are also frequency-filtering the first
detected photon, −t1 ̸= −t′1, i.e., the time of creation
and annihilation respectively of the corresponding anyon
pair are not equal.

The spin correlator extracted from G(2), i.e., Eq. (90) is
a sum of terms with four different operator orderings de-
pending on the ordering within the pairs (−t1,−t′1), and
(−t2,−t′2). These orderings are (suppressing the time ar-

guments):
〈
Â†

1Â
†
2Â2Â1

〉
,
〈
Â†

2Â
†
1Â1Â2

〉
,
〈
Â†

1Â
†
2Â1Â2

〉
,

and
〈
Â†

2Â
†
1Â2Â1

〉
[Fig. 11 (a), (b), (c), (d) respectively].

First, let us consider the operator ordering in

Fig. 11(a), i.e.,
〈
Â†

1(−t′1)Â
†
2(−t′2)Â2(−t2)Â1(−t1)

〉
. In

this correlator, first Â1 and then Â2 each create anyon
pairs at time −t1 and −t2 respectively (shown as red
and blue respectively in Fig. 12). The blue pair gets de-

stroyed by Â†
2 at time−t′2, and lastly, at time−t′1, the red

anyon pair gets destroyed by Â†
1. If one ignores anyon-

anyon interactions, as shown in Sec. VIIIA, the contribu-
tions from worldlines without any braiding get canceled
when we look at the connected G(2). Furthermore, the
argument in Ref. [47] about the contribution from short-
ranged interactions being less singular than the contribu-
tion from fractional statistics also applies in our setting.
Therefore, we will only study worldlines involving non-
trivial braiding of otherwise “non-interacting” anyons.
Each such worldline contributes a topological factor of
(1 − cosα12) where e

iα12 is the braiding phase of a blue
anyon going around the red one.

The connected part can be written as a path in-
tegral over all trajectories where the blue anyon pair
braids around one of the red anyons. Recall that here,
t1 − t2 > 0, and t′1 − t′2 > 0, but the orderings within
the pairs (t1, t

′
1), and (t2, t

′
2) are left unspecified. For

the recombination of the second (blue) anyon pair be-
tween t2 and t′2, just ballistic propagation is not enough
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Area

Position

Position

Increasing 
time

Decreasing 
time

Contour 
unfolds here

Figure 12. This figure is similar to Fig. 1 of Ref. [47], ex-
cept the backward propagation is unfolded here. Without
loss of generality, in this figure, t2 > t′2. In our time axis,
from −t′2, onwards, time decreases in the upward direction.
For the operator ordering in Fig. 11(a), we depict a history

of anyons that contributes to the connected G(2). At time
−t1, operator Â1 creates an anyon pair (red) at spatial point

x1. Since Â1 is a zero-momentum operator, x1 is integrated
over the whole area of irradiation. At time −t2, operator Â2

(blue) creates a second anyon pair that recombines at −t′2
due to wavepacket spreading. Let us consider a fixed world-
line loop of the second pair. A path integral over all possible
histories of the red anyons is dominated by those trajectories
where a red anyon ballistically propagates through the blue
loop till time −t′2, and then turns around to recombine at
time −t′1. For a fixed momentum p of the red anyon, it has
been shown geometrically that x1 can only be from within

an area ∼ |t′2 − t2|3/2 [47]. Since −t′1 and −t1 are not neces-
sarily equal, classically, the red anyons will not recombine if
they exactly retrace their path during backward propagation.
However, due to quantum wavepacket spreading, there is a
nonzero amplitude of recombination, which we conjecture to
be independent of t2 and t′2.

and wavepacket spreading is necessary (see Fig. 12). The
amplitude of recombination of the blue pair by quantum

wave-packet spreading is ∼ |t2 − t′2|
−d/2

where spatial
dimension d = 2.

To study the first (red) anyon pair, following Ref. [46,
47], one can do a semiclassical analysis in the limit where
the time it takes for an anyon pair to recombine is
much less than the time difference between creating the
first and second anyon pairs, i.e., |t1 − t2| ≫ |t2 − t′2|,
|t′1 − t′2| ≫ |t2 − t′2|, and |t′1 − t′2| ≫ |t1 − t′1|. In prin-
ciple, we also need to evaluate correlators outside this
limit, since tj and t′j are integrated over. But as a first
approximation, we obtain the correlator by extrapolating
the expressions found in this limit.

The path integral is then dominated by those trajecto-
ries where one anyon from the red pair propagates ballis-
tically with momentum p and passes through the closed

worldline of the blue anyon pair [46, 47]. At time −t′2, the
red anyons turn around to recombine at time −t′1 (here,
p is integrated over). One such trajectory is shown in
Fig. 12. It was shown in Ref. [46, 47] that for a fixed
momentum p of a red anyon, it can braid through the
blue pair only if its starting location x1, i.e., the spatial
position of creation of the red anyon pair, belongs to an

area that scales as ∼ |t′2 − t2|3/2F1(p). Computing the
function F1(p) is beyond the scope of this work, and its
specific form is not important for our results. Combining
all the factors, the overall amplitude for braiding scales

as ∼ (1− cosα12)|t2 − t′2|
1/2
F1(p)e

i∆2(t
′
2−t2).

One caveat in our case is that since t′1 ̸= t1, we need
to consider wavepacket spreading even in the red anyon
pair to ensure recombination after backward propaga-
tion. We conjecture that this recombination amplitude
only depends on (t1 − t′1), and is independent of t2 or t′2.
We present a semiclassical argument for this. The cen-
ter of mass position of the red anyon pair should remain
unchanged at the saddle point level, because the blue
pair does not impart center of mass momentum to the
red pair. If we consider the two red anyons to be mov-
ing with equal and opposite momenta p and −p, each

momentum p contributes an amplitude e
i(

p2

m1
+∆1)(t

′
1−t1)

towards recombination, where m1 is the effective mass
of a red anyon. This factor is independent of t2 and t′2.
Combining all the above factors, we get

∼(1− cosα12)|t2 − t′2|
1/2
e
i

(
p2

m1
+∆1

)
(t′1−t1)

F1(p)

× ei∆2(t
′
2−t2)

(91)

While the geometric argument captures the scal-

ing |t2 − t′2|
1/2

, it does not capture a phase jump

ei
π
4 sign(t2−t′2) when t2 and t′2 are exchanged. The phase

jump is important to capture the Heaviside step func-
tions θ(Ω1 − ∆1)θ(Ω2 − ∆2) in our final result. Fixing
the phase requires knowing what happens when t2− t′2 is
close to zero, but this regime is beyond the scope of the
scaling argument. We get around this difficulty by an
analyticity argument. For this, it is convenient to con-

sider the correlator
〈
Â†

1(−t′1)Â
†
2(−t′2)Â2(−t2)Â1(−t1)

〉
as an analytic continuation of a Euclidean-time correla-
tion function. We analytic continue:

tj → tj + iϵj ≡ iuj and t′j → t′j + iϵ′j ≡ iu′2, (92)

such that 0 < ϵ1 < ϵ2 < ϵ′2 < ϵ′1 → 0+. This or-
der of limits is required because a zero temperature cor-

relation function
〈
P̂1(−iun)P̂2(−iun−1) . . . P̂n(−iu1)

〉
is

well-defined only if the operators are time-ordered w.r.t.
the arguments Reun,Reun−1, . . . ,Reu1, i.e., if Reun >
Reun−1 > . . .Reu1. Here, we use the convention

P̂n(−iun) ≡ eunĤ0 P̂ne
−unĤ0 . Now, we know that the

correlation function we are computing here is an analytic
function of u2 and u′2 when Reu′2 > Reu2, i.e., ϵ

′
2 > ϵ2.
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The factor of ∼ |t2 − t′2|
1/2

obtained above should thus
be replaced by (u′2 − u2)

1/2, such that the branch-cut is
in the unphysical region where Re(u′2 − u2) < 0. This
method is agnostic to the ordering between real times t2
and t′2.

〈
Â†

1(−iu′1)Â
†
2(−iu′2)Â2(−iu2)Â1(−iu1)

〉
∼ Na2(1− cosα12)e

−∆1(u
′
1−u1)−∆2(u

′
2−u2)

× (u′2 − u2)
1/2

∫
d2p

(2π)2
e−

p2

m1
(u′

1−u1)F1(p).

(93)

Analytic continuing back to real-time, while maintaining
Re(u′1 − u1) > 0 and Re(u′2 − u2) > 0, we get〈

Â†
1(−t′1)Â

†
2(−t′2)Â2(−t2)Â1(−t1)

〉
∼ Na2|t2 − t′2|

1/2
ei

π
4 sign(t2−t′2)ei∆2(t

′
2−t2+i0+)

× (1− cosα12)

∫
d2p

(2π)2
e
i
(

p2

m1
+∆1

)
(t′1−t1+i0+)

F1(p),

(94)
If we insert the above expression into Eq. (90), and per-
form the Fourier transform, we obtain that the contribu-
tion of the contour in Fig. 11(a) to the connected G(2)

is θ(Ω1 − ∆1)θ(Ω2 − ∆2)K1(Ω1)(Ω2 − ∆2)
−3/2. Here,

K1(Ω1) is a function obtained by integrating over mo-
menta p of the red anyon and performing the Fourier-
transform w.r.t. t′1 − t1. One can now observe that
the result for the contour in Fig. 11(b) can be obtained
by swapping the roles of the red and blue anyons in
the above calculation. The resulting contribution is
θ(Ω1 −∆1)θ(Ω2 −∆2)K2(Ω2)(Ω1 −∆1)

−3/2.
Now, consider the contour in Fig. 11(c). Here, the blue

anyon pair is created before the red pair is created and
also annihilated before the red pair is annihilated. In this
case, neither anyon can be treated ballistically. Even if
one tries to näıvely apply the semiclassical argument from
Ref. [46, 47], the location of creation of the red anyon pair
is drawn from an area scaling as (u′2 − u1)(u

′
2 − u2)

1/2.
This area is smaller than the factor (u′2−u2)3/2 we found
for the contour in Fig. 11(a). Thus, the resulting contri-
bution to the connected G(2) from Fig. 11(c) should also
be less singular than that from Fig. 11(a). For the same
reason, the contribution from Fig. 11(d) is also less sin-
gular. Therefore, our final estimate for the singular part
of G(2) is

G(2)
d1,d2

(Ω1,Ω2) ∼ θ(Ω1 −∆1)θ(Ω2 −∆2)

×
[
K2(Ω2)(Ω1 −∆1)

−3/2 + (1 ↔ 2)
]
.

(95)

Thus, our result can serve as a test to detect fractional
statistics in a spin system by measuring correlations be-
tween photons scattered off it. We note that the deriva-
tion of Eq. (95) involved an assumption that the extent
of wavepacket spreading of the first anyon pair is inde-
pendent of the time at which the second pair was created,

as long as the two creation events are sufficiently spaced
apart temporally. This assumption should be examined
more carefully in future work.

1. Alternative protocol – hybrid filtering

We now suggest an alternative filtering protocol (com-
pared to what we proposed above) for using G(2) to detect
fractional statistics. Instead of both filters being spec-
trally sharp, let us suppose the first detector is spectrally
broad (hence temporally sharp), and the second detector
is spectrally sharp. In this case, t1 and t′1 are both 0.
Thus, the above assumption used in the previous proto-
col is no longer needed. We would then expect a similar
(Ω2−∆2)

−3/2 singularity in the limit of large τ , i.e., time
delay between detection of the two photons. However, to
make this claim precise, one must rule out any contribu-
tions from topologically trivial excitations (discussed in
Sec. VIIIA) that are equally or more singular. This is a
direction for future work.

IX. DISCUSSION

We have demonstrated in this work that useful in-
formation about a many-body system can be extracted
from correlations between photons scattered off it. We
have developed a general formalism for mapping pho-
tonic correlators to electronic ones in an insulator, em-
phasizing the role of frequency filtering in determining
this map. In particular, we considered the electronic sys-
tem to be a single-band Hubbard model at half-filling.
In the frequency window around the laser frequency ωL,
two-photon correlations can be used to measure dynami-
cal correlators within the spin sector. On the other hand,
if one photon is detected around a frequency 2ωL−U and
the other around U , the photonic correlators probe the
dynamics of a single doublon-hole pair conditioned on
the application of spin operators nearby. As an appli-
cation, we have shown that the static expectation value
of scalar spin chirality can be measured on the kagome
and triangular lattices using first and second order homo-
dyne measurements respectively. Next, we showed that
if the insulator is a spin liquid with anyonic excitations,
the G(2) correlator in the sharp frequency filtering limit
shows a well-defined singularity as a function of frequen-
cies. To show this, we made a physically motivated as-
sumption that the extents of wavepacket spreading in two
anyons are independent of each other.
As remarked in Sec. IV, usually the starting lattice

Hamiltonian for the material is obtained after projecting
to a subset of the microscopic bands. The specific form of
the light-matter interaction depends on the details of the
projection. While our formalism for mapping photonic
to electronic correlators is general, the specific form of
operator in Eq. (54) should be reworked for any given
microscopic model.
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Since we are dealing with correlated systems, even if
the microscopic Hamiltonian is given, the ground state is
not a priori obvious (what symmetries it spontaneously
breaks, whether it is a spin liquid, and so on). Our map-
ping between photonic and electronic correlators depends
only on the microscopic Hamiltonian and is agnostic to
the ansatz used for describing its ground state and exci-
tations. It is an interesting direction to calculate these
correlators for specific ansatzes of the ground state. For
one dimensional systems, one can use tensor network
methods. In two dimensions, controlled calculations are
challenging, but uncontrolled calculations using parton
construction might still provide useful predictions.

Understanding the dynamics of a single doublon-hole
pair created on top of a state in the spin sector is a highly
challenging problem. This problem can be a starting
point to understand Mott insulators at nonzero doping.
Calculating our correlators and checking them against
experiment can serve as a useful testbed for the various
theories proposed to solve the problem [102]. Another
class of problems involving interesting interplay of charge
and spin dynamics is that of Mott insulators close to the
Mott transition, i.e., when t/U is order 1 [103]. In this
limits, transitions between neutral chiral spin liquids and
quantum Hall states have been predicted [104, 105]. It is
interesting to ask if measuring our correlators could shed
light on such transitions.

In our work, we focused on dynamical correlation
functions of zero momentum operators. However, in
the absence of strong Coulomb binding in photo-excited
electron-hole pairs, the dipole approximation can be vi-
olated for itinerant electrons, and photon momentum
and angular momentum can be imparted to electrons
[106, 107]. Moreover, given the recent development of
near-field spectroscopy [108], it is intriguing to explore
spatially and spectrally resolved correlations. This ques-
tion may be especially relevant today in the context of
moiré materials which come with a much enlarged lattice
spacing.
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Appendix A: Review on T̂ -matrix formalism

In this appendix, we review scattering theory using
the T̂ -matrix formalism. This review is loosely based
on Chapter 3 of Ref. [92]. The key takeaway from this
appendix is Eq. (5) which serves as a generalization of
Fermi’s Golden Rule that works to all orders in pertur-
bation theory.

Consider a Hamiltonian

Ĥ = Ĥ0 + V̂ . (A1)

For concreteness, one can imagine Ĥ0 to be the full
Hamiltonian of light and matter separately, and V̂ is the
light-matter interaction. But this formalism is applicable
to any quantum scattering problem. At time −T/2, we
start with a state |Ψ(t = −T/2)⟩ in the full (light + mat-
ter) Hilbert Space. Around t = 0, light and matter are in-
teracting, and the scattered light is observed at t = T/2.

The final state is |Ψ(t = T/2)⟩ ≡ e−iĤT |Ψ(t = −T/2)⟩.
We are interested in the limit when T → ∞. The final
state will have several terms with oscillating prefactors

of the type ei(E
0
m−E0

n)T where E0
m and E0

n are the en-

ergy eigenstates of Ĥ0. But we are interested in the limit
T ≫ 1/(δEin), (δEin being the uncertainty in energy of
the initial state) where this terms are fast-oscillating and
average out to 0. Therefore, it is useful to have a formal-
ism that directly computes the time-evolved state with
such fast-oscillating terms filtered away. This is what the
T̂ -matrix formalism does.

We define states |in⟩ and |out⟩ as follows:

|Ψ(t = −T/2)⟩ ≡ e−iĤ0(−T/2) |in⟩ (A2)

⟨Ψ(t = T/2)| ≡ ⟨out| eiĤ0T/2. (A3)

The purpose of this trick is to allow one to define Heisen-
berg operators in terms of the eigenstates of Ĥ0 with
respect to time t = 0, which is a time when the photon
wave-packet and the material are already interacting. So
|in⟩ is defined as the initial state evolved forward in time

till t = 0 by the noninteracting Hamiltonian Ĥ0. In this
state, the laser wavepacket spatially overlaps with the
material [Fig. 13(a)]. Similarly, |out⟩ is defined by evolv-
ing the final state backward in time till t = 0 by the non-
interacting Hamiltonian Ĥ0 [Fig. 13(b)]. We suppose the
state |in⟩ is a wave-packet with a narrow spread of energy

w.r.t Ĥ0 such that the energy is centred around E0
in. A

non-zero width in energy (momentum of photon) in the
wavepacket is mandatory at time −T/2 because other-
wise, the wavefunction of light would not be localized far
away from the material as we want it to. Generically, a
narrow wavepacket gets wider with time (in real space).
Since light is relativistic (i.e., the magnitude of velocity
of all the component waves of the wavepacket are equal,
so the uncertainty in velocity comes solely in its direc-
tion), the velocity of this spreading is maximum in the
direction perpendicular to the velocity of the centre of
the wavepacket. This spreading velocity has magnitude
∼ c

σp

p where p is the mean momentum of the wavepacket

and σp is its uncertainty in momentum. For small enough
σp

p , the spreading of the wavepacket fails to catch up with

the centre itself. Therefore, in the rest of this section, we
will ignore wavepacket spreading. (Similar reasoning can
also be used to neglect wavepacket spreading in the case
of a non-relativistic scatterer.)
Consider the state at time t = 0:

|Γ−⟩ ≡ e−iĤT/2eiĤ0T/2 |in⟩ . (A4)

Now, let us view |Γ⟩ as a function of the initial time
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Figure 13. Fig. 3 in Interaction Picture: Schematic depiction of (a) |in⟩ ≡ e−iĤ0T/2 |Ψ(t = −T/2)⟩ and (b) |out⟩ ≡
eiĤ0T/2 |Ψ(t = T/2)⟩. This is a mathematical trick used to bring all wavepackets to where it should have been at t = 0,

according to the noninteracting Hamiltonian Ĥ0. The states (a) and (b) are respectively obtained by evolving the initial and
final states shown in Fig. 3(a) and 3(b) forward and backward respectively in time till t = 0. States |in⟩ and |out⟩ are identical
to Fig. 3(a) and (b) respectively, except that the light wavepackets have been shifted so as to be in the vicinity of the material.

Further, upon doing so, the individual terms may have picked up additional phases α
(1)
k etc. (compared to the corresponding

terms in Fig. 3) due to time-evolution.

−T/2. We rewrite the above expression by first differ-
entiating w.r.t. t′ (supposing t′ = −T/2 in the above
equation) and then integrating over t′ from −T/2 to 0.

∂t′ |Γ−⟩ = ieiĤt′ V̂ e−iĤ0t
′
|in⟩ (A5)

=⇒ |Γ−⟩ = |in⟩ − i

∫ 0

−T/2

dt′eiĤt′ V̂ e−iĤ0t
′
|in⟩ (A6)

The advantage of rewriting |Γ−⟩ as above is that it makes
it evident that |Γ−⟩ does not depend on −T/2 (as long

as −T/2 is sufficiently negative). The reason is that V̂

acting on e−iĤ0t
′ |in⟩ returns 0 unless the wavepacket of

the photon has some spatial overlap with the material.
This observation is the key physics input in the T̂ -matrix
formalism. In the setting we are imagining, the light
comes close to the material only around t = −tC < 0
for some time-scale tC ≪ T/2. Whatever happens before
−tC does not contribute to the above equation. We will
soon use this useful fact. Let’s suppose

|in⟩ =
∑
j

ϕinj
∣∣Ψ0

j

〉
and |out⟩ =

∑
j

ϕoutj

∣∣Ψ0
j

〉
(A7)

where
∣∣Ψ0

j

〉
is an eigenstate of Ĥ0 with energy E0

j . We
assume that the ϕj ’s are narrowly peaked around energy
Ein,0. Also inserting in Eq. (A6) a resolution of identity

in terms of |ΨJ⟩ which are eigenstates of Ĥ with eigen-
value EJ , i.e.,

∑
J |ΨJ⟩ ⟨ΨJ |, we get:

|Γ−⟩ = |in⟩ − i
∑
j

ϕinj
∑
J

|ΨJ⟩
〈
ΨJ

∣∣V̂ ∣∣Ψ0
j

〉
×
∫ 0

−T/2

dt′ei(EJ−E0
j )t

′

= |in⟩+
∑
j

∑
J

|ΨJ⟩
〈
ΨJ

∣∣V̂ ∣∣Ψ0
j

〉
ϕinj

×
2 sin2

[
(EJ−E0

j )T/2

2

]
+ i sin

[
(EJ − E0

j )T/2
]

E0
j − EJ

(A8)

Let us now make sense of the expression
2 sin2((EJ−E0

j )T/4)+i sin((EJ−E0
j )T/2)

E0
j−EJ

that appears above.

We suppose that T/2 ≫ 1
δE0

in
, (where δE0

in is the spread

in E0
in), i.e., T/2 is so large that as E0

j runs through the
different eigen-components of the |in⟩ states, the real
part of the numerator goes through several cycles of the
sin2() function. We also suppose that

∣∣E0
j − EJ

∣∣≫ δE0
in

(consequently
∣∣E0

j − EJ
∣∣ ≫ 2/T ). Then the fluctuations

in the numerator are much stronger than the fluctuations
of the denominator. Hence, we can replace the real part
of the numerator by its average which is 2 × 1/2. Thus,
the real part of the expression is 1/(E0

j −EJ). But when∣∣E0
j − EJ

∣∣≪ 2/T , we can see that the real part tends to

0. Hence the real part can be approximated by P 1
E0

j−EJ

for large T/2. Here, P stands for principal value and

P 1
z is defined as limη→0

1
2

(
1

z+iη + 1
z−iη

)
. Next, we

consider the imaginary part − sin((EJ−E0
j )T/2)

EJ−E0
j

. As T/2

increases, this function becomes more and more sharply
peaked around E0

j − EJ = 0. As T/2 → ∞, it becomes

−πδ(E0
j − EJ). Thus, in Eq. (A8), we can make the

following replacement

2 sin2
[
(EJ−E0

j )T/2

2

]
+ i sin

[
(EJ − E0

j )T/2
]

E0
j − EJ

→P 1

E0
j − EJ

− iπδ(E0
j − EJ)

= lim
η→0+

1

E0
j − EJ + iη

(A9)

This agrees with the intuition provided above that |Γ−⟩
should not depend on T/2 as long as it is sufficiently
large. Thus, we get:

|Γ−⟩ =
∑
j

ϕinj

(∣∣Ψ0
j

〉
+

1

E0
j − Ĥ + i0+

V̂
∣∣Ψ0

j

〉)
. (A10)
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Now, we need to evolve |Γ−⟩ forward in time till t = T/2

using Ĥ. This is simple because
∣∣Ψ0

j

〉
+ 1

E0
j−Ĥ+i0+

V̂
∣∣Ψ0

j

〉
is actually an eigenstate of Ĥ with eigenvalue E0

j . To see

this, if we replace V̂ with Ĥ − Ĥ0, then we get

∣∣Ψ0
j

〉
+

1

E0
j − Ĥ + i0+

V̂
∣∣Ψ0

j

〉
= lim

η→0+

iη

E0
j − Ĥ + iη

∣∣Ψ0
j

〉
= lim

η→0+

∑
J

iη

E0
j − EJ + iη

|ΨJ⟩
〈
ΨJ

∣∣Ψ0
j

〉
(A11)

We see that as we take the limit η → 0+, the only J ’s
that survive are those with EJ = E0

j . Thus we get

∣∣Ψ0
j

〉
+

1

E0
j − Ĥ + i0+

V̂
∣∣Ψ0

j

〉
=
∑
J

δEJ=E0
j
|ΨJ⟩

〈
ΨJ

∣∣Ψ0
j

〉 (A12)

Therefore,

e−iĤT/2 |Γ−⟩

=
∑
j

ϕinj

{
e−iE0

jT/2

(
|Ψj⟩+

1

E0
j − Ĥ + i0+

V̂ |Ψj⟩

)}
(A13)

Before proceeding, we make one more formal manipula-
tion (in the style of Dyson equations):

(E0
j − Ĥ + i0+)−1

=
(
E0

j − Ĥ0 + i0+
)−1 {

1̂+ V̂ (E0
j − Ĥ + i0+)−1

}
(A14)

Therefore,

1

E0
j − Ĥ + i0+

V̂

=
1

E0
j − Ĥ0 + i0+

{
V̂ + V̂

1

E0
j − Ĥ + i0+

V̂

}
.

(A15)

We now define the T̂ -matrix as

T̂ ≡V̂ + V̂
1

E0
in − Ĥ + i0+

V̂

≡V̂ + V̂
1

E0
in − Ĥ0 − V̂ + i0+

V̂

(A16)

where E0
in is the energy of the eigenstate of Ĥ0 appear-

ing in the expansion of |in⟩ on which T̂ is acting. For

example, in the above equation, T̂ is acting on
∣∣Ψ0

j

〉
and

hence we should use E0
in = E0

j . With this definition at

hand, we rewrite Eq. (A13) as

e−iĤT/2 |Γ−⟩

=
∑
j

ϕinj

{
e−iE0

jT/2

(∣∣Ψ0
j

〉
+

1

E0
j − Ĥ0 + i0+

T̂
∣∣Ψ0

j

〉)}
.

(A17)
Recall that we are interested in calculating |out⟩ =

eiĤ0T/2e−iĤT/2 |Γ−⟩ . We have

|out⟩

=
∑
j,k

∣∣Ψ0
k

〉
ϕinj

{
δkj +

e−i(E0
j−E0

k)T/2

(E0
j − E0

k) + i0+
〈
Ψ0

k

∣∣T̂ ∣∣Ψ0
j

〉}
(A18)

Now, by the same argument used before about using the
time at which wavepacket of the light overlaps with the
material, the above expression should be independent of
T/2 when T/2 >> 1/(δE0

out). Therefore, let us extract
the T/2-independent piece from the above equation.

e−i(Ej−E0
k)T/2

(E0
j − E0

k) + i0+

= e−i(E0
j−E0

k)T/2P 1

(E0
j − E0

k)
− iπδ(E0

j − E0
k)

= P
cos
(
(E0

j − E0
k)T/2

)
(E0

j − E0
k)

− i
sin
(
(E0

j − E0
k)T/2

)
(E0

j − E0
k)

− iπδ(E0
j − E0

k)
(A19)

In the limit T/2 → ∞, the first term above averages to
0, and hence does not contribute to the T -independent
piece. The second term gets more and more sharply
peaked and goes to −iπδ(E0

j − E0
k). Therefore, in the

large T/2 limit,

e−i(E0
j−E0

k)T/2

(E0
j − E0

k) + i0+
→ −2πiδ(E0

j − E0
k). (A20)

Therefore,

|out⟩

= |in⟩ −
∑
j,k

2πiδ(E0
j − E0

k)
∣∣Ψ0

k

〉 〈
Ψ0

k

∣∣ T̂ ∣∣Ψ0
j

〉 〈
Ψ0

j

∣∣in〉 .
(A21)

The above equation is a generalization of Fermi’s Golden
Rule that works to all orders in V̂ .

Appendix B: When the incoming laser is modeled as
a coherent state instead of a Fock state

In Eq. (36) of the main text, we supposed that the ra-
diation part of the |in⟩ state was in a Fock state (photon-
number eigenstate) with NL photons in mode L. In this
appendix, we examine the case when the initial state of
the radiation sector is a coherent state. Our purpose is
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two-fold – to clarify the definition of the coupling con-
stant gL and to write an expression for the |out⟩ state.

Let us define a coherent state in the radiation sector
|ϕL⟩ as:

|ϕL⟩ ≡ eϕLâ†
L−ϕ∗

LâL |0, . . . , 0⟩ . (B1)

Then the full |in⟩ state is

|in⟩ = |I⟩M ⊗ eϕLâ†
L−ϕ∗

LâL |0, . . . , 0⟩ (B2)

= |I⟩M ⊗ e−
|ϕL|2

2

∑
NL

(ϕL)
NL

√
NL!

|0, . . . ,NL, . . . 0⟩ .

(B3)

In Eq. (6), when introducing the T̂ matrix machinery, we

assumed an |in⟩ state that was an eigenstate of Ĥ0. When
|in⟩ is not an energy eigenstate, as is the case above, one
can decompose it into its energy eigenstates, and for each
of them, linearly add up the corresponding |out⟩ states.

We argued in the main text that within our approxima-
tion, the only processes contributing to G(1) that we keep
are those where exactly one photon is absorbed from the
laser and one photon is emitted into a different mode.
Similarly, the only processes that we keep for G(2) are
those where exactly two photons are absorbed from the
laser and two are emitted. Therefore, the matrix ele-
ments of 1

E0
in−Ĥ0

are independent of the number of pho-

tons NL in the initial state. The only dependence of |out⟩
on the initial state thus comes from the action of âL.
Therefore, if we make a replacement from a Fock state to
a coherent state, we just need to replace

√
NL by ϕL in

expressions for G(1) and
√
NL(NL − 1) by ϕ2L in expres-

sions for G(2). For a Fock state, we used IL = NLωLc
V .

For a coherent state, we can instead use IL = |ϕL|2ωLc
V .

Now, we come to the laser-matter coupling. For a Fock
state input, in expressions for G(2), we make the identi-
fication

g2L ↔
√
NL(NL − 1)q2ea

2

2εVωL
. (B4)

On the other hand, for expressions for G(1), we make the
identification

gL ↔
√
NLqea√
2εVωL

. (B5)

This means that for Fock state input, our definition of
gL is slightly different for G(1) when compared to G(2).
But for a coherent state input, the effective laser-matter
coupling constants agree.

Now, we are in a position to write an expression for
the |out⟩ state that works for both a Fock state and a co-

herent state input. We suppose |in⟩ = |I⟩M ⊗ |ψ(0)
L ⟩R, as

defined in Eq. (36) in the main text. Recall from Eq. (5)

and (6), that |out⟩ can be computed using the T̂ -matrix.
In Eq. (34) and Eq. (35), we simplified the terms of the

T̂ -matrix for processes corresponding to absorption and
emission of one and two photons respectively. Combining
these with the discussion in the above paragraph, we get
Eq. (39) in the main text.

Appendix C: Explicit calculation for matter
operator R̂(2)

Our goal here is to calculate R̂
(2)
λ1,λ2

defined in Eq. (35)

by expanding V̂P Ĝ0V̂P Ĝ0V̂P Ĝ0V̂P + V̂P Ĝ0V̂DĜ0V̂P , as
promised in Sec. V. Recall from Eq. (26) that Ĝ0 =(
Ein − Ĥ0

)−1

. Also, see Eq. (28) and Eq. (30) for defi-

nitions of V̂P and V̂D respectively.
In the T̂ -matrix, each insertion of V̂P can lead to a

photon emission (â†λ) or absorption (âλ). Let us write

V̂P ≡ V̂P
+
+ V̂ −

P , where V̂ +
P only consists of photon cre-

ation operators and V̂ −
P only consists of photon annihi-

lation operators. Similarly, V̂D ≡ V̂D
+−

+ V̂D
++

+ V̂ −−
D ,

where V̂D
+−

is of the form â†λâλ′ and so on. Then we see

that Fig. 5(a) and 5(b) come from V̂ +
P Ĝ0V̂

−
P Ĝ0V̂

+
P Ĝ0V̂

−
P ,

i.e., a photon is first absorbed, then emitted, then ab-
sorbed and then emitted. Let us denote the contribu-

tion from this process to R
(2)
λ1,λ2

as R̂
(2)
λ1,λ2

∣∣∣
a+b

. Simi-

larly, Fig. 5(c) comes from V̂ +
P Ĝ0V̂

+
P Ĝ0V̂

−
P Ĝ0V̂

−
P . Let

us denote the contribution from this process as R̂
(2)
λ1,λ2

∣∣∣
c
.

Fig. 5(d) comes from V̂ +
P Ĝ0V̂

+−
D Ĝ0V̂

−
P and we denote its

contribution to R
(2)
λ1,λ2

as R̂
(2)
λ1,λ2

∣∣∣
d
. Therefore,

R̂
(2)
λ1,λ2

= R̂
(2)
λ1,λ2

∣∣∣
a+b

+ R̂
(2)
λ1,λ2

∣∣∣
c
+ R̂

(2)
λ1,λ2

∣∣∣
d
. (C1)

1. Processes in Fig. 5(a) and 5(b)

These processes are shown pictorially in Fig. 6(a1-a6).

Let us first expand out V̂ +
P Ĝ0V̂

−
P Ĝ0V̂

+
P Ĝ0V̂

−
P , keeping the

terms that will contribute to G(2):

V̂ +
P Ĝ0V̂

−
P Ĝ0V̂

+
P Ĝ0V̂

−
P

= (gt)4
∑

µ1,µ2,µ′
1,µ

′
2

(µ̄′
1 · eL) (µ̄′

2 · eL) â2L

×
∑
λ1,λ2

K,J,K′,F

{
â†λ2

â†λ1

(
µ̄1 · e∗λ1

) (
µ̄2 · e∗λ2

)
ωL − EK′I + i0+

×
|F ⟩⟨F | Ĵµ2

|K⟩⟨K| Ĵµ′
2
|J⟩⟨J | Ĵµ1

|K ′⟩⟨K ′| Ĵµ′
1

(ωL − EJI − ωλ1
+ i0+) (2ωL − EKI − ωλ1

+ i0+)

}
.

(C2)

See Eq. (27) for the definition of Ĵµ. Here, we sum over
|J⟩, |K ′⟩, |K⟩ and |F ⟩ that are many-body energy eigen-
states of the Hubbard model. For convenience, we have
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defined EJI ≡ EJ −EI . The overall energy-conservation
constraint for each λ1 and λ2, imposed by the δ-function
in Eq. (41) is

EI + 2ωL = EF + ωλ1 + ωλ2 . (C3)

Now consider the three energy dependent factors

(2ωL − EKI − ωλ1
+ i0+)

−1
, (ωL − EJI − ωλ1

+ i0+)
−1

and (ωL − EK′I + i0+)
−1

. Of these, the first two fac-
tors contain ωλ1

, a variable that we integrate over, so we
cannot estimate them just yet. But we can estimate the
third factor – it is dominated by states |K ′⟩ in the single
doublon-hole sector. For such states, the factor is of or-
der 1/ (ωL − U). Within this sector, relative variations
in this factor are of order t/|ωL − U | that we neglect. We
drop contributions from outside this sector because they
come with an addition suppression of order |U − ωL|/U
(see Fig. 5). Since Eq. (C2) now becomes independent of
EK′ , we can replace

∑
K′ |K ′⟩⟨K ′| by the identity. Next,

|J⟩ should be in the spin sector. For this to happen, the
bond (r′1,µ

′
1) along which the first hop occurs should be

the same as the bond (r1,µ1) along which the second
hop occurs. Using this fact, we can use the identities
(C4) and (C5) given below to simplify the expression in
Eq. (C2):

ĉ†αĉβ = δβα
n̂

2
+
(
Ŝ · σ

)
βα

(C4)

ĉαĉ
†
β = δαβ

(
1− n̂

2

)
−
(
Ŝ · σ

)
αβ
. (C5)

We then arrive at the following relation

⟨J |ĴµĴµ′ |I⟩ ≈ ⟨J | δµ,µ′

∑
r

(
4Ŝr · Ŝr+µ − 1

)
|I⟩

if both |I⟩ and |J⟩ are in the spin-sector.

(C6)

Using this in Eq. (C2), then symmetrizing the resultant
expression between indices λ1 and λ2, and reading off

R̂
(2)
λ1,λ2

, we get

⟨F |R̂(2)
λ1,λ2

∣∣∣
a+b

|I⟩

=
g2Lg

2t4

ωL − U

∑
µ1,µ2,µ′

2

∑
K,J

{
[

(µ̄′
2 · eL)

(
µ̄2 · e∗λ2

)
ωλ1 − (2ωL − EKI + i0+)

1

ωλ1 − (ωL − EJI + i0+)

+
(
λ1 ↔ λ2

)]
× ⟨F | Ĵµ2

|K⟩⟨K| Ĵµ′
2
|J⟩

× ⟨J |
∑
r1,µ1

(
4Ŝr1 · Ŝr1+µ1

− 1
) (

µ̄1 · e∗λ1

)
(µ̄1 · eL)

}
|I⟩ .

(C7)
The first term here has two poles, one at ωλ1

= 2ωL −
EKI + i0+, which corresponds to Fig. 5(a), i.e., the cen-
tral peak and another at ωλ1

= ωL − EJI + i0+, which

corresponds to Fig. 5(b), i.e., the sidebands. The two
poles here are reminiscent of the fluorescent triplet of a
two-level system studied in Ref. [74]. Our first [Fig. 5(a)]
and second [Fig. 5(b)] set of poles loosely correspond to
the double Rayleigh process and sidebands respectively
of Ref. [74]. The point where the analogy with Ref. [74]
breaks is that state |J⟩ in Fig. 5(a) is generically different
from |I⟩, and therefore Fig. 5(a) is technically not a dou-
ble Rayleigh process. Coming back to our calculation,
recall from Eq. (41) that the quantity we are interested
in is really Eq. (C7) multiplied by F1(ωλ1)F2(ωλ2)e

iωλ1
τ

and integrated over ωλ1 and ωλ2 with the constraint
2πδ (EFI + ωλ1 + ωλ2 − 2ωL). In this work, we will as-
sume that the filter function Fi(ω) is narrow enough to
prevent the central peak and sidebands from interfering.
In this case, we can expand the above expression around
the individual poles of ωλ1

(and similarly, of ωλ2
), i.e.,

1

ωλ1
− (2ωL − EKI + i0+)

1

ωλ1
− (ωL − EJI + i0+)

≈ 1

ωL − U

[
1

ωλ1 − (ωL − EJI + i0+)

− 1

ωλ1
− (2ωL − EKI + i0+)

]
.

(C8)

The upshot is that we only need to look at Eq. (C7)
around the two poles, corresponding to either the central
peak or the sidebands. With this understanding, we can

write R̂
(2)
λ1,λ2

∣∣∣
a+b

as a sum of two terms: R̂
(2)
λ1,λ2

∣∣∣
a
and

R̂
(2)
λ1,λ2

∣∣∣
b
, near the first and second pole respectively. Let

us look at them one by one.

a. Process in Fig. 5(a)

Since R̂
(2)
λ1,λ2

∣∣∣
a

is evaluated near ωλ1 = ωL −

EJI , the factor [ωλ1 − (2ωL − EKI + i0+)]
−1

becomes

[EKI − ωL]
−1

. This can be approximated as (U−ωL)
−1.

Then, the dependence on EK drops out and we can
replace

∑
K |K⟩⟨K| by the identity. Then, following

the same reasoning explained in the paragraph below
Eq. (C3), we can simplify the fermionic terms into a spin



33

singlet projection operator. Doing so, we get

⟨F |R̂(2)
λ1,λ2

∣∣∣
a
|I⟩ = −g2Lg2t4

(ωL − U)
2

×
∑
J

{{
1

ωλ1
− (ωL − EJI + i0+)

× ⟨F |
∑
r2,µ2

(
4Ŝr2 · Ŝr2+µ2

− 1
)
(µ̄2 · eL)

(
µ̄2 · e∗λ2

)
|J⟩

× ⟨J |
∑
r1,µ1

(
4Ŝr1 · Ŝr1+µ1

− 1
)
(µ̄1 · eL)

(
µ̄1 · e∗λ1

)}
|I⟩

+ {λ1 ↔ λ2}
}
,

(C9)
where |J⟩ lies in the spin sector. (|I⟩ and |F ⟩ lie in the
charge-sector, as usual.) As anticipated in Sec. VB, the
process in Fig. 5(a) involves operators entirely in the spin
sector.

b. Process in Fig. 5(b)

Along similar lines, one can simplify R̂
(2)
λ1,λ2

∣∣∣
b
, which is

evaluated near ωλ1
= 2ωL − EKI . As we would expect,

this time, it is not possible to rewrite all the fermionic
operators in terms of spins. Instead, we get

⟨F |R̂(2)
λ1,λ2

∣∣∣
b
|I⟩ = g2Lg

2t4

(ωL − U)
2

{∑
K

{

×
⟨F |
∑

µ2

(
µ̄2 · e∗λ2

)
Ĵµ2

|K⟩ ⟨K|
∑

µ′
2
(µ̄′

2 · eL) Ĵµ′
2

ωλ1 − (2ωL − EKI + i0+)

×
∑
r1,µ1

(
4Ŝr1 · Ŝr1+µ1

− 1
)
(µ̄1 · eL)

(
µ̄1 · e∗λ1

)}
|I⟩

+ {λ1 ↔ λ2}

}
(C10)

where |K⟩ is an energy eigenstate in the single doublon-
hole sector. (|I⟩ and |F ⟩ lie in the spin-sector, as usual.)
Therefore, the process in Fig. 5(b) necessarily includes
operators in the charge sector.

2. Process in Fig. 5(c)

We show this process pictorially in Fig. 6(c1-c
′
6). This

process, whose energy level schematic is in Fig. 5(c),

arises from the term V̂ +
P Ĝ0V̂

+
P Ĝ0V̂

−
P Ĝ0V̂

−
P . Expanding

it out,

V̂ +
P Ĝ0V̂

+
P Ĝ0V̂

−
P Ĝ0V̂

−
P

= (gt)4
∑

µ1,µ′
1,µ2,µ′

2

(µ̄′
1 · eL) (µ̄′

2 · eL) â2L

×
∑
λ1,λ2

K,J̃,K′,F

{
â†λ2

â†λ1

(
µ̄1 · e∗λ1

) (
µ̄2 · e∗λ2

)
ωL − EK′I + i0+

×
|F ⟩⟨F | Ĵµ2

|K⟩⟨K| Ĵµ1

∣∣∣J̃〉〈J̃∣∣∣ Ĵµ′
2
|K ′⟩⟨K ′| Ĵµ′

1

(2ωL − EJ̃I + i0+) (2ωL − EKI − ωλ1
+ i0+)

}
,

(C11)
where |K ′⟩ and |K⟩ are in the single doublon-hole sector,∣∣∣J̃〉 is in the two doublon-hole sector, and |I⟩ and |F ⟩
are in the spin sector. Like before, (ωL − EK′I)

−1
can be

approximated as (ωL − U)
−1

. Also, (2ωL − EJ̃I)
−1

can

be approximated as (2ωL − 2U)
−1

. Then the dependence
on both EK′ and EJ̃ drop out. Thus,

⟨F |R̂(2)
λ1,λ2

∣∣∣
c
|I⟩ = −g2Lg2t4

2 (ωL − U)
2

×

{∑
K

[
⟨F |

∑
µ2

(
µ̄2 · e∗λ2

)
Ĵµ2 |K⟩⟨K|

ωλ1
− (2ωL − EKI + i0+)

×
∑

r1,µ1,σ1

(
µ̄1 · e∗λ1

) (
ĉ†r1+µ1,σ1

ĉr1σ1
− h.c.

)
×
∑̃

J̃

∣∣∣J̃〉〈J̃∣∣∣ ∑
r′2,µ

′
2,

σ′
2

(µ̄′
2 · eL)

(
ĉ†r′2+µ′

2,σ
′
2
ĉr′2σ′

2
− h.c.

)

×
∑

r′1,µ
′
1,σ

′
1

(µ̄′
1 · eL)

(
ĉ†r′1+µ′

1,σ
′
1
ĉr′1σ′

1
− h.c.

)]
|I⟩

+ [λ1 ↔ λ2]

}
,

(C12)

where
∑̃

J̃

∣∣∣J̃〉〈J̃∣∣∣ is a projector onto the sector with two

doublons and two holes. Consider the first three hops –
the first one along bond (r′1,µ

′
1), the second one along

bond (r′2,µ
′
2), and the third along (r1,µ1). At the end

of the second hop, there are two doublons and two holes.
At the end of the third hop, there is one doublon and
one hole. This can only happen in the two qualitatively
distinct ways shown in Fig. 14 and Fig. 15. In Fig. 14,
the third hop annihilates the doublon-hole pair created
in either the first hop or the second hop.
In Fig. 15 on the other hand, the two doublon-hole

pairs created by the first two hops are on neighbouring
bonds. The third hop then annihilates a doublon-hole
pair, not along either of the previous two bonds, but
instead along the bond connecting the first two hops.
Let us analyze the process in Fig. 14 first. Here, the

bond (r1,µ1) is identical to either (r′1,µ
′
1) [Fig. 14(e)]
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or

(a) (b) (c)

(d)

(e)

Figure 14. First class of processes contributing to Fig. 5(c). For figures in this paper, an empty circle denotes a hole at the
lattice site and a filled circle denotes a doublon. The absence of any circle denotes a spin (whose state is left unspecified). We
use a curved blue arrow to denote an electron hopping from the tail to the head of the arrow. The configuration shown in each
figure is the result of such a hop shown by the arrow on the same figure. Here, we show a square lattice for concreteness. But
our results hold for any lattice. We suppose µ′

1 and µ′
2 are in the x and y directions respectively. (a): One starts with a spin

state. (b): Through a photon absorption, an electron hops from r′1 to r′1 +µ′
1. (c): Through a photon absorption, an electron

hops from r′2 to r′2 + µ′
2. At this point, there are two doublon-hole pairs as shown. Now there are two choices of doublon-hole

pairs to annihilate via a photon emission – either (d): the one created second, or (e): the one created first.

(a) (b) (c) (d)

Figure 15. Second class of processes contributing to Fig. 5(c). Here, the doublon-hole pair that is annihilated differs from either
of the two pairs that were created, but is instead made of one hole and one doublon from each pair. For this to be possible,
the two bonds along which the doublon-hole pairs were created should be connected to each other by another bond. (a): Spin
state. (b): Creation of first doublon-hole pair. (c): Creation of second doublon-hole pair. (d): Annihilation of a doublon-hole
pair.

or (r′2,µ
′
2) [Fig. 14 (d)]. Let us go with the for-

mer first. In this case, the bond (r′2,µ
′
2) correspond-

ing to the second hop should share no site in com-
mon with the bond (r1,µ1). Therefore, we can replace∑

r′2,σ
′
2

(
ĉ†r′2+µ′

2,σ
′
2
ĉr′2σ′

2
− ĉ†r′2σ′

2
ĉr′2+µ′

2,σ
′
2

)
by

Jµ′
2
−
∑
r′2,σ

′
2

η
(r′2,µ

′
2)

(r1,µ1)

(
ĉ†r′2+µ′

2,σ
′
2
ĉr′2σ′

2
− ĉ†r′2σ′

2
ĉr′2+µ′

2,σ
′
2

)
,

where the symbol η
(r′2,µ

′
2)

(r1,µ1)
is a function of two bonds

(r1,µ1) and (r′2,µ
′
2), and was defined in Eq (49). Once

we enforce this constraint, we can drop the projector to

the two doublon-hole sector,
∑

J̃

∣∣∣J̃〉〈J̃∣∣∣ in Eq. (C12),

since the projector is enforced automatically. Now, we
can commute the bond (r1,µ1) to the right in Eq. (C12)

through the bond (r′2,µ
′
2). Then the resulting expression

has the currents through two identical bonds next to each

other, and we replace it with
∑

r1

(
4Ŝr1 · Ŝr1+µ − 1

)
. It

is easy to see that the second option [Fig. 14 (d)] gives
the same result. Let us denote the sum of contributions

from Fig. 14 (d) and Fig. 14 (e) by ⟨F |R̂(2)
λ1,λ2

∣∣∣
c1
|I⟩. It

thus equals
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⟨F |R̂(2)
λ1,λ2

∣∣∣
c1
|I⟩ = −g2Lg2t4

(ωL − U)
2

×

{∑
K

{
⟨F |

∑
µ2

(
µ̄2 · e∗λ2

)
Ĵµ2

|K⟩⟨K|
ωλ1

− (2ωL − EKI + i0+)

×
∑
r1,µ1

[∑
µ′

2

(µ̄′
2 · eL)

(
Jµ′

2
− K̂µ′

2
(r1,µ1)

)

×
(
4Ŝr1 · Ŝr1+µ1

− 1
)
(µ̄1 · eL)

(
µ̄1 · e∗λ1

)]}
|I⟩

+ {λ1 ↔ λ2}

}
,

(C13)

where K̂µ′
2
(r1,µ1) is an antihermitian local operator sup-

ported near the bond (r1,µ1) in a way that depends on
the direction µ′

2. It was defined in Eq. (48) and shown
pictorially in Fig. 7.

If we now re-examine Eq. (C10), we find that it actually
gets cancelled by part of Eq. (C13). Therefore,

⟨F |R̂(2)
λ1,λ2

∣∣∣
b
+ R̂

(2)
λ1,λ2

∣∣∣
c1
|I⟩ = g2Lg

2t4

(ωL − U)
2

×

{∑
K

{∑
µ2

(
µ̄2 · e∗λ2

)
⟨F | Ĵµ2 |K⟩⟨K|

ωλ1 − (2ωL − EKI + i0+)

×
∑
r1,µ1

[∑
µ′

2

(µ̄′
2 · eL) K̂µ′

2
(r1,µ1)

(
4Ŝr1 · Ŝr1+µ1 − 1

)

× (µ̄1 · eL)
(
µ̄1 · e∗λ1

)]}
|I⟩+ {λ1 ↔ λ2}

}
.

(C14)
Now, let us consider the contribution from the process
shown in Fig. 15 to Eq. (C12), that we will denote

by ⟨F |R̂(2)
λ1,λ2

∣∣∣
c2
|I⟩. In this process, the bonds (r′2,µ

′
2),

(r1,µ1) and (r′1,µ
′
1) form a train, when put together suc-

cessively (see Fig. 15(d)). The result of this process is a
back-and forth hopping of an electron across the bond
(r1,µ1) as well as the transport of an electron from r′2
to r′1 or vice-versa. Thus, the resulting operator only in-
volves spin (and is not charged) at sites r1 and r1 + µ1,
but involves charged operators at sites adjacent to the
bond (r1,µ1). Simplifying Eq. (C12) for this process, we

get

⟨F |R̂(2)
λ1,λ2

∣∣∣
c2
|I⟩ = g2Lg

2t4

(ωL − U)
2

×

{∑
K

{∑
µ2

(
µ̄2 · e∗λ2

)
⟨F | Ĵµ2

|K⟩ ⟨K|
ωλ1

− (2ωL − EKI + i0+)

×
∑

(r1,µ1),µ′
1,µ

′
2

[(
µ̄1 · e∗λ1

)
(µ̄′

1 · eL) (µ̄′
2 · eL)

×

(
Ŝµ′

1,µ
′
2
(r1,µ1) ·

(
Ŝr1 − Ŝr1+µ1

2
− iŜr1 × Ŝr1+µ1

)

+ Ĉµ′
1,µ

′
2
(r1,µ1)

(
Ŝr1 · Ŝr1+µ1

− 1

4

))]}
|I⟩

+ {λ1 ↔ λ2}

}
,

(C15)

where Ŝµ′
1,µ

′
2
(r1,µ1) and Ĉµ′

1,µ
′
2
(r1,µ1) are operators

that result in tunneling of charge from one site adjacent
to the bond (r1,µ1) to another adjacent to the same
bond, for example, from the empty circle to the filled cir-
cle in Fig. 15(d). These operators were defined in Eq. (51)
and Eq. (52), and shown pictorially in Fig. 8.

Both of the above operators are symmetric under ex-
changing the bond directions µ′

1 with µ′
2. Under revers-

ing the orientation of the bond (r1,µ1), i.e., by replac-

ing it with (r1 + µ1,−µ1), the operator Ŝµ′
1,µ

′
2
(r1,µ1)

remains invariant, while Ĉµ′
1,µ

′
2
(r1,µ1) flips sign, as

is needed for consistency of Eq. (C15). Also, note

that Ŝµ′
1,µ

′
2
(r1,µ1) and Ĉµ′

1,µ
′
2
(r1,µ1) transform as spin

triplet and spin singlet respectively under spin rotation.

3. Process in Fig. 5(d): Diamagnetic term

(a) (b) (c)

Figure 16. (a): Spin state. (b): First doublon-hole pair is
created via the paramagnetic term. (c): A hole moves via
the diamagnetic term.

Let us finally look at R̂
(2)
λ1,λ2

∣∣∣
d
, i.e., the contribution

from V̂ +
P Ĝ0V̂

+−
D Ĝ0V̂

−
P , in other words, the process shown

in Fig. 5(d). This process involves the diamagnetic term,
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and is illustrated pictorially in Fig. 6(d1-d5). We have,

⟨F | R̂(2)
λ1,λ2

∣∣∣
d
|I⟩ = −g2Lg2t3

×
∑
K,K′

{∑
µ2

(
µ̄2 · e∗λ2

)
⟨F | Ĵµ2

|K⟩⟨K|

×
∑

r1,µ1,σ1

r′1,µ
′
1,σ

′
1

(µ̄′
1 · eL) (µ̄1 · eL)

(
µ̄1 · e∗λ1

)
(ωL − EK′I + i0+) (2ωL − EKI − ωλ1

+ i0+)

×
(
ĉ†r1+µ1,σ1

ĉr1,σ1 + ĉ†r1,σ1
ĉr1+µ1,σ1

)
|K ′⟩⟨K ′|

×
(
ĉ†r′1+µ′

1,σ
′
1
ĉr′1,σ′

1
− ĉ†r′1,σ′

1
ĉr′1+µ′

1,σ
′
1

)
|I⟩+

[
λ1 ↔ λ2

]}
.

(C16)
Here, |K ′⟩ and |K⟩ are in the single doublon-hole sec-
tor, and |I⟩ and |F ⟩ are in the spin sector. Like before,

(ωL − EK′I)
−1

can be approximated as (ωL − U)
−1

. The
pattern of electron hopping in this process is depicted in
Fig. 16.

To ensure that state |K⟩ remains in the single doublon-
hole subspace, the process leading from Fig. 16(b) to
(c) should be just a hopping of a doublon or a hole,
and should not result in the formation of an additional
doublon-hole pair. Therefore, the bonds (r1,µ1) and
(r′1,µ

′
1) should have exactly one site in common. There-

fore, either r′1 = r1 or r′1 = r1 − µ1. This allows us to
simplify Eq. (C16) to

⟨F | R̂(2)
λ1,λ2

∣∣∣
d
|I⟩ = g2Lg

2t3

ωL − U

×

{∑
K

{∑
µ2

(
µ̄2 · e∗λ2

)
⟨F | Ĵµ2 |K⟩⟨K|

ωλ1 − (2ωL − EKI + i0+)

×
∑
µ′,µ

∑
s,s′=±1
sµ̸=s′µ′

[
(µ̄′ · eL) (µ̄ · eL)

(
µ̄ · e∗λ1

)
ss′

×
∑
r

[
−Ĥr+s′µ′,r+sµ

2
+ Ĵ

S

r+s′µ′,r+sµ · Ŝr

]]}
|I⟩

+ {λ1 ↔ λ2}

}
, (C17)

where Ĥr,r′ and Ĵ
S

r,r′ were defined in Eq. (46) and (47)
respectively.

After all the simplifications in the previous subsection,
we are now ready to write an expression for the total
two-photon amplitude

⟨F |R̂(2)
λ1,λ2

|I⟩ = ⟨F | R̂(2)
λ1,λ2

∣∣∣
a
|I⟩+ ⟨F | R̂(2)

λ1,λ2

∣∣∣
b
|I⟩

+ ⟨F | R̂(2)
λ1,λ2

∣∣∣
c
|I⟩+ ⟨F | R̂(2)

λ1,λ2

∣∣∣
d
|I⟩ .
(C18)

The result leads to Eq. (56) in the main text.
Thus, Eq. (56), combined with the definitions in

Eq. (53),(55) and (54), gives the amplitude to find two

photons – one in mode λ1 and another in mode λ2,
entirely in terms of the matrix elements of matter op-
erators between initial matter eigenstate |I⟩ and final
matter eigenstate |F ⟩. Now, we would like to get rid
of the explicit dependence on the intermediate states
|J⟩ and |K⟩ in Eq. (56). To do so, we use the fol-
lowing identity (for some ω and ω0):

1
ω−ω0−i0+ =

i
∫∞
−∞ dt θ(t)e−i(ω−ω0−i0+)t, where θ(t) is a step function

that is 1 for t > 0 and 0 otherwise. By using the con-
straint ωλ2

= 2ωL − ωλ1
− EFI , Eq. (56) can be viewed

as a function of only one frequency ωλ1 . We then use the
above identity to trade the denominators in Eq. (56) in
favor of the t-dependent phases. Now, these phases can
be absorbed into the Heisenberg evolution of the opera-

tors Âj and B̂j (defined as Âj(t) = eiĤ0tÂje
−iĤ0t). This

allows us to rewrite Eq. (56) as Eq. (57) in the main text.

4. Second order photon number conserving
homodyne correlator X−+

Let us now consider the second order photon
number conserving homodyne correlator X−+

d1,d2
(τ) =

⟨out| â†d2
(τ)âd1

(0) |out⟩. If detectors d1 and d2 are iden-

tical, this is the same as G1
d1
(τ). Using the expression in

Eq. (44), we obtain〈
â†d2

(τ)âd1
(0)
〉
out

≈ eiωLτ

∫∫ ∞

−∞
dt1 dt2

{
F̃1(t1)

[
F̃2(t2)

]∗
× ei[(ωL−ω1)t1−(ωL−ω2)t2]

〈
Â†

2(−t2 + τ)Â1(−t1)
〉
0

}
,

(C19)

where the operators Âi, defined in Eq. (53) are the same
operators appearing in G(1) and X+. Specializing to a
Lorentzian filter function given in Eq. (59), we get〈

â†d2
(τ)âd1

(0)
〉
out

≈ iK1K
∗
2Γ1Γ2e

iωLτ

ω2 − ω1 + i (Γ1 + Γ2)

×
∫ ∞

−∞
dt

[
e−(Γ1+Γ2)

|t|
2 ei(ω2−ω1)

|t|
2

× eit(
ω1+ω2

2 −ωL)
〈
Â†

2(τ − t)Â1(0)
〉
0

]
(C20)

As the detectors become more frequency selective, i.e., as
Γ1,Γ2 go to 0, this correlator is non-negligible only when
the frequencies selected by the two detectors ω1 and ω2

are equal. In the opposite limit of broad frequency filters,
i.e., as Γ1,Γ2 → ∞,〈

â†d2
(τ)âd1

(0)
〉
out

∣∣∣
Γ1,Γ2→∞

≈ K1K
∗
2e

iωLτ
〈
Â†

2(τ)Â1(0)
〉
0
.
(C21)

As a sanity check, one can now verify a known relation
between the regulated Fourier transform of the above cor-
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relator G(1)(τ) (when the two detectors are identical) for

Γ1 → ∞, and G
(1)
d1

(0) [Eq. (60)] for the case of a narrow

frequency filter (Γ1 → 0):

lim
Γ′→0+

∫ ∞

−∞
dτ

Γ′e−Γ′|τ |

2
e−iω1τ

[
G

(1)
d1

(τ)
∣∣∣
Γ1→∞

]
= G

(1)
d1

(0)
∣∣∣
Γ1→0

.
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