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In this article, we address the metrological problem of estimating collective stochastic properties of
a many-body quantum system. Canonical examples include center-of-mass quadrature fluctuations
in a system of bosonic modes and correlated dephasing in an ensemble of qubits (e.g., spins) or
fermions. We develop a theoretical framework to determine the limits of correlated (weak) noise
estimation with quantum sensor networks and unveil the requirements for entanglement advantage.
Notably, an advantage emerges from the synergistic interplay between quantum correlations of the
sensors and classical (spatial) correlations of the noises. We determine optimal entangled probe
states and identify a sensing protocol—reminiscent of a many-body echo sequence—that achieves
the fundamental limits of measurement sensitivity for a broad class of problems.

Introduction.—Quantum metrology is one of the most
promising areas of quantum information science [1, 2],
dedicated to estimating parameters encoded in the quan-
tum state of a physical system, such as a spin (qubit),
photonic mode, or mechanical oscillator. Employing
quantum systems as sensors [3] and engineering spe-
cial probe states—such as Greenberger–Horne–Zeilinger
(GHZ) states, spin-squeezed states, and squeezed vacuum
states—enables estimation with precision surpassing that
of classical methods.

For instance, when estimating the parameter 𝜗 en-
coded in a quantum system through a unitary process,

𝑈̂𝜗 = 𝑒−𝑖𝜗ℎ̂, the Heisenberg limit, Var(𝜗) ∝ 1/𝜈2, es-
tablishes the ultimate precision bound, attainable via
entangled quantum probes given 𝜈 copies of the uni-
tary, 𝑈̂⊗𝜈

𝜗 [2]. Here Var(𝜗) denotes the mean squared
error. This contrasts with typical shot-noise scaling,
Var(𝜗) ∝ 1/𝜈, attainable via independent experiments
and separable (non-entangled) quantum probes [1, 2].
Prominent examples of unitary parameter estimation in-
clude: estimating the phase of a two-level system (e.g.,
a spin or qubit) for precision timing [4–7]; estimating
the phase of a bosonic mode for interferometry [8–11];
estimating the displacement of an oscillator [12, 13] for
gravitational wave astronomy [14–16]; and many-body
Hamiltonian learning [17–20].

Quantum sensor networks (QSNs) represent a distinct
paradigm of quantum metrology in which we aim to
estimate, e.g., a collective property of the QSN, such
as a linear combination of local parameters. Entangle-
ment between 𝐾 quantum sensors facilitates an enhance-
ment, i.e., Heisenberg scaling with 𝐾, for such aggre-
grate queries [21–28]. Examples include distributed ver-
sions of the standard estimation problems, featuring a
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network of quantum clocks [29–32], networked optical
interferometry [25, 33, 34], and collective displacement
sensing [24, 35–37].

Apart from unitary parameter estimation, estimat-
ing stochastic (or noise) properties is equally important.
Canonical examples include stochastic versions of classic
unitary problems: spin dephasing [38, 39], bosonic de-
phasing [40], and random displacement sensing [41–45]
to name a few [46]; see also the related topic of multi-
qubit noise characterization [47, 48]. Noise estimation
fundamentally differs from unitary parameter estimation,
presenting its own distinct challenges and techniques [39]
(see also Refs. [38, 49–55]). For instance, given 𝜈 identi-
cal and independent copies of a noise channel, Φ⊗𝜈

𝜗 , the
estimation precision of 𝜗 is typically constrained to shot-
noise scaling with 𝜈 [49, 51]. However, insights about
independent noise channels do not always translate to
scenarios involving correlated noise (even in the context
of unitary estimation under noisy dynamics [56]).

A key open question arises: Under what circumstances
can we expect an entanglement advantage when esti-
mating (spatially) correlated stochastic properties with
QSNs, and how might we achieve this? Positive answers
in this direction have implications for various fields—
such as searching for new physics with quantum sen-
sors [57–61], collective force [36, 62] or electric field
sensing [37, 63], physical-layer supervised learning with
QSNs [64, 65], and more broadly, metrological aspects of
many-body quantum systems [66, 67].

In this work, we develop a theoretical framework for es-
timating correlated stochastic processes with QSNs. Our
analysis reveals that, given a single copy of a 𝐾-sensor
noise channel, classical spatial correlations between the
noise processes at different sensor sites prove crucial for
an entanglement advantage in estimation. Physically,
the QSN may consist of qubits, fermions, or bosons.
Nonetheless, our major findings are agnostic to the com-
position of the systems and, thus, apply broadly. To
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illustrate this versatility, we present concrete examples
where an entanglement advantage in correlated noise es-
timation emerges: including correlated spin, bosonic, and
fermionic dephasing and random bosonic displacements.

Problems in estimating correlated spin dephasing [68–
71] and random displacements [59, 62] (cf. Supplemen-
tary Note 6 of Ref. [43]) have been partially explored.
However, the problem of estimating collective bosonic
dephasing, to the best of our knowledge, has not been
addressed, particularly in the energy-constrained setting.
Recently, Huang et al [40] studied estimation of single-
mode bosonic dephasing at infinite energy. Our results on
weak dephasing at finite energy, together with Ref. [40],
sketch a more complete picture of the problem.

Theoretical framework.—Consider 𝐾 quantum sensors
comprising a QSN, and associate to each sensor a local

(Hermitian) generator ℎ̂𝑗 (𝑗 = 1, . . . ,𝐾). For concrete-
ness, we assume only one generator per sensor, so that

all generators commute. Suppose the local generator ℎ̂𝑗
induces the translation, 𝜆𝑗 ∈ R, on the 𝑗th sensor, and
let the set of translations {𝜆𝑗}𝐾𝑗=1 be multivariate (e.g.,
Gaussian) random variables. We prioritize noise estima-
tion and henceforth take E[𝜆𝑗 ] = 0, ∀ 𝑗. The translations
thus correspond to (weak) fluctuations, which we package
into the 𝐾×𝐾 covariance matrix, 𝑉 > 0, with elements
𝑉𝑖𝑗 = E[𝜆𝑖𝜆𝑗 ]. [We disregard higher-order moments, pre-
suming they are parametrically weaker.] Generally, there
exist correlations between the translations at different
sensors due to classically shared randomness.

Let 𝜌 ∈ H ⊗𝐾 denote the QSN probe state, where
H symbolizes the Hilbert space of a single sensor. The
quantum channel Φ𝑉 encodes the fluctuations 𝑉 onto
the probe via Φ𝑉 (𝜌). A crucial assumption we use in this
work is that the encoded state admits the approximate
form

Φ𝑉 (𝜌) ≈ 𝜌+

𝐾∑︁
𝑖,𝑗=1

𝑉𝑖𝑗

(︂
ℎ̂𝑖𝜌ℎ̂𝑗 −

1

2

{︁
ℎ̂𝑖ℎ̂𝑗 , 𝜌

}︁)︂
. (1)

Intuitively, this can be understood as representing many-
body open-system dynamics within the Markov regime,

where ℎ̂𝑗 are local jump operators and 𝑉𝑖𝑗 = 𝛾𝑖𝑗∆𝑡,
with 𝛾𝑖𝑗 denoting many-body decoherence rates and ∆𝑡
an infinitesimal time interval. This yields 𝜌 = 𝜌(𝑡)
and Φ𝑉 (𝜌) = 𝜌(𝑡 + ∆𝑡). Alternatively, the expan-
sion may describe weak, random unitary evolution where

the unitary
⨂︀𝐾

𝑗=1 𝑒
−𝑖𝜆𝑗 ℎ̂𝑗 acts according to probability

𝑝(𝜆1, . . . , 𝜆𝐾), with zero mean and covariance 𝑉 . In this
interpretation, the expansion is with respect to a small

parameter 𝜀 ≪ 1 such that E[𝜆⃗𝑖1 . . . 𝜆⃗𝑖𝑛 ℎ̂𝑖1 . . . ℎ̂𝑖𝑛 ] ∼ 𝜀𝑛

(𝑛 ≥ 2). See Appendix A for further discussion.
We aim to estimate a collection of 𝑛 aggregate (or

non-local) parameters, Θ := {𝜗𝐽}𝑛𝐽=1. For concreteness,
we concentrate on two settings where these parameters
may arise: (i) The parameters are directly embedded into
the covariance matrix, 𝑉 (Θ), thereby controlling the el-
ements of 𝑉 (cf. [21, 27]). (ii) The parameters are con-
structed from non-trivial combinations of the 𝑉𝑖𝑗 ’s [e.g.,

𝜗2𝐼(𝑉 ) =
∑︀
𝑖,𝑗(𝑤⃗𝐼)𝑖(𝑤⃗𝐼)𝑗𝑉𝑖𝑗 for some vector 𝑤⃗𝐼 ], without

assuming explicit knowledge of 𝑉 (cf. [22, 26, 72]). For
clarity, we refer to these settings as case (i) and case (ii)
throughout.
To address these estimation problems, we utilize the

quantum theory of multi-parameter estimation [73–75].
Given the encoded quantum data, Φ𝑉 (𝜌), we perform
measurements and construct estimates, {𝜗𝐽}𝑛𝐽=1, from
the measurement statistics. We quantify the performance
of the estimation procedure by the mean-squared error,
Var(𝜗𝐽) := E[(𝜗𝐽 − 𝜗𝐽)

2]. Assuming an unbiased esti-
mator, such that E[𝜗𝐽 ] = 𝜗𝐽 , the quantum Fisher infor-
mation (QFI) ultimately bounds the mean-squared error
from below [73–75],

Var(𝜗𝐼) ≥ 𝜈−1(ℱ−1
𝒬 (Θ))𝐼𝐼 ≥ 𝜈−1(ℱ𝒬(Θ))−1

𝐼𝐼 , (2)

where ℱ𝒬(Θ) is the QFI matrix for the parameter set Θ
and 𝜈 denotes the number of independent repetitions.
This bound does not necessarily guarantee achievabil-
ity nor provide optimal measurement strategies, subjects
that we examine in more detail later.
To compute the QFI matrix, we employ the geomet-

ric relation between ℱ𝒬 and the fidelity of quantum
states through the Bures distance [76]. Assuming Θ
parametrize small perturbations to the identity channel,
the Bures distance reads

𝑛∑︁
𝐼,𝐽=1

(ℱ𝒬(Θ))𝐼𝐽 𝜗𝐼𝜗𝐽 = 8
(︁
1−

√︀
𝐹 (𝜌, 𝜌𝜗)

)︁
, (3)

where 𝜌𝜗 = Φ𝑉 (𝜌). Here, 𝐹 (𝜏, 𝜌) = Tr[
√︀√

𝜏𝜌
√
𝜏 ]2

is the fidelity. We then employ the channel approxi-
mation (1) to expand the fidelity to leading order as
𝐹 (𝜌, 𝜌𝜗) ≈ 1 − Tr{𝑉 ℋ}, assuming Tr{𝑉 ℋ} ≪ 1 and
a pure probe state (which maximizes the QFI through a
convexity argument). This yields our main general result,
which applies to cases (i) and (ii) mentioned previously
and whose proof we relegate to Appendix B.

Result. Consider the pure QSN probe 𝜌 = |𝜓⟩⟨𝜓|, and let
ℋ denote the “Hamiltonian” generator matrix of 𝜌, with

elements ℋ𝑖𝑗 = ⟨ℎ̂𝑖ℎ̂𝑗⟩ − ⟨ℎ̂𝑖⟩ ⟨ℎ̂𝑗⟩. We deduce a direct
relation between the QFI matrix ℱ𝒬(Θ), the covariance
matrix of the channel 𝑉 , and the generator matrix ℋ,

𝑛∑︁
𝐼,𝐽=1

(ℱ𝒬(Θ))𝐼𝐽 𝜗𝐼𝜗𝐽
!
= 4Tr{𝑉 ℋ}. (4)

In words, the degree of classical, spatial correlations
between the noise sources dictates whether an entangle-
ment advantage manifests. On the one hand, when the
noises share no spatial correlations, such that 𝑉𝑖𝑗 = 𝑉𝑖𝛿𝑖𝑗 ,
the QFI matrix depends solely on the local generator

variances, ℋ𝑖𝑖 = Var(ℎ̂𝑖), and entangled quantum probes
bear no fruit. This aligns with established results in un-
correlated noise estimation [38, 77]. On the other hand,
when significant spatial correlations between the noises
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exist, entanglement across the QSN affords enhanced pre-
cision for all types of random quantum processes.

Examples.— We first target a simple yet appealing
class of problems that fall under case (i). Suppose
𝑉𝑖𝑗 = 𝑔2𝑣𝑖𝑗 , where 𝑣𝑖𝑗 are known. Physically, the num-
bers 𝑣𝑖𝑗 may be functions of device characteristics or ge-
ometrical functions that depend on the relative distances
between the sensors, the distances from the sensors to
the source of 𝑔 etc. This is relevant in practical sce-
narios, where the sensor array has been characterized
(masses, susceptibility functions etc. are known) and cal-
ibrated to, e.g., detect global random forces [36], electric
fields [37, 63], or to search for new physics [57–62].

By consequence of Eq. (4), we obtain the following.

Corollary. Suppose 𝑉𝑖𝑗 = 𝑔2𝑣𝑖𝑗 with 𝑔 an unknown pa-
rameter and 𝑣𝑖𝑗 known, the QFI for estimating 𝑔 is

ℱ𝒬(𝑔) = 4Tr{𝑣ℋ}. (5)

When 𝑣 is rank 1 and permutation invariant (indicating
maximally correlated noises), such that 𝑣 = 𝐾𝑢⃗𝑢⃗⊤ with

𝑢⃗ = (1, 1, . . . , 1)⊤/
√
𝐾, we anticipate the largest possible

entanglement advantage. To formalize this, define the

network average generator, 𝐻̂ :=
∑︀𝐾
𝑖=1 ℎ̂𝑖/𝐾. Then, per

Eq. (5), we have

ℱ𝒬(𝑔) = 4𝐾2Var
(︀
𝐻̂
)︀
. (6)

For comparison, the QFI for separable probes reads

ℱ sep
𝒬 (𝑔) = 4𝐾(

∑︀
𝑖Var(ℎ̂𝑖)/𝐾), which exhibits shot-noise

scaling (∝ 𝐾). To achieve Heisenberg scaling (ℱ𝒬 ∝
𝐾2) with the QSN, we demand that Var(𝐻̂) ≈ Var(ℎ̂),

where Var(ℎ̂) is a typical variance of the local genera-

tor. Since Var(𝐻̂) = (
∑︀
𝑖,𝑗 ⟨ℎ̂𝑖ℎ̂𝑗⟩ − ⟨ℎ̂𝑖⟩ ⟨ℎ̂𝑗⟩)/𝐾2, each

term in the sum must be of order Var(ℎ̂), which is pos-
sible via many-body quantum correlations of the probe.
We illustrate this for prototypical noise processes.

Example 1. Consider qubit (or spin) dephasing with

local generators ℎ̂𝑖 = 𝑍𝑖, where 𝑍𝑖 is the Pauli-Z
operator at the 𝑖th sensor. Define the average spin

𝑍avg =
∑︀𝐾
𝑖=1 𝑍𝑖/𝐾. For entangled and separable strate-

gies, respectively, we find

ℱent
𝒬 (𝑔) = 4𝐾2Var

(︀
𝑍avg

)︀
≤ 4𝐾2, (7)

ℱ sep
𝒬 (𝑔) = 4𝐾

(︃
𝐾∑︁
𝑖=1

Var(𝑍𝑖)/𝐾

)︃
≤ 4𝐾. (8)

The optimal separable probe is the product state
((|↓⟩+ |↑⟩)/

√
2)⊗𝐾 . The optimal entangled probe is the

GHZ state, (|↓↓ . . .⟩+ |↑↑ . . .⟩)/
√
2 (cf. [69–71]).

Example 2. Consider bosonic dephasing with local

generators ℎ̂𝑖 = 𝑛̂𝑖, where 𝑛̂𝑖 is the occupation oper-
ator of the 𝑖th mode. Define the average occupation

operator 𝑛̂avg =
∑︀𝐾
𝑖=1 𝑛̂𝑖/𝐾, and assume the follow-

ing constraint on occupation (e.g., energy) fluctuations,
⟨𝑛̂𝑖𝑛̂𝑗⟩− ⟨𝑛̂𝑖⟩ ⟨𝑛̂𝑗⟩ ≤ 𝑛̄2 where 𝑛̄ = ⟨𝑛̂avg⟩. For entangled
and separable strategies, respectively, we find

ℱent
𝒬 (𝑔) = 4𝐾2Var(𝑛̂avg) ≤ 4𝐾2𝑛̄2, (9)

ℱ sep
𝒬 (𝑔) = 4𝐾

(︃
𝐾∑︁
𝑖=1

Var(𝑛̂𝑖)/𝐾

)︃
≤ 4𝐾𝑛̄2. (10)

Up to a small correction 𝒪(𝑛̄− ⌊𝑛̄⌋), the optimal sep-

arable probe is the product state
(︀
(|0⟩ + |𝑁⟩)/

√
2
)︀⊗𝐾

,
where 𝑁 = ⌊𝑛̄⌋. The optimal entangled probe is the

bosonic GHZ state (|00 . . . 0⟩+ |𝑁𝑁 . . .𝑁⟩)/
√
2, which is

an entangled non-Gaussian state. In fact, to reach the
limit implied by Eq. (9), entangled non-Gaussian states
are necessary (see Appendix C for details).
We readily incorporate fermionic dephasing [78, 79],

which shares similarities to spin dephasing [Eqs. (7)
and (8)] and bosonic dephasing [Eqs. (9) and (10)]. Anal-
ogous to the bosonic case, 𝑛̂𝑖 denotes the fermionic oc-
cupation operator responsible for dephasing on the 𝑖th
fermionic mode. However, due to the Pauli exclusion
principle, the fermionic occupation per mode is restricted
to 𝑁 = 1. For an even number of modes, the optimal
probe is the fermionic GHZ state.

Example 3. Consider random bosonic displace-

ments with local generators ℎ̂𝑖 = 𝑝𝑖, where 𝑝𝑖 is the mo-
mentum operator at the 𝑖th sensor. Define the average

momentum operator 𝑝avg =
∑︀𝐾
𝑖=1 𝑝𝑖/𝐾, and assume a

total occupation constraint,
∑︀𝐾
𝑖=1 ⟨𝑛̂𝑖⟩ ≤ 𝐾𝑛̄, for any in-

put probe state. For entangled and separable strategies,
respectively, we find

ℱent
𝒬 (𝑔) = 4𝐾2Var(𝑝avg) ≤ 8𝐾2(𝑛̄+ 1/2), (11)

ℱ sep
𝒬 (𝑔) = 4𝐾

(︃
𝐾∑︁
𝑖=1

Var(𝑝𝑖)/𝐾

)︃
≤ 8𝐾(𝑛̄+ 1/2). (12)

The optimal separable probe is a product of 𝐾 squeezed
vacuum states, each with 𝑛̄ quanta [80]. The optimal
entangled probe is a distributed squeezed vacuum state
(see Ref. [24]) of 𝐾𝑛̄ quanta. References [59, 62] ex-
plored this estimation problem with QSNs consisting of
microwave resonators and opto-mechanical sensors but
did not discuss ultimate limits nor schemes to approach
them (though see Supplementary Note 6 of Ref. [43]).
Sensing protocol.—Equation (4) [and by extension,

Eq. (5)] allows us to establish fundamental precision lim-
its on correlated noise estimation problems. However,
another challenge lies in designing measurements and es-
timation strategies that achieve such limits. In multi-
parameter settings [as indicated via Eq. (4)], the satura-
bility of such limits is generally uncertain [75]. Whereas,
for single parameter estimation, maximum likelihood es-
timation achieves the QFI [73, 74]. Remarkably, for the
class of single-parameter problems considered here, i.e.,
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|ψ1⟩

|ψ2⟩
...

|ψK⟩

Û

Many-Body
Unitary

ΦV (g)

Parameter
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Û
†
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...

π1

π2

πK

ǧ

FIG. 1. QSN Echo Protocol. Generate multi-sensor entan-
gled probe, |𝜓⟩, by acting with many-body unitary, 𝑈̂ , on
local sensor states, {|𝜓𝑖⟩}. Quantum channel Φ𝑉 encodes pa-

rameter 𝑔 into probe. Revert the many-body unitary via 𝑈̂†.
Perform local projective measurements, 𝜋𝑖 = |𝜓𝑖⟩⟨𝜓𝑖|, and es-
timate 𝑔 from the measurement statistics.

𝑉 = 𝑔2𝑣 and Tr
{︀
𝑔2𝑣ℋ

}︀
≪ 1, there exists an explicit,

universally optimal measurement protocol, which con-
sists of projecting the output of the channel onto the
input state (cf. [42, 81]). We elaborate further below.

Consider the entangled probe 𝜌 = |𝜓⟩⟨𝜓|, and define
the measurements 𝑀0 = |𝜓⟩⟨𝜓| and 𝑀1 = 𝐼−𝑀0. Using
Eq. (1), we directly calculate the measurement proba-
bilities: 𝑝0 = Tr{𝑀0Φ𝑉 (|𝜓⟩⟨𝜓|)} ≈ 1 − 𝑔2 Tr{𝑣ℋ} and
𝑝1 ≈ 𝑔2 Tr{𝑣ℋ}. From here, we compute the classi-
cal Fisher information for this measurement procedure,
ℱ𝒞(𝑔) =

∑︀1
𝑖=0(𝜕𝑔𝑝𝑖)

2/𝑝𝑖 ≈ 4Tr{𝑣ℋ}, which achieves
the QFI in Eq. (5). Notably, this procedure does not
depend on problem specifics nor the physical systems in-
volved, whether they be qubits, fermions, or bosons.

The measurement protocol above resembles an
(Loschmidt) echo sequence [82, 83] (cf. [37, 66]). See
Fig. 1 for an illustration. Suppose we prepare the probe,
𝜓, by acting with the unitary circuit 𝑈 on local quantum

states, 𝜓𝑖, such that |𝜓⟩ = 𝑈
(︀⨂︀𝐾

𝑖=1 |𝜓𝑖⟩
)︀
. Then, we

interpret the protocol as the following sequence: (1) Pre-

pare the sensors in local product states,
⨂︀𝐾

𝑖=1 |𝜓𝑖⟩. (2)

Entangle the sensors with the many-body operation 𝑈̂ .
(3) Encode parameter 𝑔 via Φ𝑉 . (4) Evolve the sensors
under 𝑈†, i.e., the time-reverse of 𝑈 . (5) Perform local
projective measurements, 𝜋𝑖 = |𝜓𝑖⟩⟨𝜓𝑖|, and construct
the binary POVM {𝑀0, 𝐼 −𝑀0}, with 𝑀0 =

⨂︀
𝑖 𝜋𝑖, to

estimate 𝑔 from the measurement data.

Multiple noise parameters.—The case of multiple un-
known parameters [75] poses significant challenges com-
pared to the single-parameter examples discussed thus
far. We observed entanglement advantage when estimat-
ing the single noise parameter 𝑔 [i.e., case (i)] and elab-
orated on achievability with specific sensing protocols.
It is interesting to consider whether or not an advan-
tage also appears in multi-parameter problems. We argue
that an entanglement advantage is conceivable if we re-
strict ourselves to estimating 𝑛 < 𝐾 non-local, aggregate
parameters [23, 26, 72]. The advantage disappears at
𝑛 = 𝐾 and reduces to that of our aforementioned single-
parameter protocol at 𝑛 = 1, interpolating between the
two extreme cases.

We construct the following multi-parameter exam-
ple, which falls under case (ii). Consider the (user-
specified) orthogonal matrix 𝑊 = (𝑤⃗1, . . . , 𝑤⃗𝐾)⊤, such
that 𝑤⃗⊤

𝐼 𝑤⃗𝐽 = 𝛿𝐼𝐽 . Let 𝑉
′
𝐼𝐽 := 𝑤⃗⊤

𝐼 𝑉 𝑤⃗𝐽 , and parametrize
𝑉 ′ via 𝑉 ′

𝐼𝐽 = 𝜉𝐼𝜉𝐽C𝐼𝐽 , where 𝜉2𝐼 := 𝑤⃗⊤
𝐼 𝑉 𝑤⃗𝐼 . Here,

C𝐼𝐼 = 1 and C𝐼𝐽 ≤ 1 otherwise [84], and we assume
no knowledge of the elements of 𝑉 . We are interested in
estimating aggregate parameters Ξ := {𝜉𝐼}𝐾𝐼=1, which de-
scribe fluctuations of the 𝐼th non-local, collective mode.
The numbers C𝐼𝐽 (𝐼 ̸= 𝐽) represent correlation coeffi-
cients, which we treat as nuisance parameters here. We
state the following claim, which we prove in Appendix D.

Claim. The diagonal elements of the QFI matrix for the
parameter set of non-local fluctuation Ξ are

(ℱ𝒬(Ξ))𝐼𝐼 = 4𝑤⃗⊤
𝐼 ℋ𝑤⃗𝐼 . (13)

Equation (13) suggests a simultaneous entanglement
advantage in estimating all parameters in Ξ. However,
the QFI bounds the error from below [see Eq. (2)], and
the corresponding bound is, generically, not saturable for
multiple parameters [75]. Though, if only the subset of
parameters Ξ𝑛 ⊂ Ξ, with 𝑛 < 𝐾, interest us, it then
seems plausible to achieve a simultaneous entanglement
advantage (∝𝐾/𝑛) over separable probes ∀ 𝜉𝐼 ∈ Ξ𝑛. We
support this conjecture through an example involving
random bosonic displacements, e.g., correlated quadra-
ture fluctuations in a system of 𝐾 oscillators.

Consider the random displacement channel Φ𝑉 , where
𝑉 denotes the (𝐾×𝐾) covariance of displacements gen-
erated by local momenta {𝑝𝑖}𝐾𝑖=1. Let 𝑉 ′

𝐼𝐽 = 𝑤⃗⊤
𝐼 𝑉 𝑤⃗𝐽

represent non-local fluctuations generated by collective
momenta {𝑃𝐼}𝐾𝐼=1, where 𝑃𝐼 =

∑︀
𝑖(𝑤⃗𝐼)𝑖𝑝𝑖. In other

words, 𝑉 ′
𝐼𝐼 =: 𝜉2𝐼 symbolizes displacement fluctuations

along the 𝐼th collective mode of the QSN. Equation (13)

then implies that ℱent(𝜉𝐼) ∝ Var(𝑃𝐼), while for separa-

ble strategies, ℱ sep(𝜉𝐼) ∝ ∑︀𝐾
𝑖=1 𝑊

2
𝐼𝑖Var(𝑝𝑖). We direct

our attention to simultaneously estimating all parame-
ters in the the subset Ξ𝑛 = {𝜉𝐼}𝑛𝐼=1 with 𝑛 < 𝐾, for
a fixed total occupation, 𝐾𝑛̄. For the entangled strat-
egy, we must only populate (e.g., squeeze) the 𝑛 collec-
tive modes—thus forming a continuous-variable entan-
gled state of the QSN—with Var(𝑃𝐼) ≈ 𝐾𝑛̄/𝑛 for every
𝐼 ∈ {1, . . . , 𝑛} [64]. Contrariwise, the separable strat-
egy requires populating all 𝐾 local sensor modes with 𝑛̄
quanta each. It follows that ℱent/ℱ sep ∝ 𝐾/𝑛, suggest-
ing a simultaneous entanglement advantage over separa-
ble strategies for every parameter 𝜉𝐼 ∈ Ξ𝑛.

A variant of the echo sensing protocol realizes the
above advantage [85]. This resembles the original dis-
tributed sensing scheme of Refs. [24, 64] but, crucially,
employs anti-squeezing and photon counting (rather than
homodyne detection) at the measurement end.

Discussion.—We have investigated entanglement ad-
vantage when estimating collective stochastic properties
with QSNs. In doing so, we have shown how quantum
correlations within the QSN and classical (spatial) corre-
lations within the noise process must collude to enable an
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entanglement advantage. The classical correlations are
paramount, since entanglement alone does not improve
the estimation of independent noises [38, 77]. Intuitively,
this is because the noise impacts a collective mode of the
QSN (e.g., the center-of-mass quadrature, collective spin
etc.), rather than impacting the local sensor modes in-
dependently. As a result, a many-body quantum state,
sensitive to fluctuations of one or more collective modes,
improves estimation of the non-local noise process.

It is instructive to compare our correlated noise esti-
mation protocols to conventional unitary estimation. In
unitary estimation, having 𝐾 copies of the unitary chan-

nel 𝑈̂⊗𝐾 (e.g., with global Hamiltonian 𝐻̂ = 𝜗
∑︀𝐾
𝑖=1 ℎ̂𝑖)

and entanglement between the 𝐾 sensors improves esti-
mation, resulting in Heisenberg scaling with 𝐾 [2]. In
contrast, having 𝐾 copies of a single-sensor noise chan-
nel 𝜙, 𝜙⊗𝐾 , typically results in shot-noise scaling with
𝐾 [49, 51]. Albeit, as we have shown, given a single copy
of the 𝐾-sensor noise channel Φ, classical (spatial) cor-
relations within the channel (i.e., such that Φ ̸= 𝜙⊗𝐾),
enables Heisenberg scaling via entanglement in the QSN.

Another distinction lies in environmental effects. In
unitary estimation, decoherence generated by the same
Hamiltonian as the unitary process (i.e., parallel decoher-
ence [53]) inhibits Heisenberg scaling [53–55]. Whereas,
for correlated noise estimation, we show in Appendix E
that an entanglement advantage persists in the face of
parallel decoherence (e.g., additive background noise).
However, we do observe that parallel decoherence con-
jures Rayleigh’s curse [45, 86]—that is, the QFI vanishes
as the signal tends to zero.

We have focused on simple problem setups, leaving
room for further investigation in correlated noise estima-
tion. Developing a more comprehensive view of multi-
parameter problems will be valuable, especially concern-
ing optimal measurement strategies beyond the displace-

ment sensing problem that we address. Assessing what
role quantum control has to play in these contexts should
prove fruitful [53, 87]. Additionally, evaluating the im-
pact of deleterious decoherence, with distinct generators
from the signal, offers meaningful insights. For example,
estimating random bosonic displacements in the pres-
ence of loss presents challenges, where, in contrast to the
lossless case, perfect quantum memories or non-Gaussian
probes are required [43, 45, 88]. From a broader physics
perspective, applications to searches for new physics with
QSNs [57–62] and many-body quantum metrology [67]
exemplify compelling avenues for continued exploration.
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The elusive Heisenberg limit in quantum-enhanced
metrology, Nat. Commun. 3, 1063 (2012).
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APPENDICES

Here we provide details otherwise omitted in the main text. In Section A, we motivate the form of the approximate
quantum channel utilized throughout the article. In Section B, we derive the Result [Eq. (4)] of the main text, i.e. the
direct relation between the QFI matrix and the (weak) noise covariance 𝑉 of the quantum channel Φ𝑉 . In Section C,
we derive a no-go result for entanglement enhanced dephasing estimation with entangled states generated by (passive)
linear optics. In Section D, we derive the QFI matrix for multiple noise parameters (see Claim [Eq. (13)] of main
text). In Section E, we elaborate on how parallel decoherence triggers Rayleigh’s curse in noise estimation problems.

Appendix A: Details About Approximate Noise Channel

In this section, we motivate the form of the approximate quantum channel [Eq. (1)] analyzed throughout the main
text. Recall the approximate form of the QSN noise channel Φ𝑉 , which we write out here for convenience,

Φ𝑉 (𝜌) ≈ 𝜌+

𝐾∑︁
𝑖,𝑗=1

𝑉𝑖𝑗

(︂
ℎ̂𝑖𝜌ℎ̂𝑗 −

1

2

{︁
ℎ̂𝑖ℎ̂𝑗 , 𝜌

}︁)︂
. (A1)

We consider two physical, yet fairly generic, settings where this approximation applies: (a) short time open-system
dynamics and (b) weak, random unitary channels. The explicit examples of spin dephasing, bosonic (fermionic)
dephasing, and bosonic random displacements considered in the article fall within either setting.

a. Short Time Open-System Dynamics. The expansion (A1) mimics open-system dynamics described through
the Lindblad master equation [89]. To reveal the correspondence, we first write the (Markovian) master equation in
its general form,

𝜕𝑡𝜌 = −𝑖[𝐻̂𝑆 , 𝜌] +
∑︁
𝑖,𝑗

𝛾𝑖𝑗

(︂
𝐴𝑗𝜌𝐴

†
𝑖 −

1

2

{︁
𝐴†
𝑖𝐴𝑗 , 𝜌

}︁)︂
, (A2)

where 𝐻̂𝑆 is the system Hamiltonian, 𝛾 is the positive semi-definite matrix symbolizing the system’s decoherence
processes (per unit time), and {𝐴𝑗} are jump operators. For purely noisy dynamics, as considered here, we take

𝐻̂𝑆 = 0. Further, suppose the jump operators are Hermitian, i.e. 𝐴†
𝑖 = 𝐴𝑖, though this may be generalized. Consider

an infinitesimal time interval ∆𝑡, such that 𝜕𝑡𝜌 ≈ (𝜌(𝑡+∆𝑡)− 𝜌(𝑡))/∆𝑡. We then make the following correspondences,

Φ𝑉 (𝜌) = 𝜌(𝑡 +∆𝑡), ℎ̂𝑖 = 𝐴𝑖, and 𝑉𝑖𝑗 = 𝛾𝑖𝑗∆𝑡. Hence, estimation problems associated with 𝑉 equate to estimation
problems associated with the decoherences 𝛾 over the short time ∆𝑡.

b. Weak, Random Unitary Channels. Consider the set of hermitian generators
ˆ⃗
ℎ = (ℎ̂1, ℎ̂2, . . . , ℎ̂𝐾) which induce

shifts 𝜆⃗ = (𝜆1, 𝜆2, . . . , 𝜆𝐾) on a quantum system described by the state 𝜌. For simplicity, we assume the generators

are independent of 𝜆⃗, while the 𝜆𝑗 ’s are stochastic and described by the probability distribution, 𝑝(𝜆⃗). We associate
a single realization of shifts with the parametrized unitary,

𝑈̂𝜆⃗ = 𝑒−𝑖𝜆⃗
⊤ ^⃗
ℎ. (A3)

The following quantum channel describes the (random) evolution of the quantum system,

Φ(𝜌) =

ˆ
d𝜆⃗ 𝑝(𝜆⃗)𝑈̂𝜆⃗𝜌𝑈̂

†
𝜆⃗
, (A4)

Herein, we focus on dynamics associated with the mean 𝜇⃗ = E[𝜆⃗] and covariance matrix 𝑉𝑖𝑗 = E[∆𝜆⃗𝑖∆𝜆⃗𝑗 ], where
∆𝜆⃗ := 𝜆⃗− 𝜇⃗. The mean determines the unitary part of the evolution, while 𝑉 describes fluctuations about the mean.
We do not concern ourselves with higher order moments, supposing that fluctuations are weak.

https://doi.org/10.1103/PhysRevX.6.031033
https://doi.org/10.1103/PhysRevResearch.6.013246
https://arxiv.org/abs/2409.04656
https://doi.org/10.1063/1.5115323
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Lemma 1. Assume fluctuations weakly perturb the quantum system, 𝜌, and the “energy” of the system is sufficiently

small, such that E[∆𝜆⃗𝑖1 . . .∆𝜆⃗𝑖𝑛 ℎ̂𝑖1 . . . ℎ̂𝑖𝑛 ] ∼ 𝜀𝑛 for 𝑛 ≥ 2 and 𝜀 → 0. If (1) the generators commute to a constant

([ℎ̂𝑖, ℎ̂𝑗 ] = 𝑐𝑖𝑗𝐼) or (2) the channel mean vanishes (𝜇⃗ = 0), then,

Φ𝑉 (𝜌) := 𝑈̂†
𝜇⃗Φ(𝜌)𝑈̂𝜇⃗ ≈ 𝜌+

∑︁
𝑖,𝑗

𝑉𝑖𝑗

(︂
ℎ̂𝑖𝜌ℎ̂𝑗 −

1

2

{︁
ℎ̂𝑖ℎ̂𝑗 , 𝜌

}︁)︂
+𝒪

(︀
𝜀3
)︀
. (A5)

Proof. We adopt Einstein summation convention, i.e. repeated indices are summed over. Further, we assume that

fluctuations are sufficiently small and expand to first non-trivial order around the mean, E[𝜆⃗] = 𝜇⃗. For brevity, we

define the fluctuation ∆𝜆⃗𝑗 := 𝜆⃗𝑗 − 𝜇⃗𝑗 , such that E[∆𝜆⃗] = 0 and 𝑉𝑖𝑗 = E[∆𝜆⃗𝑖∆𝜆⃗𝑗 ].
Consider the unitary operator from Eq. (A3) and rewrite it as follows:

𝑈̂𝜆⃗ = 𝑒−𝑖𝜆⃗
⊤ ^⃗
ℎ = 𝑒−𝑖Δ𝜆⃗

⊤ ^⃗
ℎ−𝑖𝜇⃗⊤ ^⃗

ℎ, (A6)

where ∆𝜆⃗ = 𝜆⃗− 𝜇⃗. To expand in small fluctuations about the mean, use the Zassenhaus formula,

𝑒𝐴+𝐵̂ = 𝑒𝐴𝑒𝐵̂𝑒−
1
2 [𝐴,𝐵̂]𝑒−

1
6 (2[𝐵̂,[𝐴,𝐵̂]]+[𝐴,[𝐴,𝐵̂]]) × . . . , (A7)

where ellipsis denote nested commutators of higher order. We attend to case (1) where the commutators between the
generators equals a constant. The result for case (2), i.e. zero mean 𝜇⃗ = 0, presents itself straightforwardly.

Let [ℎ̂𝑖, ℎ̂𝑗 ] = 𝑐𝑖𝑗 , where 𝑐*𝑖𝑗 = −𝑐𝑖𝑗 are purely imaginary, and take 𝐴 = −𝑖𝜇⃗⊤ˆ⃗ℎ, and 𝐵̂ = −𝑖∆𝜆⃗⊤ˆ⃗ℎ. Then only the

first-order commutator matters and equals [𝐴, 𝐵̂] = −𝜇⃗⊤𝑐∆𝜆⃗, which is purely imaginary. We deduce that

𝑈̂𝜆⃗𝜌𝑈̂
†
𝜆⃗
= 𝑈̂𝜇⃗𝑈̂Δ𝜆⃗𝜌𝑈̂

†
Δ𝜆⃗
𝑈̂†
𝜇⃗. (A8)

Expand the fluctuations as

𝑈̂Δ𝜆⃗ ≈ 𝐼 − 𝑖∆𝜆⃗𝑗 ℎ̂𝑗 −
1

2
∆𝜆⃗𝑗∆𝜆⃗𝑘ℎ̂𝑗 ℎ̂𝑘. (A9)

The following set of equalities then hold to 𝒪
(︀
𝜀3
)︀
:

Φ(𝜌) =

ˆ
d𝜆⃗ 𝑝(𝜆⃗)𝑈̂𝜆⃗𝜌𝑈̂

†
𝜆⃗

(A10)

≈
ˆ

d𝜆⃗ 𝑝(𝜆⃗)𝑈̂𝜇⃗

(︃
𝜌− 𝑖∆𝜆⃗𝑗 ℎ̂𝑗𝜌+ 𝑖∆𝜆⃗𝑗𝜌ℎ̂𝑗 +∆𝜆⃗𝑗∆𝜆⃗𝑘ℎ̂𝑗𝜌ℎ̂𝑘 (A11)

− 1

2
∆𝜆⃗𝑗∆𝜆⃗𝑘ℎ̂𝑗 ℎ̂𝑘𝜌−

1

2
∆𝜆⃗𝑗∆𝜆⃗𝑘𝜌ℎ̂𝑗 ℎ̂𝑘

)︃
𝑈̂†
𝜇⃗

= 𝑈̂𝜇⃗

(︂
𝜌+ 𝑉𝑗𝑘ℎ̂𝑗𝜌ℎ̂𝑘 −

1

2
𝑉𝑗𝑘𝜌ℎ̂𝑗 ℎ̂𝑘 −

1

2
𝑉𝑗𝑘ℎ̂𝑗 ℎ̂𝑘𝜌

)︂
𝑈̂†
𝜇⃗, (A12)

which concludes the proof.

Further comments about the random unitary channel expansion are in order:

• We properly understand the operator expansion in terms of measurement outcomes. Consider measurements

{𝑀𝑗} with
∑︀
𝑗𝑀𝑗 = 𝐼. Then, Tr{𝑀𝑗∆𝜆

𝑚ℎ̂𝑚𝜌} ≲ 𝜀𝑚. For brevity, we have let ∆𝜆𝑚 and ℎ̂𝑚 denote any 𝑚th

order product of fluctuations and generators, e.g., ∆𝜆2 ∼ 𝑉 and ℎ̂2 ∼ ℎ̂𝑖ℎ̂𝑗 , respectively.

• The analysis above applies to programmable (or classically simulable) channels [49, 51] in the regime of weak
noise and finite energy. We note that metrological bounds for programmable channels, as well as more general
noise channels [39], typically apply in asymptotic regimes, e.g. infinite-energy, and do not necessarily entail
whether entangled probes are necessary to attain the precision limits derived therefrom.
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Appendix B: Derivation of the Main Result

In this section, we prove the Result [Eq. (4)] of the main text, which we restate here for convenience: Consider
the QSN probe 𝜌 = |𝜓⟩⟨𝜓|, and let ℋ denote the “Hamiltonian” generator matrix of 𝜌, with elements ℋ𝑖𝑗 =

⟨ℎ̂𝑖ℎ̂𝑗⟩ − ⟨ℎ̂𝑖⟩ ⟨ℎ̂𝑗⟩. Let Θ = {𝜗𝐼}𝑛𝐼=1 be the set of unknown parameters that we aim to estimate. We deduce a direct
relation between the QFI matrix ℱ𝒬(Θ), the covariance matrix of the channel 𝑉 , and the generator matrix ℋ:

𝑛∑︁
𝐼,𝐽=1

(ℱ𝒬(Θ))𝐼𝐽 𝜗𝐼𝜗𝐽 = 4Tr{𝑉 ℋ}. (B1)

We note that Tr{𝑉 ℋ} ∼ 𝒪
(︀
𝐾2𝜀2

)︀
, in accordance with the small parameter 𝜀 introduced in Appendix A. To prove

the result, we apply the following lemma.

Lemma 2. Let 𝜌𝑉 = Φ𝑉 (𝜌) and assume an input pure state 𝜌 = |𝜓⟩⟨𝜓| for the probe. The input-output fidelity of
the quantum channel Φ𝑉 is approximately

𝐹 (𝜌, 𝜌𝑉 ) ≈ 1− Tr{𝑉 ℋ}, (B2)

where ℋ is the Hamiltonian covariance matrix in the local basis,

ℋ𝑖𝑗 = ⟨ℎ̂𝑖ℎ̂𝑗⟩ − ⟨ℎ̂𝑖⟩ ⟨ℎ̂𝑗⟩ , (B3)

with all expectation values evaluated with respect to the pure probe state 𝜌 = |𝜓⟩⟨𝜓|.

Proof. Recall the approximate form of the quantum channel Φ𝑉 in Eq. (A1). Then, determine the fidelity between
the input 𝜌 = |𝜓⟩⟨𝜓| and the output 𝜌𝑉 = Φ𝑉 (|𝜓⟩⟨𝜓|):

𝐹 (𝜌, 𝜌𝑉 ) = ⟨𝜓|Φ𝑉 (|𝜓⟩⟨𝜓|)|𝜓⟩ (B4)

≈ ⟨𝜓|𝜓⟩2 +
∑︁
𝑖,𝑗

𝑉𝑖𝑗

(︂
⟨𝜓|ℎ̂𝑖(|𝜓⟩⟨𝜓|)ℎ̂𝑗 |𝜓⟩ −

1

2
⟨𝜓|
{︁
ℎ̂𝑖ℎ̂𝑗 , |𝜓⟩⟨𝜓|

}︁
|𝜓⟩
)︂

(B5)

= 1 +
∑︁
𝑖,𝑗

𝑉𝑖𝑗

(︂
⟨𝜓|ℎ̂𝑖|𝜓⟩ ⟨𝜓|ℎ̂𝑗 |𝜓⟩ −

1

2

(︁
⟨𝜓|ℎ̂𝑖ℎ̂𝑗 |𝜓⟩ ⟨𝜓|𝜓⟩+ ⟨𝜓|𝜓⟩ ⟨𝜓|ℎ̂𝑖ℎ̂𝑗 |𝜓⟩

)︁)︂
(B6)

= 1 +
∑︁
𝑖,𝑗

𝑉𝑖𝑗

(︁
⟨𝜓|ℎ̂𝑖|𝜓⟩ ⟨𝜓|ℎ̂𝑗 |𝜓⟩ − ⟨𝜓|ℎ̂𝑖ℎ̂𝑗 |𝜓⟩

)︁
(B7)

= 1−
∑︁
𝑖,𝑗

𝑉𝑖𝑗

(︁⟨
ℎ̂𝑖ℎ̂𝑗

⟩
−
⟨
ℎ̂𝑖

⟩⟨
ℎ̂𝑗

⟩)︁
(B8)

= 1− Tr{ℋ𝑉 }, (B9)

where ⟨𝑂̂⟩ = ⟨𝜓|𝑂̂|𝜓⟩.

We now prove the main result.

Proof. Recall the geometric relation between the QFI matrix and the fidelity via Bures distance [75] for any set of

parameters {𝜙𝐼},
∑︀
𝐼,𝐽 (ℱ𝒬)𝐼𝐽 𝛿𝜙𝐼𝛿𝜙𝐽 = 8(1−

√︀
𝐹 (𝜌𝜙, 𝜌𝜙+𝛿𝜙)), where 𝐹 (𝜌, 𝜏) = Tr[

√︀√
𝜌𝜏

√
𝜌 ]2 is the fidelity. For

one state pure, say 𝜏 = |𝜓⟩⟨𝜓|, the fidelity is simply the overlap, 𝐹 (𝜌, |𝜓⟩⟨𝜓|) = ⟨𝜓|𝜌|𝜓⟩. In our work, we estimate
small (positive) fluctuations (𝜗 > 0) from the identity map, so that

𝑛∑︁
𝐼,𝐽=1

(ℱ𝒬(Θ))𝐼𝐽 𝜗𝐼𝜗𝐽 = 8(1−
√︀
𝐹 (𝜌0, 𝜌𝜗)), (B10)

where 𝜌0 = |𝜓⟩⟨𝜓| and 𝜌𝜗 = Φ𝑉 (𝜌0). Using Lemma 2, we find that

𝐹 (𝜌0, 𝜌𝜗) ≈ 1− Tr{𝑉 ℋ} =⇒ 1−
√︀
𝐹 (𝜌0, 𝜌𝜗) ≈ Tr{𝑉 ℋ}/2. (B11)

Substituting the latter relation into Eq. (B10), we obtain the result.
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Appendix C: No-Go Entanglement Advantage in Correlated Dephasing Estimation with Entangled States
Generated by (Passive) Linear Optics

In this section, we derive a no-go result for entanglement advantage in estimating correlated (bosonic or fermionic)
dephasing with entangled states generated by passive linear optics (e.g., entangled Gaussian bosonic states).

Proposition 1. Entangled probes generated by propagating local, separable probes through a (passive) linear optical
network perform no better than separable probes in estimating maximally correlated dephasing.

Proof. Consider a passive linear-optical network, denoted by the unitary operator 𝑈𝐵, and a product of single-mode

(Gaussian or non-Gaussian) resource states, |𝜓sep⟩ =
⨂︀𝐾

𝑖=1 |𝜓𝑖⟩. Let |𝜓ent⟩ = 𝑈𝐵 |𝜓sep⟩ denote the multi-mode
entangled state generated by linear optics. Now, define the average photon number operator per mode, 𝑛̂avg :=∑︀𝐾
𝑖=1 𝑛̂𝑖/𝐾. Recall the QFI for dephasing estimation using entangled and separable strategies, respectively:

ℱent
𝒬 (𝑔) = 4𝐾2𝑣Var (𝑛̂avg) , (C1)

ℱ sep
𝒬 (𝑔) = 4𝐾𝑣

(︃
𝐾∑︁
𝑖=1

Var(𝑛̂𝑖)/𝐾

)︃
. (C2)

Proving the proposition thus equates to demonstrating that Var(𝑛̂avg)𝜓ent
= Var(𝑛̂avg)𝜓sep

=
∑︀𝐾
𝑖=1 Var(𝑛̂𝑖)𝜓𝑖

/𝐾2,
where Var(𝑛̂𝑖)𝜓𝑖

represent the occupation variances of the local states 𝜓𝑖. This follows straightforwardly because, for
any state |𝜙⟩ = 𝑈𝐵 |𝜑⟩,

Var(𝑛̂avg)𝜙 = ⟨𝜙|𝑛̂2avg|𝜙⟩ − ⟨𝜙|𝑛̂avg|𝜙⟩⟨𝜙|𝑛̂avg|𝜙⟩ (C3)

= ⟨𝜑|𝑈†
𝐵𝑛̂

2
avg𝑈𝐵|𝜑⟩ − ⟨𝜙|𝑈†

𝐵𝑛̂avg𝑈𝐵|𝜙⟩⟨𝜙|𝑈†
𝐵𝑛̂avg𝑈𝐵|𝜙⟩ (C4)

= ⟨𝜑|𝑛̂2avg|𝜑⟩ − ⟨𝜑|𝑛̂avg|𝜑⟩⟨𝜑|𝑛̂avg|𝜑⟩ (C5)

= Var(𝑛̂avg)𝜑, (C6)

where the penultimate line derives from the fact that 𝑈𝐵 represents a passive transformation that conserves 𝑛̂avg.
Thus, Var(𝑛̂avg)𝜓ent = Var(𝑛̂avg)𝜓sep , implying that the (separable) product state |𝜓sep⟩ =

⨂︀
𝑖 |𝜓𝑖⟩, achieves equal

performance as the entangled state |𝜓ent⟩ = 𝑈𝐵 |𝜓sep⟩.

Corollary. Entangled Gaussian bosonic probes perform equally well as separable Gaussian bosonic probes in estimating
maximally correlated bosonic dephasing.

This follows from the fact that we may construct any (multi-mode) entangled Gaussian bosonic state by passing
single-mode Gaussian (i.e., squeezed coherent) states through a passive linear optical network [90].

Appendix D: Multiple Noise Parameters

In this section, we derive the QFI matrix [Eq. (13)] for multiple noise parameters; see the Claim in the main text.
Consider an invertible transformation matrix 𝑊 , and define the new covariance

𝑉 ′ := 𝑊𝑉 𝑊⊤. (D1)

Parametrize 𝑉 ′ via

𝑉 ′ =

⎛⎜⎜⎜⎝
𝜉21 𝜉1𝜉2C12 . . . 𝜉1𝜉𝐾C1𝐾

𝜉1𝜉2C12 𝜉22 . . . 𝜉2𝜉𝐾C2𝐾

...
...

. . .
...

𝜉1𝜉𝐾C1𝐾 𝜉2𝜉𝐾C2𝐾 . . . 𝜉2𝐾

⎞⎟⎟⎟⎠ , (D2)

where 𝜉2𝐼 :=
(︀
𝑊𝑉 𝑊⊤)︀

𝐼𝐼
denote (real) collective fluctuation parameters. The off-diagonal numbers C𝐼𝐽 are residual

correlation coefficients, which we take as nuisance parameters here. We thus focus on estimates of the collective
fluctuations Ξ = {𝜉𝐼}𝐾𝐼=1, for which we find the following [note that 𝑊−⊤ = (𝑊⊤)−1].
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Theorem 1. Consider parametrization 𝑉 ′ as in Eq. (D2). The QFI matrix for parameters Ξ := {𝜉𝐼}𝐾𝐼=1 is

(ℱ𝒬(Ξ))𝐼𝐽 =

{︃
4(𝑊−⊤ℋ𝑊−1)𝐼𝐼 , 𝐼 = 𝐽

8C𝐼𝐽(𝑊−⊤ Re{ℋ}𝑊−1)𝐼𝐽 , 𝐼 ̸= 𝐽,
(D3)

where Re{ℋ} = (ℋ+ℋ*)/2. If 𝑊 is orthogonal with 𝑊 = (𝑤⃗1, 𝑤⃗2, . . . )
⊤, then we rewrite the QFI matrix as

(ℱ𝒬(Ξ))𝐼𝐽 =

{︃
4
(︀
𝑤⃗⊤
𝐼 ℋ𝑤⃗𝐼

)︀
, 𝐼 = 𝐽

8C𝐼𝐽(𝑤⃗⊤
𝐼 Re{ℋ}𝑤⃗𝐽), 𝐼 ̸= 𝐽

. (D4)

Proof. Recall the Bures distance (B10). Introduce the invertible matrix 𝑊 into Eq. (3) to determine the following
relations:

Tr{𝑉 ℋ} = Tr
{︀
(𝑊𝑉 𝑊⊤)(𝑊−⊤ℋ𝑊−1)

}︀
(D5)

= Tr
{︀
𝑉 ′(𝑊−⊤ℋ𝑊−1)

}︀
(D6)

=
∑︁
𝐼,𝐽

𝑉 ′
𝐼𝐽(𝑊

−⊤ℋ𝑊−1)𝐼𝐽 (D7)

=
∑︁
𝐼

𝜉2𝐼 (𝑊
−⊤ℋ𝑊−1)𝐼𝐼 +

∑︁
𝐼,𝐽
𝐼 ̸=𝐽

𝜉𝐼𝜉𝐽C𝐼𝐽(𝑊
−⊤ℋ𝑊−1)𝐼𝐽 . (D8)

Note that C𝐽𝐼 = C𝐼𝐽 and ℋ𝐽𝐼 = ℋ*
𝐼𝐽 . Substituting Eq. (D8) into the right hand side of Eq. (4) and matching like

terms on both sides of the equality, we deduce that

(ℱ𝒬(Ξ))𝐼𝐽 =

{︃
4(𝑊−⊤ℋ𝑊−1)𝐼𝐼 , 𝐼 = 𝐽

8C𝐼𝐽(𝑊−⊤ Re{ℋ}𝑊−1)𝐼𝐽 , 𝐼 ̸= 𝐽,
(D9)

where Re{ℋ} = (ℋ+ℋ*)/2.
Furthermore, suppose that 𝑊 is orthogonal such that 𝑊⊤ = 𝑊−1, and write 𝑊 = (𝑤⃗1, 𝑤⃗2, . . . )

⊤. Then
𝑊−⊤ℋ𝑊−1 = 𝑊ℋ𝑊⊤ and

𝑊ℋ𝑊⊤ =

⎛⎜⎝𝑤⃗
⊤
1

𝑤⃗⊤
2
...

⎞⎟⎠ℋ
(︀
𝑤⃗1 𝑤⃗2 . . .

)︀
(D10)

=

⎛⎜⎝𝑤⃗
⊤
1 ℋ𝑤⃗1 𝑤⃗⊤

1 ℋ𝑤⃗2 . . .
𝑤⃗⊤

2 ℋ𝑤⃗1 𝑤⃗⊤
2 ℋ𝑤⃗2 . . .

...
...

. . .

⎞⎟⎠ . (D11)

Whence, (𝑊−⊤ℋ𝑊−1)𝐼𝐽 = 𝑤⃗⊤
𝐼 ℋ𝑤⃗𝐽 , which concludes the proof.

Appendix E: Backgrounds Trigger Rayleigh’s Curse

In this section, we extend our derivations to include background (e.g., thermal) fluctuations, (Σ)𝑖𝑗 := ⟨∆𝜆𝑖∆𝜆𝑗⟩bkg,
that distinguish themselves from the desired parameters of 𝑉 . We assume the background fluctuations to arise
from the same generators as 𝑉 , i.e. representing parallel decoherence [53]. Practically, such backgrounds must be
characterized and subtracted off in post-processing (a common practice when measuring feeble signals, such as searches
for new physics [58]). Regarding quantum limits, although backgrounds do not stymie an entanglement advantage
for the correlated noise estimation problem, relatively large backgrounds do lead to the phenomenon of Rayleigh’s
curse [45, 86], as we demonstrate below for the multi-parameter problem.

Proposition 2. Consider mixing background fluctuations, Σ, into the signal, such that 𝑉𝑖𝑗 → Σ𝑖𝑗 +𝑉𝑖𝑗 and suppose
both weak signal and weak background fluctuations. Given 𝜉2𝐼 := (𝑊𝑉 𝑊⊤)𝐼𝐼 and 𝜎2

𝐼 := (𝑊Σ𝑊⊤)𝐼𝐼 , the QFI for
the collective fluctuations Ξ = {𝜉𝐼}𝐾𝐼=1 is

(ℱ𝑄(Ξ;𝜎))𝐼𝐼 =

(︂
4𝜉2𝐼

𝜎2
𝐼 + 𝜉2𝐼

)︂
(𝑊ℋ𝑊⊤)𝐼𝐼 . (E1)
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The QFI suffers from Rayleigh’s curse [45, 86]—i.e., the QFI vanishes (equivalently, the estimation error diverges)
as 𝜉𝐼 → 0 for all probes and measurements, given 𝜎𝐼 > 0.

Proof sketch. Additive backgrounds, Σ, change the noise channel to Φ ̃︀𝑉 with ̃︀𝑉 = Σ + 𝑉 . As before, we as-
sume an approximate quantum channel Φ ̃︀𝑉 , similar to Eq. (1), under the additional assumption of weak back-

grounds. We then determine the QFI matrix, ℱ𝒬(Θ̃), of the new parameters 𝜗2𝐼 := (𝑊 ̃︀𝑉 𝑊⊤)𝐼𝐼 = 𝜎2
𝐼 + 𝜗2𝐼 ,

finding ℱ𝒬(Θ̃) = 4(𝑊ℋ𝑊⊤)𝐼𝐼 . Finally, we use 𝜕𝜗𝐼

𝜕𝜗𝐽
= 𝛿𝐼𝐽(𝜗𝐽/𝜗𝐽) and apply the error propagation rule to reckon

ℱ𝒬(Θ) =
⃒⃒⃒
𝜕𝜗𝐼

𝜕𝜗𝐼

⃒⃒⃒2
ℱ𝒬(Θ̃).

Rayleigh’s curse applies equally to the single-parameter estimation problems considered in the main text, i.e. for
𝑉 = 𝑔2𝑣. This fact follows the same line of reasoning as Proposition 2, but we spell out the details for clarity.

Let ̃︀𝑉 = 𝑉 +Σ, where 𝑉 = 𝑔2𝑣 and 𝑣 = Tr{𝑣}𝑣⃗𝑣⃗⊤. Define the new parameter 𝜗 := (𝑣⃗⊤ ̃︀𝑉 𝑣⃗)1/2 = (𝑔2 Tr{𝑣}+𝜎2)1/2,
where 𝜎2 := 𝑣⃗⊤Σ𝑣⃗ denotes background fluctuations projected onto the 𝑣⃗ mode. To derive the QFI for 𝑔, we first find
the QFI for 𝜗, which is simply ℱ𝒬(𝜗) = 4(𝑣⃗⊤ℋ𝑣⃗). Using the error propagation rule for the Fisher information and

the fact that 𝜕𝜗/𝜕𝑔 = 𝑔Tr{𝑣}/𝜗, it follows that

ℱ𝒬(𝑔) =

⃒⃒⃒⃒
𝜕𝜗

𝜕𝑔

⃒⃒⃒⃒2
ℱ𝒬(𝜗) (E2)

=

(︃
𝑔2 Tr{𝑣}2

𝑔2 Tr{𝑣}+ 𝜎2

)︃
4(𝑣⃗⊤ℋ𝑣⃗) (E3)

=

(︂
𝑔2 Tr{𝑣}

𝑔2 Tr{𝑣}+ 𝜎2

)︂
4Tr{𝑣ℋ}. (E4)

To arrive at the final equality, we used Tr{𝑣ℋ} = Tr{𝑣}𝑣⃗⊤ℋ𝑣⃗. Hence, the emergence of Rayleigh’s curse. We
note that, since the QFI still scales with the global quantity Tr{𝑣ℋ}, we nonetheless maintain an entanglement
advantage over separable strategies, which differs from unitary estimation in the presence of (parallel) background
decoherence [53–55].
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