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Fermionic Gaussian unitaries are known to be efficiently learnable and simulatable. In this paper, we present
a learning algorithm that learns an n-mode circuit containing t parity-preserving non-Gaussian gates. While
circuits with t = poly(n) are unlikely to be efficiently learnable, for constant t, we present a polynomial-
time algorithm for learning the description of the unknown fermionic circuit within a small diamond-distance
error. Building on work that studies the state-learning version of this problem, our approach relies on learning
approximate Gaussian unitaries that transform the circuit into one that acts non-trivially only on a constant
number of Majorana operators. Our result also holds for the case where we have a qubit implementation of the
fermionic unitary.

I. INTRODUCTION

The task of learning unknown quantum unitaries is funda-
mental to quantum information science [1–3]. This task is
important for the development of quantum algorithms and the
characterization of quantum devices. However, learning uni-
taries of arbitrary gate complexity is exponentially hard [4, 5],
making it crucial to identify classes of unitaries that can be
learned efficiently. Moreover, practical quantum computa-
tion requires verification and validation of quantum circuits
with bounded gate complexity. From an experimental stand-
point, benchmarking and calibrating quantum devices can be
thought of as a learning problem. Previous works have fo-
cused on providing learning algorithms in various scenarios,
including circuits with Clifford unitaries together with a con-
stant number of T gates [6], unitaries with a constant number
of two-qubit gates [7], and quantum circuits of constant depth
[8].

This work focuses on learning fermionic unitaries [9, 10].
We consider two cases. The first case, which we refer to as
the fermionic implementation, is where the unknown unitary
is implemented on fermionic modes. To define our learn-
ing problem, it is important to distinguish Gaussian and non-
Gaussian unitaries. In the fermionic implementation, we will
restrict Gaussian unitaries to be parity-preserving, which cor-
responds to time evolution under quadratic fermionic Hamil-
tonians, allowing for both hopping and pairing terms [10, 11].
The learning algorithm in this case must use input states that
can be efficiently prepared on a fermionic quantum computer
using parity-preserving gates. The second case, which we re-
fer to as the qubit implementation, is where the unknown uni-
tary is implemented on a chain of qubits (which can be related
to a chain of fermionic modes via the Jordan-Wigner trans-
formation). In this qubit implementation, the allowed Gaus-
sian unitaries are not required to preserve parity. They are
generated by nearest-neighbor matchgates (which are parity-
preserving and map to fermionic Gaussian gates under the
Jordan-Wigner transformation) and X1, the Pauli X matrix
on the first qubit [12, 13].

It is well-established that Gaussian unitaries in both im-
plementations can be learned efficiently [14, 15]. Through-

out this work, we refer to quantum circuits on qubits defined
using the Jordan-Wigner mapping as fermionic circuits. We
will also refer to unitaries defined by Majorana operators act-
ing on fermions as fermionic circuits. Augmenting fermionic
Gaussian circuits with non-Gaussian gates enables universal
quantum computation. In the qubit implementation, adding
SWAP, controlled-Z, or controlled-phase gates enables uni-
versal quantum computation [16]. In the fermionic implemen-
tation, adding exp(iπγ1γ2γ3γ4/4) enables universal quantum
computation [11].

This raises the question whether, in both implementatons,
unitaries composed of fermionic Gaussian unitaries and a con-
stant number of non-Gaussian gates are efficiently learnable.
In Ref. [17], it was shown that quantum states produced by
such unitaries are efficiently learnable, leaving open whether
the unitaries themselves are efficiently learnable. In this work,
we solve this problem by providing an efficient algorithm to
learn such unitaries in both fermionic and qubit implementa-
tions. Our result may have applications in fermionic quan-
tum devices, such as those proposed in Refs. [18–20] and also
complements the classical simulation algorithm for this class
of circuits [21–23]. Moreover, previous work has shown that
there is an efficient algorithm to learn fermionic unitaries in
any finite level of the matchgate hierarchy [15]. However,
we show that fermionic unitaries composed of just two non-
Gaussian gates and a Gaussian gate, where the non-Gaussian
gates belong to the third level and the Gaussian gate belongs
to the second level [24], do not belong to any finite level of
the matchgate hierarchy.

Our learning algorithm is based on the decomposition re-
sult in Ref. [17] that shows that the unknown unitary acts like
a Gaussian unitary on all but a constant number of Majorana
operators. We show that such Majorana operators can be effi-
ciently learned by measuring expectation values of constant-
weight fermionic observables on states prepared using the un-
known unitary (e.g., using shadow tomography [25, 26]). This
information can be used to form a circuit that acts trivially on
a large number of Majorana operators. Finally, we construct
and learn a circuit that acts on a constant number of modes
or qubits either through brute force [1] or by estimating the
expectation values of Pauli observables on states prepared by
the circuit using shadow tomography [27, 28].
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The remainder of the paper is organized as follows. In
Sec. II, we define fermionic unitaries, their relation to match-
gates, and the computational complexity of such circuits. In
Sec. III, we define the learning problem and present the main
result. In Sec. IV, we present the technical lemmas on which
the learning algorithm is based. In Sec. V, we study how
the fermionic unitaries in this work relate to unitaries in the
matchgate hierarchy and show that, generally, fermionic uni-
taries with just two non-Gaussian unitaries do not belong to
any finite level of the matchgate hierarchy. In the Appendices,
we present details omitted from the main text.

II. REVIEW: FERMIONIC UNITARIES AND
MATCHGATES

In this section, we present a review of fermionic uni-
taries, matchgates, and known results regarding their compu-
tational complexity. For a fermionic system, the modes la-
beled 1, . . . , n are defined by the creation and annihilation op-
erators ai and a†i , respectively, acting on the Fock-space state
|z1, · · · , zn⟩ as follows [11]:

aj |z1, . . . , zj−1, 1, zj+1, . . . , zn⟩

=(−1)
∑j−1

k=1 zk |z1, . . . , zj−1, 0, zj+1, . . . , zn⟩ , (1)
aj |z1, . . . , zj−1, 0, zj+1, . . . , zn⟩ = 0, (2)

where zi = 0, 1. These operators satisfy the anticommutation
relations {ai, aj} = 0 and {ai, a†j} = δijI for all i, j. We can
define 2n Majorana operators γi as follows:

γ2i−1 = ai + a†i , (3)

γ2i = −i(ai − a†i ), (4)

where i ∈ [n]. Here γi obey the anticommutation relation
{γi, γj} = 0 for i ̸= j, and γ2i = I . The n-mode Fock space
can be associated with the n-qubit Hilbert Space [11]. More-
over, the system of n qubits can be mapped to 2n Majorana
operators γi (i = 1, . . . , 2n) via the Jordan-Wigner transfor-
mation defined as

γ2k−1 =

(
k−1∏
i=1

Zi

)
Xk, (5)

γ2k =

(
k−1∏
i=1

Zi

)
Yk, (6)

Here Xk, Yk, and Zk are Pauli matrices acting on qubit k,
and this mapping ensures that the Majorana operators satisfy
the correct anticommutation relations. In this mapping, the
Fock-space state

|z1z2 . . . zn⟩ (7)

of n fermionic modes is exactly identified with the computa-
tional basis state on n qubits, where an empty fermionic mode
(zi = 0) corresponds to a qubit in computational basis state

|zi = 0⟩, while a filled fermionic mode (zi = 1) corresponds
to a qubit in computational basis state |zi = 1⟩ [11].

We define a fermionic Gaussian unitary G from its action
on γi as follows:

G†γiG =
∑
k

Oikγk, (8)

where O ∈ O(2n). Matchgates are parity-preserving two-
qubit unitaries of the form

G(A,B) =

A11 0 0 A12

0 B11 B12 0
0 B21 B22 0
A21 0 0 A21

 , (9)

det(A) = det(B) = ±1, (10)

where the matrix is written in the {|00⟩ , |01⟩ , |10⟩ , |11⟩}
basis, and where A and B are complex unitary matrices.
To relate matchgates and fermionic Gaussian unitaries, we
first note that nearest-neighbor matchgate circuits (on a one-
dimensional chain of qubits) can be generated from nearest-
neighbor two-qubit gates of the form exp(iθX ⊗X) and
single-qubit Z rotations exp(iθZ ⊗ I), exp(iθI ⊗ Z). This
definition shows that fermionic Gaussian unitaries generated
by G(θ)ii+1, where G(θ)ij = exp(θγiγj) with i ̸= j,
and nearest-neighbor matchgate circuits are equivalent since
iXjXj+1 = γ2jγ2j+1 and iZj = γ2j−1γ2j . Here, unitaries
G(θ)ij act on γk as follows:

G(θ)†ijγkG(θ)ij = cos(2θ)γi + sin(2θ)γj k = i, (11)

G(θ)†ijγkG(θ)ij = − sin(2θ)γi + cos(2θ)γj k = j, (12)

G(θ)†ijγkG(θ)ij = γk k /∈ {i, j}. (13)

This shows that the nearest-neighbor X ⊗ X rotations and
single-qubit Z rotations mentioned earlier can be imple-
mented as fermionic Gaussian unitaries G(θ)ii+1 correspond-
ing to Givens rotations spanned by γi, γi+1 for i ∈ [2n − 1],
generating all rotations in SO(2n). Adding the operator X1

can then be used to extend to rotations in O(2n) [13]. From
here on, we will use fermionic Gaussian unitaries and nearest-
neighbor matchgate circuits interchangeably.

Valiant showed that quantum circuits composed of nearest-
neighbor matchgates on a one-dimensional chain of qubits can
be classically simulated [12]. However, if these gates are al-
lowed to act on arbitrary qubit pairs (or equivalently if the
SWAP gate is added to the gate set), such circuits can per-
form universal quantum computation [29]. This result was
strengthened in Ref. [9] to show that circuits with nearest-
neighbor and next-nearest-neighbor matchgate circuits are
quantum universal. Moreover, adding any one of the fol-
lowing gates to the gate set also gives quantum universal-
ity: controlled-Z, controlled-phase [16], or exp(iπZiZj/4)
[11]. These gates can be written as non-Gaussian unitaries.
For example, the gate exp(iπZiZj/4) can be written as
exp(iπγ2i−1γ2iγ2j−1γ2j/4).

We now define the metric used to quantify the precision of
our learning algorithm. The diamond-norm distance between
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any two quantum channels E1 and E2 can be defined as fol-
lows:

D⋄(E1, E2) =
1

2
max

ρ
∥(E1 ⊗ I)ρ− (E2 ⊗ I)ρ∥1, (14)

where ρ is a density matrix on 2n qubits, and ∥.∥1 is the trace
norm. Moreover, we denote the spectral norm (the largest sin-
gular value) as ∥.∥ and denote the Frobenius norm as ∥.∥2,
which is defined as follows:

∥A∥2 =
√

tr[A†A]. (15)

We use αx to denote the Hamming weight of the bit-string
x. The projection on state |z⟩ for the ith qubit is denoted by
Π

(i)
z = (1+(−1)zZi)/2. We denote single-qubit Paulis acting

on the qubit labeled i as Pi, where P ∈ {X,Y, Z}.

III. RESULT

We now define our learning problem as follows. We are
given black-box access to the unitary Ut with the following
promise on its form:

Ut = GtKt · · ·G1K1G0, (16)

where Gi is a Gaussian unitary defined in Eq. (8), Ki is a
non-Gaussian unitary generated by an even-weight product of
Majorana operators with weight up to κ, and t is a constant.
We take κ to be a constant because such unitaries (e.g., κ = 4
in Ref. [11]) suffice to implement universal quantum compu-
tation. We consider two cases. The first case is where Ut

is implemented on n fermionic modes. Here, we special-
ize to parity-preserving Gaussian unitaries Gi. These uni-
taries correspond to orthogonal matrices in SO(2n) instead
of O(2n) and can be implemented as time evolution under
quadratic fermionic Hamiltonians composed of both hopping
and pairing terms [10, 11]. The learning algorithm in this
case must use input states that can be efficiently prepared on a
fermionic quantum computer (i.e., states that can be obtained
from parity-preserving unitaries). We refer to this setting as
the fermionic implementation. The second case is where Ut

is implemented on n qubits. Here, we consider Gaussian uni-
taries Gi that correspond to orthogonal matrices in O(2n) and
are implemented as matchgates. We refer to this setting as the
qubit implementation. We aim to find a description of a uni-
tary channel U (ℓ)

t such that D⋄(U (ℓ)
t ,Ut) ≤ ϵ, where Ut is the

quantum channel corresponding to Ut. The main result of this
work is presented as follows.

Theorem 1. For a unitary Ut promised to have the form
in Eq. (16), there is a learning algorithm that accesses the
unitary O(poly(n, ϵ−1, log δ−1)) number of times and uses
O(poly(n, ϵ−1, log δ−1)) classical processing time to pro-
duce a description of the quantum channel U (ℓ)

t such that
D⋄(U (ℓ)

t ,Ut) ≤ ϵ, where Ut is the quantum channel corre-
sponding toUt, with probability ≥ 1−δ. The input states used
in the algorithm have O(poly(n)) gate complexity. Moreover,

FIG. 1. The learning algorithm for the fermionic implementation.
Algorithm 1 uses access to Ut to produce a description of Gaussian
unitaries Ga and Gb. Algorithm 2 uses access to Ut, along with Ga

and Gb, to learn the unitary Wt = G†
aUtG

†
b on a constant number of

modes and produce a description of the unitary VS also suppported
on a constant number of modes. The output of the learning algorithm
is a description of the unitary U

(ℓ)
t = GaVSGb. For the qubit imple-

mentation, the learning algorithm is the same except that Algorithm
2 learns a description of W̄t = Ū†

dWtŪd instead of Wt.

the channel description can be used to approximately imple-
ment the unitary Ut using 2m + 1 ancillary modes for the
fermionic implementation or 2m ancillary qubits for the qubit
implementation, where m =M/2 and M = κt.

Details of the learning guarantees are provided in Lemma 23
for the fermionic implementation and Lemma 22 for the qubit
implementation. We remark that, since the resource require-
ments scale as O(poly(log δ−1)) in the failure probability δ,
we can choose an exponentially small failure probability and
still have an efficient algorithm. We remark that we need
additional ancilla modes (qubits) to implement the learned
unitary because our algorithm involves learning a constant-
sized quantum channel that is only approximately unitary, and
therefore needs additional ancilla qubits to be implemented as
a unitary via Stinespring dilation [30].

As shown in Fig. 1, our learning algorithm can be described
in two steps. In the first step, we perform a tomography
scheme that constructs the matrix c(1) ∈ R2n×2n defined by

c
(1)
jk :=

1

d
tr
[
U†
t γkUtγj

]
, (17)

where d = 2n. The matrix element c(1)jk can be described as
follows. We evolve γk under Ut and then compute its overlap
with the Majorana operator γj . The reason for the use of the
superscript will be made clear later. Since we construct c(1)
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using tomography, we obtain the matrix ĉ(1) with error E(1)

such that ĉ(1) = c(1) + E(1). As shown later in Lemma 5, we
can derive Gaussian unitaries Ga and Gb from ĉ(1) such that
the unitary Wt := G†

aUtG
†
b satisfies

[Wt, γi] ≈ 0, i > M. (18)

We will refer to this property as Majorana decoupling. The
error in this approximation can be made small by performing
the tomography step with sufficiently high precision.

We now consider our two implementations. We start
with the fermionic implementation, where we consider Gaus-
sian Gj in Eq. (16) corresponding to orthogonal matrices in
SO(2n). In this case, we can ensure Wt is a sum of even-
weight Majorana strings by choosing Ga and Gb to be parity-
preserving (i.e. generated by quadratic fermionic Hamiltoni-
ans). We can then show that [Wt, γj ] = 0 for all j > M
implies that Wt is a sum of Majorana strings containing only
Majorana operators γi with i ≤M , and thereforeWt only acts
on modes i ∈ [m]. To prove this, for some j > M , let Aj be
the sum of Majorana strings in Wt that contain γj . Since Wt

has only even-weight Majorana strings [Wt, γj ] = 0 implies
[Aj , γj ] = 0. Writing Aj = Bjγj , this immediately implies
that Bj = Aj = 0. In Lemma 6, we extend this argument to
the case where [Wt, γj ] = 0 is replaced with [Wt, γj ] ≈ 0.

We now consider the qubit implementation. Gaussian uni-
taries Gj in Eq. (16) now correspond to orthogonal matrices
in O(2n). In this case, since the Majorana weight of Wt

can be odd, the condition in Eq. (18) does not imply that
the unitary Wt acts trivially on the qubits labeled i > m.
As a simple example, take (n,m) = (2, 1) and consider
Wt = γ1γ3γ4 = iX1Z2. We remind the reader that γ1 and γ2
act on fermionic mode 1, while γ3 and γ4 act on fermionic
mode 2 but on both qubits 1 and 2 due to Jordan-Wigner
transformation. Even when [Wt, γ3] = [Wt, γ4] = 0, Wt

acts non-trivially on qubit 2. In this case, we show that we
can use a simple unitary transformation Ūd to obtain a unitary
W̄t = Ū†

dWtŪd that has no support on qubits labeled i > m
when Eq. (18) holds exactly. When Eq. (18) holds approxi-
mately, W̄t has approximately no support on qubits i > m.

We now proceed to the second step of the learning algo-
rithm. Once Algorithm 1 allows us to construct unitary trans-
formations of Ut that can be approximated as m-mode (qubit)
quantum channels for both fermionic and qubit implementa-
tions, we can learn those channels. In Algorithm 2, we learn
these channels by measuring the expectation values of Pauli
observables that act on the first m modes (qubits) via shadow
tomography, and then constructing the corresponding Choi
states. The Choi state can be used to compute the unitary
Stinespring dilation VS of the channels [31]. The channel can
also be learned using brute force [1]. The result of our learn-
ing algorithm is a description of the unitary U (ℓ)

t = GaVSGb

acting on n+2m+1 modes for the fermionic implementation
and a description of the unitary U (ℓ)

t = GaŪdVSŪ
†
dGb acting

on n + 2m qubits for the qubit implementation. The learned
unitary satisfies D⋄(Ut,U (ℓ)

t ) ≤ ϵ, where U (ℓ)
t is the quan-

tum channel obtained by applying the unitary U (ℓ)
t and tracing

out the ancillary modes (qubits). As shown in Fig. 2, for the

fermionic implementation, the learned unitary can be imple-
mented as a parity-preserving unitary using a unitary transfor-
mation on VS , along with an additional ancilla mode [11].

FIG. 2. This figure shows the implementation of the learned quan-
tum channel U (ℓ)

t as a product of unitaries acting on 2m + 1 ancil-
lary modes in the fermionic implementation. Here ṼS is a unitary
transformation of the Stinespring dilation VS of the reduced quan-
tum channel EWt

m corresponding to Wt, ensuring that ṼS is parity-
preserving.

IV. METHODS

In this section, we first present an overview of the learn-
ing algorithm. Then, in Subsecs. IV A and IV B, we present
details and lemmas for Algorithms 1 and 2, respectively.

Our learning algorithm is based on a minor modification
of the result in Ref. [17] showing that Ut has the following
decomposition.

Lemma 2 (Decomposition result for Ut). For any given Ut

in Eq. (16), there exist Gaussian unitaries GA and GB and
unitary ut such that

Ut = GAutGB , (19)

where ut is generated by even-weight Majorana strings con-
taining Majorana operators γi with indices i ∈ [M ]. More-
over, for the case where all Gj in Eq. (16) correspond to or-
thogonal matrices in SO(2n), there exist GA and GB that are
in SO(2n).

See Appendix A for the proof of this lemma. We can use this
result to show that Ut preserves the form of all but a constant
number of transformed Majorana operators as follows.

Lemma 3 (Preserved Majoranas). Ut preserves the form of
transformed Majorana operators GAγiG

†
A, for i = M +

1, . . . , 2n, in the following sense:

U†
tGAγiG

†
AUt = G†

BγiGB . (20)

Therefore,G†
AUtG

†
B obeys the Majorana decoupling property

[G†
AUtG

†
B , γi] = 0, i > M. (21)
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Proof. The left-hand side of Eq. (20) can be written as fol-
lows:

U†
tGAγiG

†
AUt = G†

Bu
†
tγiutGB (22)

= G†
BγiGB , (23)

where we used the fact that [ut, γi] = 0 from Lemma 2.
Eq. (21) follows from Eq. (20).

Lemma 3 shows that Eq. (19) implies the Majorana decou-
pling condition in Eq. (21). For the fermionic implementation,
by choosing parity-preserving Gaussian GA and GB , we also
ensure that Eq. (21) implies Eq. (19). On the other hand, for
the qubit implementation, the existence of Gaussian Ga and
Gb such that Wt = G†

aUtG
†
b and [Wt, γi] = 0 for i > M

does not imply that Ga and Gb satisfy Eq. (19). This is illus-
trated for the case (n,m) = (2, 1) and the example Ut = γ4.
Using Ga = γ1 and Gb = −γ3 gives us Wt = γ1γ3γ4
which satisfies the Majorana decoupling condition but is not
supported on Majorana operators γi with i ∈ [2m]. This
is why, for the qubit implementation, we introduce notation
Ga and Gb in addition to GA and GB . However, we will
show that learningGa, Gb satisfying the Majorana decoupling
condition is sufficient to learn our unknown unitary. Since
Lemma 3 shows there exist Gaussian unitaries Ga, Gb such
that Wt = G†

aUtG
†
b satisfies

[Wt, γi] = 0, i > M, (24)

we now proceed to devise a tomographic scheme that dis-
covers these Gaussian unitaries. Consider the matrix cxk ∈
R(T (n)+2n)×2n defined as follows:

cxk =
1

d
tr
[
U†
t γkUtγ̃x

]
, (25)

where d = 2n is the Hilbert space dimension. Here γ̃x is
defined as

γ̃x = γx if γ†x = γx, (26)

γ̃x = iγx if γ†x = −γx, (27)

where γx is a Majorana string defined by the 2n bit-string x
as γx = γx1

1 . . . γx2n
2n . This definition ensures that our opera-

tor basis γ̃x is Hermitian. As shown in Fig. 3, c is made up
of submatrices c(1), defined by Eq. (17), and c(2), defined as
c
(2)
xk = cxk with αx ≥ 2. Moreover, c(1) can be written us-

ing its singular-value decomposition as c(1) = UΣV T . As a
consequence of Lemma 3, c(1) has all but a constant number
of singular values with value 1. Intuitively, this property is re-
lated to Eq. (20) which says that there are 2n −M Majorana
operators {GAγiG

†
A} that transform under Ut to another set

of Majorana operators {G†
BγiGB}, and the fact that c(1) de-

scribes how Ut transforms the Majorana operator γi to a linear
combination of Majorana operators. This is described in the
following result (see Appendix A for the proof).

Lemma 4 (Useful properties of the matrix cxk). The matrix
cxk has orthonormal columns, making all its singular values

FIG. 3. The matrix cxk defined in Eq. (25). Here T (n) is a polyno-
mial defined in Lemma 5.

equal to 1. The matrix c(1) has at least 2n−M singular values
equal to 1. Moreover, the matrix ĉ(1), the learned version of
c(1), has at least 2n−M singular values d̂i that satisfy

|d̂i − 1| ≤ ∥E(1)∥, i =M + 1, . . . , 2n, (28)

where ĉ(1)jk = c
(1)
jk + E

(1)
jk , and E(1) is the error from tomog-

raphy.

We now show that the singular values of c(1) with value
1 correspond to the Majorana operators satisfying Eq. (24).
This can be seen from the following computation. Consider
the unitary Wt = G†

aUtG
†
b, where

GaγiG
†
a =

∑
k

Oa
kiγk, (29)

GbγiG
†
b =

∑
k

Ob
kiγk. (30)

We can compute the evolved Majorana operatorW †
t γiWt with

i > M as follows:

W †
t γiWt

=
∑
j

(c(1)Oa)jiGbγjG
†
b +

∑
x:2≤αx≤w

(c(2)Oa)xiGbγxG
†
b,

(31)

where c(2)xi is a submatrix of cxi such that αx ≥ 2 (αx is the
Hamming weight of x). In the second term, it is sufficient
to consider strings with weights upper-bounded by a constant
w = (κ + 1)t. This property follows from the facts that
Gaussian unitaries do not increase the Majorana weight of a
Majorana string under conjugation, and that Ut only contains
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a constant number of non-Gaussian unitaries, which can in-
crease the Majorana weight. For more details, see Lemma 14
in Appendix A. Assuming that the basis is ordered such that
Σii = 1 for i > M , and using Oa = V then gives us

W †
t γiWt =

∑
j

UjiGbγjG
†
b, (32)

where we used the fact that Σii = 1, and that cxk has or-
thonormal columns. Finally, using Eq. (30) and Ob = UT

gives us Eq. (24). Since we have access to ĉ(1) = c(1) + E(1)

instead of c(1), where E(1) is the tomography error, we have
the following result (see Appendix A for the proof).

Lemma 5 (Constructing the unitaryWt). Given ĉ(1) = c(1)+
E(1), we can compute descriptions of Gaussian unitaries Ga

and Gb such that Wt = G†
aUtG

†
b satisfies the following prop-

erty:

∥[Wt, γi]∥ ≤ ϵ0, i > M, (33)

where ϵ0 obeys the following bound:

ϵ0 ≤ T1(n)∥E(1)∥1/2, (34)

where T1(n) is a polynomial defined by T1(n) = (
√
5T (n)+

2n + 1) with T (n) =
∑

x:2≤αx≤w 1 = poly(n). Here x is a
bitstring of length 2n, and w = (κ+ 1)t is a constant defined
in Lemma 14. Here Ga and Gb are defined in Eqs. (29) and
(30), where Oa = V and Ob = UT . The orthogonal matrices
U and V are defined from the singular-value decomposition of
ĉ(1) as ĉ(1) = UΣV T , where Σ = diag(d̂1, d̂2, . . . , d̂2n) with
d̂i the singular values and where U , V are orthogonal matri-
ces. Moreover, we can always modify Oa and Ob suitably
such that they are in SO(2n) and Eq. (33) holds.

We therefore have that by learning ĉ(1) and performing its
singular-value decomposition, we obtain a unitary Wt =

G†
aUtG

†
b that approximately commutes with the Majorana op-

erators γi with i > M . In Algorithm 1, we measure observ-
ables in states obtained from applications of the unitary Ut to
learn the matrix c(1) and use it to compute the descriptions of
Ga and Gb. Details of this algorithm are presented in Sub-
sec. IV A.

We now proceed to show how the Majorana decoupling
condition for Wt from Eq. (18) helps us learn the unitary Ut.
As discussed in Sec. III, for the fermionic implementation,
this condition can be used to show that the unitary Wt acts
almost as the identity on modes labeled i > m. This is de-
scribed in the following result (see Appendix D for the proof).

Lemma 6 (Majorana decoupling for Wt in the fermionic im-
plementation implies Pauli decoupling for modes i > m).
Consider the fermionic implementation where the Gaussian
unitaries Gj in Ut correspond to orthogonal matrices in
SO(2n), and the unitary Wt is obtained from Algorithm 1.
Then Wt satisfies the following:

1

2

∑
P∈{X,Y,Z}

∥[Wt, Pi]∥ ≤ 3nϵ0, i > m+ 1, (35)

given ∥[Wt, γj ]∥ ≤ ϵ0 for j > M (see Lemma 5).

We will refer to the property obeyed by the unitary in Eq. (35)
as (approximate) Pauli decoupling. As we will see later, this
can be used to show that the unitary acts approximately as the
identity on modes labeled i > m.

We now consider the qubit implementation where we allow
Gaussian unitariesGj to correspond to orthogonal matrices in
O(2n). As discussed in Sec. III, since such unitaries can have
odd Majorana weight, the condition in Eq. (18) does not imply
that Wt has no support on qubits labeled i > m. Instead, we
consider the unitary W̄t defined as follows.

Definition 7. We define the unitary W̄t as follows:

W̄t = Ū†
dWtŪd, (36)

where Ūd = VdUd. The real diagonal unitaries Ud and Vd are
defined as

Vd =
∑
x

p(αx) |x⟩⟨x|AB , (37)

Ud =
∑
x′

p(αx′) |x′⟩⟨x′|A . (38)

Here Ud acts on register A (which contains qubits labeled i ∈
[m]), register B contains qubits labeled i > m, Vd acts on
all qubits, αx is the Hamming weight of the state |x⟩, and
p(α) = (−1)α(α−1)/2.

In the case where [Wt, γi] = 0 holds for i > M , we can show
that W̄t = ⟨0|Wt |0⟩A ⊗ IB (see Lemma 16 in Appendix B
for more details). We now consider the practical case where
∥[Wt, γi]∥ ≤ ϵ0 as in Eq. (33). As shown in Lemma 18 in
Appendix B, W̄t now satisfies the following:

1

2

∑
P∈{X,Y,Z}

∥∥[W̄t, Pi]
∥∥ ≤ ϵP , ϵP = (2n+ 3)ϵ0, (39)

for all qubits in register B.
We now aim to approximate unitaries Wt (W̄t) for the

fermionic (qubit) implementation as quantum channels on a
constant number of modes (qubits). From this channel, we can
then obtain a unitary VS from the Stinespring dilation applied
to the learned quantum channel. To this end, for an arbitrary
n-mode (qubit) unitary U , we introduce the reduced quantum
channel EU

m acting on m modes (qubits), defined as follows
(see Definition 1 in Ref. [8] for more details).

Definition 8 (Reduced quantum channel [8]). For a given uni-
tary U , we define the reduced channel EU

m(ρ) that acts on the
first m qubits as follows:

EU
m(ρ) = tr≥m+1

(
Uρ⊗ IB

2n−m
U†
)
, (40)

where U is the quantum channel corresponding to the uni-
tary U , IB corresponds to modes (qubits) in register B, and
tr≥m+1 denotes tracing over modes (qubits) m + 1, . . . , n in
register B.
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Using ideas developed in Ref. [8], Eqs. (35) and (39) can be
used to show that the unitary acts approximately as the iden-
tity on modes (qubits) in registerB. In fact, the reduced quan-
tum channel can be used as a proxy for the unitary channel as
shown in the following result.

Lemma 9 (Approximating a unitary channel as a reduced
quantum channel). The channel EU

m is a CPTP (completely
positive and trace preserving) map that satisfies

D⋄

(
U , EU

m ⊗ IB
)
≤ nϵ, (41)

where D⋄(E1, E2) is defined in Eq. (14), and IB is the identity
channel on register B, given the following condition holds:

1

2

∑
P∈{X,Y,Z}

∥[U,Pi]∥ ≤ ϵ, (42)

where i ≥ m+ 1.

We now proceed to use the above result to approximate the
unitaries Wt and W̄t in the fermionic and qubit implemen-
tations, respectively, as reduced quantum channels. For the
fermionic implementation, the property from Eq. (35) and
Lemma 9 allows us to show that them-mode channel EWt

m ⊗I,
where EWt

m acts on register A, is close in diamond distance to
the channel corresponding to the unitary Wt on n modes, as
described in Eq. (41). Similarly, for the qubit implementa-
tion, the property from Eq. (39) and Lemma 9 allows us to
show that the m-qubit quantum channel EW̄t

m ⊗I, where EW̄t
m

acts on register A, is close in diamond distance to the channel
corresponding to the unitary W̄t on n qubits, as described in
Eq. (41).

We now proceed to learn them-mode (qubit) channels. Any
channel E on m modes (qubits) can be described via its Choi
state

J(E) = 1

d0

∑
ij

E(|i⟩⟨j|)⊗ |i⟩⟨j| , (43)

where d0 = 2m. Since the Choi state J(E) corresponds to a
CPTP map, it also satisfies the following two conditions:

J(E) ≥ 0, (44)
trA[J(E)] = I/d0, (45)

where A denotes the first register in Eq. (43). In Algorithm 2,
we use shadow tomography of Pauli observables [8] to learn
the Choi state of the channel as J(Ê) up to some error by
measuring

fαβ :=
1

2n
tr
[
S†(P̄β ⊗ IB)S(P̄α ⊗ IB)

]
, (46)

where S =Wt for the fermionic implementation and S = W̄t

for the qubit implementation, and α, β ∈ {I,X, Y, Z}⊗m.
Note that we use black-box access to Wt or W̄t when running
the tomography process to measure fαβ . As detailed in Sec-
tion IV B, the coefficients fαβ can be used to reconstruct the

Choi state corresponding to the reduced quantum channels.
Since the state J(Ê) is learned up to some error, it may not
satisfy the CPTP conditions in Eqs. (44) and (45). Therefore
J(Ê) is projected (see Subsec. IV B) to a state Jp which sat-
isfies the CPTP conditions, giving us the following diamond
distance bound between the channel EWt and the channel cor-
responding to the Choi state Jp denoted as EWt

proj :

D⋄(EWt , EWt

proj ) ≤ C3ϵ2, (47)

where C3 = d110 (3d20 + 1)/2 and ϵ2 = maxα,β |f̂αβ − fαβ |.
The same result holds for the channel EW̄t in the qubit im-
plementation. The Choi state Jp can be used to construct the
channel’s unitary Stinespring dilation VS acting on 3mmodes
(qubits) [30], as shown in Fig. 2.

This concludes the high-level overview of our learning al-
gorithm. We now describe in detail the main lemmas used to
define Algorithms 1 and 2.

A. Algorithm 1

We now explain in detail the main ideas and methods used
to formulate Algorithm 1. We first consider the qubit imple-
mentation. Using methods in Ref. [25], we can estimate cxk
by measuring observables O+

k in some state prepared by the
application of the unknown unitary Ut. This leads to the fol-
lowing result (see Appendix A for the proof).

Lemma 10 (Finding the coefficients cxk (qubit implementa-
tion)). Let A be the d = 2n dimensional Hilbert space upon
which the unitary Ut acts. Furthermore, let B be the Hilbert
space of an ancilla register of the same size, and let C be the
Hilbert space of another single ancilla qubit. Consider the
state |ψx⟩ defined as

|ψx⟩ =
1√
2

[
(Ut ⊗ I) |Φd⟩AB |0⟩C

+ (Ut ⊗ I)(γ†x ⊗ I) |Φd⟩AB |1⟩C
]
, (48)

where |Φd⟩ = 1√
d

∑d−1
i=0 |i, i⟩AB is the maximally entangled

state between systems A and B, and γx = γx1
1 . . . γx2n

2n . The
coefficients cxk [defined in Eq. (25)] can be obtained using
expectation values of observables

O+
k = Ok +O†

k = (γk ⊗ I)AB ⊗XC , (49)

O−
k = iOk − iO†

k = (γk ⊗ I)AB ⊗ YC , (50)

such that cxk = tr
[
|ψx⟩⟨ψx|O+

k

]
for γ†x = γx, and cxk =

tr
[
|ψx⟩⟨ψx|O−

k

]
for γ†x = −γx.

We can apply the above result to measure the matrix ele-
ments of c(1) as expectation values of observables O+

k in
states |ψj⟩ := |ψx(j)⟩, where x(j) is a weight-1 bit string with
xj = 1. The tomography scheme is defined as follows. We
first reorder the Hilbert spaces as C ⊗ A ⊗ B so that observ-
ables O+

k can be written as Majorana strings of weight two.



8

This defines new Majorana operators γ̂i on the Hilbert space
C ⊗ A⊗ B as follows:

γ̂1 = XC , (51)
γ̂2 = YC , (52)
γ̂i = ZCγi−2, i = 3, . . . , 4n+ 2, (53)

where γi are the Majorana operators defined in the same way
as in Eqs. (5) and (6) on A ⊗ B containing qubits 1, . . . , 4n.
We can then use the shadow tomography scheme based on the
fermionic Gaussian unitary ensemble in Ref. [26] to obtain
estimates of c(1)jk , giving us the following result (see Appendix
A for the proof).

Lemma 11 (Estimating the matrix c(1) through shadow to-
mography for the qubit implementation). Using shadow to-
mography with the fermionic Gaussian unitary ensemble [26],
we can estimate the matrix c(1)jk = tr

[
U†
t γkUtγj

]
/d by mea-

suring the expectation values of the operators O+
k in state

|ψj⟩. With probability ≥ 1 − δ, we obtain the matrix ĉ(1) =

c(1) + E(1) such that ∥E(1)∥ ≤ ∥E(1)∥2 ≤ ϵ. For each row
j ∈ [2n] of c(1)jk , we need Nc copies of the state |ψj⟩, where

Nc =
(
1 +

ϵ

6n

)
log
(
8n2/δ

)4n2(4n+ 1)

ϵ2
. (54)

Moreover, the required classical post-processing to compute
the expectation values can be done efficiently [26].

For the fermionic implementation, the same result holds ex-
cept that we use states that can be obtained from a parity-
preserving quantum circuit, and the observables O±

k are mod-
ified accordingly. For more details, see see Appendix D.

We remark that, while the shadow tomography step used to
construct the matrix c(1) does not flag cases where it produces
an inaccurate reconstruction of the matrix, we can make the
failure probability δ of this step to be exponentially small in n
because of the dependence of Nc on δ in Eqs. (54).

B. Algorithm 2

We now explain in detail the main ideas and methods used
to formulate Algorithm 2. The Choi state of any channel E
acting onmmodes (qubits), defined in Eq. (43), can be written
as follows:

J(E) = 1

d0

∑
ijkl

∑
αβ

cα,ijcβ,lk tr
[
E(P̄α)P̄β

]
|k⟩⟨l| ⊗ |i⟩⟨j| ,

(55)

where d0 = 2m, ijkl are indices over the computational ba-
sis elements of the m-mode (qubit) Hilbert space, αβ are in-
dices used to describe the Pauli string P̄α ∈ {I,X, Y, Z}⊗m,
and cα,ij = tr

[
|i⟩⟨j| P̄α

]
/d0. As shown in Lemma 19 in Ap-

pendix C, we can use the result

1

d0
tr
[
E(P̄α)P̄β

]
= fαβ (56)

Algorithm 1: Algorithm for learning the matrix c(1)

and descriptions of orthogonal matrices Oa and Ob

defining Ga and Gb, respectively.
Input: Accuracy ϵ, failure probability δ.
Qubit implementation: Nc copies of the state |ψj⟩ for
each j ∈ [2n] , where an upper bound on Nc and the
definition of |ψj⟩ are given in Eqs. (54) and (48),
respectively.
Fermionic implementation: N f

c copies of the state
∣∣ψf

j

〉
for each j ∈ [2n] , where N f

c and
∣∣ψf

j

〉
are defined in

Eqs. (D14) and (D9), respectively.
Output: Matrices V and U obtained from a classical

description of the matrix ĉ(1) such that
ĉ(1) = UΣV T , and ∥ĉ(1) − c(1)∥ ≤ ϵ with
probability ≥ 1− δ.

1 For each j ∈ [2n], perform shadow tomography using
the fermionic Gaussian unitary ensemble to estimate
Majorana observables O+

k for all k ∈ [2n], defined in
Eq. (49) for the qubit implementation and Eq. (D12)
for the fermionic implementation. Construct the
matrix ĉ(1) (see Lemma 10 for more details) ;

2 Compute the singular value decomposition of
ĉ(1) = UΣV T , and reorder the basis such that the
singular values are written in ascending order;

3 return V and U .

to express J(E) in terms of the matrix elements fαβ , defined
in Eq. (46).

We first consider the qubit implementation. We can mea-
sure the matrix fαβ in a similar way to how we measured the
matrix c(1), i.e. by constructing Pauli observables whose ex-
pectation values in states obtained from the application of the
unknown unitary Ut give fαβ . This is described for the qubit
implementation in the following result.

Lemma 12 (Learning Pauli observables with shadow tomog-
raphy for the qubit implementation). The entries of the matrix
fαβ defined as

fαβ =
1

2n
tr
[
S†(P̄β ⊗ IB)S(P̄α ⊗ IB)

]
, (57)

where S = W̄t from Eq. (36), P̄α ∈ {I,X, Y, Z}⊗m are
Pauli strings supported on the first m qubits and α, β are in-
dices for the set of Pauli strings, can be learned using shadow
tomography as follows. We estimate the expectation values of
observables

Ōβ = (P̄β ⊗ I)AB ⊗ |1⟩⟨0|C , (58)

in states

|ψ̄α⟩ =
1√
2

[
(W̄t ⊗ I) |Φd⟩AB |0⟩C

+ (W̄t ⊗ I)AB(P̄α ⊗ I)AB |Φd⟩ |1⟩C
]
, (59)

where |Φd⟩ is the maximally entangled state 1
d

∑
i |i, i⟩AB,

and then construct each row of f̂αβ (where α, β ∈
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{I,X, Y, Z}⊗m) such that maxα,β |f̂αβ − fαβ | ≤ ϵ with
probability ≥ 1 − δ. The protocol needs N̄c copies of the
state

∣∣ψ̄α

〉
, where

N̄c = C1
log(C2/δ)

ϵ2
, (60)

with C1 = 68(3m), C2 = 22m+1.

See Appendix C for the proof. For the fermionic implemen-
tation, the same result holds as above except that we use states
that can be prepared by a parity-preserving quantum circuit,
and the observables O+

β are modified accordingly. For more
details, see Appendix D.

We remark that, while the shadow tomography step used to
construct the matrix fαβ does not flag cases where it produces
an inaccurate reconstruction of the matrix, we can make the
failure probability of this step δ to be exponentially small in n
because of the dependence of N̄c on δ in Eqs. (60).

Now that we have the learned version of the Choi state J(Ê)
obtained by f̂αβ from Algorithm 2, we construct the projected
Choi state Jp that satisfies the CPTP conditions in Eqs. (44)
and (45). The projection scheme is based on ideas in Ref. [32].
The state J(Ê) is first projected onto a completely positive
map denoted by J1. The state J1 is then projected onto a trace-
preserving map denoted by J2. Since J2 may have negative
eigenvalues, we construct the final state Jp defined by

Jp = (1− p)J2 +
p

d20
1 ⊗ 1, (61)

where p is the solution to the equation (1−p)λmin+p/d
2
0 = 0,

and λmin is the minimum eigenvalue of J2. One can find this
eigenvalue efficiently since the channel has constant dimen-
sion. This choice of p ensures Jp has non-negative eigen-
values. We can then show that, given ∥J(Ê)− J(E)∥ ≤ ϵ1,
the projected Choi state Jp obeys ∥J(E)− Jp∥1 ≤ Crϵ1,
where Cr = 3d40 + d20, giving us the channel distance bound
in Eq. (47). For more details of the projection scheme, see
Lemma 20 in Appendix C. The Choi state Jp on modes
(qubits) labeled 1, . . . ,m, can then be used to construct the
unitary Stinespring dilation VS , as shown in Fig. 2. Using
descriptions of Ga, Gb (and Ūd for the qubit implementa-
tion), we obtain the description of the unitary U (ℓ)

t that ap-
proximates Ut. This concludes our exposition of the learning
algorithm.

V. MATCHGATE HIERARCHY

In this section, we show that fermionic unitaries with a con-
stant number of non-Gaussian gates are, in general, not within
the matchgate hierarchy [33]. For n qubits (modes), we define
an infinite family of gates Mk called the matchgate hierarchy.
We define the set Γ1 = {γµ : µ ∈ [2n]}. Each set Mk can
then be defined recursively as follows:

M1 = {M ∈ U(2n) :M =
∑
µ

aµγµ, aµ ∈ R}, (62)

Mk = {M ∈ U(2n) :MΓ1M
† ⊆ Mk−1}, k ≥ 2. (63)

Algorithm 2: Algorithm for learning the Choi state
J(Ê) corresponding to the reduced quantum channel.
Input: Accuracy ϵ, failure probability δ,
Qubit implementation: N̄c, defined in Eq. (60), copies
of the states |ψ̄α⟩, defined in Eq. (59), for each
α ∈ {I,X, Y, Z}⊗m.
Fermionic implementation: N̄ f

c, defined in Eq. (D20),
copies of the states |ψ̄f

α⟩, defined in Eq. (D15), for each
α ∈ {I,X, Y, Z}⊗m.
Output: A classical description of the state J(Ê) such

that maxαβ |f̂αβ − fαβ | ≤ ϵ, and
∥J(Ê)− J(E)∥ ≤ d60ϵ, where J(E) is the
Choi state corresponding to the channel
E = EWt

m for the fermionic implementation,
and the channel E = EW̄t

m for the qubit
implementation.

1 For each α, perform shadow tomography using the
local Clifford unitary ensemble to estimate Pauli
observables Ō+

β defined in Eq. (C4) and Eq. (D19) for
the qubit implementation and the fermionic
implementation, respectively, to construct the matrix
f̂αβ (see Lemma 12 and Appendix D for more
details) ;

2 Compute the classical description of the learned Choi
state J(Ê) from the matrix elements f̂αβ ;

3 return J(Ê)

We note here that M2 corresponds to Gaussian unitaries. Re-
cent work [33] has shown that there is an efficient algorithm
for learning unitaries in any finite level of the matchgate hi-
erarchy. We show that arbitrary fermionic unitaries with just
two non-Gaussian gates (belonging to the third level of the
matchgate hierarchy) lie outside any finite level of the match-
gate hierarchy. This is stated in the following lemma.

Lemma 13 (Example of Ut outside the matchgate hierarchy).
The unitary Ut = KG(θ)K with two non-Gaussian gates K,
where

K = exp(iπγ1γ2γ3γ4/4), (64)
G(θ) = exp(θγ1γ5), (65)

θ = π/p, and p is an odd integer, does not belong to any finite
level of the matchgate hierarchy.

This result can be proved by contradiction. For any unitary
Ut to lie in some finite level, say k, of the matchgate hierar-
chy, the unitary F1 = UtγµU

†
t , for any µ ∈ [2n], must lie in

Mk−1. We can define the unitaries

Fk := Fk−1γµF
†
k−1, k ≥ 2. (66)

Extending the same argument shows that Fk−2 must lie in M2

i.e., Fk−2 is Gaussian. Explicit computation for µ = 2 shows
that Fk−2 is not Gaussian, showing that Ut does not belong to
any finite level of the matchgate hierarchy. See Appendix E
for the proof of this lemma.
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VI. CONCLUSION

In Ref. [17], it was shown that there is an efficient algo-
rithm to learn quantum states obtained from fermionic Gaus-
sian unitaries with a constant number of non-Gaussian gates.
In this work, we have solved an open problem from Ref. [17]
by providing an efficient algorithm for learning these types of
fermionic Gaussian unitaries. We have also shown that such
unitaries generally do not fall under the matchgate hierarchy.
A few directions for future work could include improving our
algorithm by reducing the number of ancilla qubits required
to implement the learned unitary or reducing the resource re-
quirements for the learning algorithm. It may be interesting to
apply our techniques for learning fermionic channels which in
some cases are known to be efficiently simulatable [34]. An-
other possible future direction is that of studying property test-
ing for fermionic unitaries such as those we studied [35, 36]. It
would also be interesting to explore applications of our learn-
ing algorithm to single-parameter and multi-parameter quan-
tum sensing [37]. Our work contributes to a clear understand-
ing about the kinds of quantum processses that can be learned,
verified, and benchmarked efficiently, paving the way for ac-
curate and verifiable quantum computation.
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Note added: While we were polishing the manuscript, a
related paper was posted to arXiv [38]. Ref. [38] solves the
same problem as the one solved by Theorem 1 for the qubit
implementation, i.e. when the unknown operator has Gaussian
unitaries in O(2n). Moreover, in Ref. [38], a property testing
procedure for testing the closeness of an unknown unitary to
unitaries with a constant number of non-Gaussian gates is also
considered.
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Appendix A: Details of Algorithm 1

In this Appendix, we present proofs for several lemmas re-
lated to Algorithm 1. The following lemma describes the de-
composition result (Theorem 4 in Ref. [17]) with minor mod-
ifications.

Lemma 2 (Decomposition result for Ut). For any given Ut

in Eq. (16), there exist Gaussian unitaries GA and GB and
unitary ut such that

Ut = GAutGB , (19)

where ut is generated by even-weight Majorana strings con-
taining Majorana operators γi with indices i ∈ [M ]. More-
over, for the case where all Gj in Eq. (16) correspond to or-
thogonal matrices in SO(2n), there exist GA and GB that are
in SO(2n).

Proof. As in Eq. (B3) of Ref. [17], we can rewrite Ut from
Eq. (16) asUt = G̃t

∏t
t′=1 K̃t′ , where K̃t′ = G̃†

t′−1Kt′G̃t′−1

and G̃t′ = Gt′ . . . G0. We can then write Ut as follows:

Ut = G̃tGaux

t∏
t′=1

(G†
auxK̃t′Gaux)G

†
aux. (A1)

This equation holds for an arbitrary Gaux. It is possible to
find a Gaux such that the Majoranas that generate each Kt′

transform under G̃t−1Gaux such that they are mapped to the
firstM = κtMajorana modes. This translates to the condition

eTq O
T
auxvj = 0, (A2)

where q ∈ {M + 1, . . . , 2n}, vj ∈ {ÕT
t′−1eµ(t′)}, and

Õt′ corresponds to the Gaussian G̃t′ via Eq. (8). Here
µ(t′) indexes the Majorana operators in Kt′ e.g., for K1 =
exp(iθγ1γ2γ5γ7), we have µ(1) ∈ {1, 2, 5, 7}. Since Kt′ is
generated by a Majorana string with weight κ, and t′ ∈ [t],
we have j ∈ [κt]. We can choose Oaux such that it maps
the span of {vj} to the first M = κt basis vectors, sat-
isfying Eq. (A2). Moreover, without loss of generality, we
can choose Oaux to be in SO(2n). Concretely, we can de-
fine OT

aux =
∑M

k=1 eks
T
k +

∑2n
k=M+1 eks̄

T
k , where {si} are

orthonormal basis vectors that span {vj}, and {s̄i} are or-
thonormal vectors outside the span of {vj}. In case OT

aux
is not in SO(2n), we can redefine OT

aux → O1O
T
aux where

O1 = diag(−1, 1, . . . , 1), ensuring Oaux is in SO(2n) and sat-
isfies Eq. (A2). We can then write

Ut = GAutGB , (A3)

where GA = G̃tGaux, GB = G†
aux, and ut =∏t

t′ G
†
auxK̃t′Gaux. In the case all Gt′ correspond to SO(2n),

it follows that both GA and GB correspond to SO(2n).

We proceed by establishing a bound on the weight of Ma-
jorana strings appearing in U†

t γiUt for i ∈ [M ]. This result is
necessary to prove the subsequent lemmas.

Lemma 14 (A bound on the Majorana weight). The trans-
formed Majorana operators γ̄i := U†

t γiUt are sums of Majo-
rana strings with weight upper bounded by w := (κ + 1)t.

Proof. First, consider the non-Gaussian unitary Kl as defined
in Eq. (16). Let Kl be generated by Rl, a product of κ Majo-
rana operators. Since Majorana strings are in the Pauli group,
they either commute or anticommute with each other. This
means that we need to consider the two cases Rl = R†

l and
Rl = −R†

l .
Let’s consider the case Rl = R†

l . We can then write
Kl = e−iRls (where s is some unknown real parameter). The
evolved Majorana operator γ̄i(s) := K†

l γiKl is the solution
to the differential equation

d

dy
γ̄i(y) = ieiRly[Rl, γi]e

−iRly. (A4)
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In the trivial case wherein [Rl, γi] = 0, we have γ̄i(s) =
γi, leaving the Majorana weight unchanged. In the case
{Rl, γi} = 0, we have

d

dy
γ̄i(y) = 2iRlγ̄i(y), (A5)

where we used the fact that {Rl, γi} = 0 =⇒ [Rl, γi] =
2Rlγi. Eq. (A5) has the solution

γ̄i(s) = cos 2sγi + i sin 2sRlγi, (A6)

where we used the fact that R2
l = 1 (from the condition that

Rl = R†
l and RlR

†
l = 1). This shows that γ̄i(s) is a sum of

operators with Majorana weight ≤ κ+ 1.
We now consider the case Rl = −R†

l . We can then write
Kl = eRls. The evolved Majorana operator γ̄i = K†

l γiKl

then obeys the differential equation

d

dy
γ̄i(y) = eRly[Rl, γi]e

−Rly. (A7)

In the trivial case wherein [Rl, γi] = 0, we have γ̄i(s) =
γi, leaving the Majorana weight unchanged. In the case
{Rl, γi} = 0, Eq. (A7) then becomes

d

dy
γ̄i(y) = 2Rlγ̄i(y), (A8)

which has the solution

γ̄i(s) = cos 2sγi + sin 2sRlγi, (A9)

where we use the fact that R2
l = −1 (from the condition that

Rl = −R†
l and RlR

†
l = 1). This shows that γ̄i(s) is a sum of

operators with Majorana weight ≤ κ + 1. We therefore have
that

K†
l γiKl =

∑
x|αx≤κ+1

αxγx, (A10)

where x is a bit-string of length 2n, γx := γx1
1 · · · γx2n

2n , and
αx denotes the Hamming weight of x.

Now consider the unitary-evolved operator U†
t γiUt, where

Ut = GtKt · · ·G1K1G0. Since evolution under Gaussian
unitaries doesn’t change the weight of a Majorana operator,
Eq. (A10) shows that the operator U†

t γiUt is a sum of Majo-
rana strings with weight ≤ w := (κ+ 1)t.

We now prove Lemma 4 regarding the singular values of the
matrices c, c(1), and ĉ(1) = c(1) + E(1), where E(1) denotes
the tomography error in measuring c(1) using Algorithm 1.

Lemma 4 (Useful properties of the matrix cxk). The matrix
cxk has orthonormal columns, making all its singular values
equal to 1. The matrix c(1) has at least 2n−M singular values
equal to 1. Moreover, the matrix ĉ(1), the learned version of
c(1), has at least 2n−M singular values d̂i that satisfy

|d̂i − 1| ≤ ∥E(1)∥, i =M + 1, . . . , 2n, (28)

where ĉ(1)jk = c
(1)
jk + E

(1)
jk , and E(1) is the error from tomog-

raphy.

Proof. We first describe the properties of γx and γ̃x, where
γx = γx1

1 . . . γx2n
2n , and γ̃x is defined as

γ̃x = γx for γ†x = γx, (A11a)

γ̃x = iγx for γ†x = −γx, (A11b)

making γ̃x Hermitian. Since γx satisfy the property

tr
[
γxγ

†
y

]
= dδx,y, (A12)

where d = 2n, using Eqs. (A11) and (A12), we get

tr[γ̃xγ̃y] = dδx,y. (A13)

For x ̸= y, tr[γ̃xγ̃y] = 0 follows from Eq. (A12). The relation
tr
[
γ̃2x
]
= d follows from considering the cases γ†x = γx and

γ†x = −γx separately. For γ†x = γx, tr
[
γ̃2x
]
= tr[γxγx] =

tr
[
γxγ

†
x

]
= d. For γ†x = −γx, tr

[
γ̃2x
]
= tr[(iγx)(iγx)] =

tr[γx(−γx)] = tr
[
γxγ

†
x

]
= d.

We first show that the columns of c are orthonormal. From
the definition of cxk, we have

U†
t γkUt =

∑
x∈{0,1}2n

cxkγ̃x. (A14)

We then have

(U†
t γjUt)(U

†
t γkUt) =

∑
xy

cxjcykγ̃xγ̃y, (A15)

U†
t γjγkUt =

∑
xy

cxjcykγ̃xγ̃y. (A16)

Taking j = k, and taking the trace of both sides gives us∑
x

c2xj = 1, (A17)

where we used the fact that tr[γ̃xγ̃y] = dδxy from Eq. (A13).
Using j ̸= k, and taking the trace of both sides of Eq. (A16)
gives us ∑

x

cxjcxk = 0, (A18)

where we use Eq. (A13). Since c has orthonormal columns,
cT c = I , showing that all singular values of c are 1.

We now focus on the singular values of c(1). Let c(2)

contain the rows of c that are not inside c(1). The matri-
ces ĉ(1), ĉ(2), E(1), and E(2) are defined in the same way,
i.e. ĉ(1) = c(1) + E(1) and ĉ(2) = c(2) + E(2). We first de-
fine GA and GB using orthogonal matrices OA and OB as
follows:

GAγiG
†
A =

2n∑
k=1

OA
kiγk, (A19)

GBγiG
†
B =

2n∑
k=1

OB
kiγk. (A20)
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We can expand both sides of Eq. (20) in terms of OA, OB ,
c(1), and c(2) as follows:∑

j

(c(1)OA)jiγj +
∑

x:αx≥2

(c(2)OA)xiγ̃x =
∑
j

OB
ijγj ,

(A21)

giving us the equations

(c(1)OA)ji = OB
ij , (A22)

(c(2)OA)xi = 0. (A23)

Now note that the matrix cOA also has orthonormal columns
from the following computation:

(U†
tGAγjG

†
AUt)(U

†
tGAγkG

†
AUt)

=
∑
x,y

(cOA)xj(cO
A)ykγ̃xγ̃y, (A24)

U†
tGAγjγkG

†
AUt

=
∑
xy

(cOA)xj(cO
A)ykγ̃xγ̃y, (A25)

where we use U†
tGAγiG

†
AUt =

∑
k O

A
kiU

†
t γkUt =∑

k O
A
ki

∑
x cxkγ̃x =

∑
x(cO

A)xiγ̃x. Considering the case
j = k and taking the trace of both sides of Eq. (A25) and
using Eq. (A13) gives us

∑
x(cO

A)xj(cO
A)xj = 1. Taking

the case j ̸= k and taking the trace of both sides of Eq. (A25)
and using Eq. (A13) gives us

∑
x(cO

A)xj(cO
A)xk = 0. This

means that we can write cOA as follows:

cOA =
(
w1, . . . , wM , vM+1, . . . , v2n

)
, (A26)

where vectors wi and vi are real orthonormal column vectors
with row-index x, where x is a binary string of weight ≤ w
defined in Lemma 14. Now Eqs. (A22) and (A23) say that the
columns i = M + 1, . . . , 2n of cOA are orthonormal and are
nonzero only on the first 2n rows of cOA. We then have

c(1)OA =
(
w̄1, · · · w̄M , v̄M+1, · · · v̄2n

)
, (A27)

where w̄i and v̄i are the truncated versions of wi and vi,
respectively, such that they contain the first 2n elements.
Eqs. (A22) and (A23) say that the vectors vi are supported on
the first 2n slots and are orthonormal, giving us the conditions

v̄Ti v̄j = vTi vj = δij , i, j =M + 1, . . . , 2n. (A28)

We now compute Y TY with Y = c(1)OA as follows:

Y TY =

(
A B
C D

)
, (A29)

where

Aij = w̄T
i w̄j , i = 1, . . . ,M, j = 1, . . . ,M, (A30)

Bij = w̄T
i v̄j , i = 1, . . . ,M, j =M + 1, . . . , 2n, (A31)

Cij = v̄Ti w̄j , i =M + 1, . . . , 2n, j = 1, . . . ,M, (A32)

Dij = v̄Ti v̄j , i =M + 1, . . . , 2n, j =M + 1, . . . , 2n.
(A33)

Since vi is only supported on the first 2n slots, and cOA has
orthonormal columns, we have Bij = w̄T

i v̄j = wT
i vj = 0.

Similarly, Cij = v̄Ti w̄j = vTi wj = 0. Finally, Dij = v̄Ti v̄i =
δij , giving us the block diagonal matrix

Y TY =

(
A 0
0 I

)
, (A34)

giving us the result that c(1)OA has at least 2n −M singular
values with value 1. Since multiplication by orthogonal ma-
trices doesn’t change singular values, it follows that c(1) also
has at least 2n−M singular values 1.

We now consider the case with errors. We first state Weyl’s
theorem as follows:

Theorem 15 (Weyl’s theorem [39]). Let A be a rectangular
matrix with singular values σ1, . . . , σn, and let Ã = A+E be
a perturbation ofA such that Ã has singular values σ̃1, . . . σ̃n.
Then the following holds:

|σi − σ̃i| ≤ ∥E∥ (i = 1, 2, . . . , n). (A35)

Using the above shows that the matrix ĉ(1)xk = cxk + E
(1)
xk has

at least 2n−M singular values that obey Eq. (28).

We now prove Lemma 5, which shows that the unitary
Wt = G†

aUtG
†
b approximately satisfies the Majorana decou-

pling condition in Eq. (24).

Lemma 5 (Constructing the unitaryWt). Given ĉ(1) = c(1)+
E(1), we can compute descriptions of Gaussian unitaries Ga

and Gb such that Wt = G†
aUtG

†
b satisfies the following prop-

erty:

∥[Wt, γi]∥ ≤ ϵ0, i > M, (33)

where ϵ0 obeys the following bound:

ϵ0 ≤ T1(n)∥E(1)∥1/2, (34)

where T1(n) is a polynomial defined by T1(n) = (
√
5T (n)+

2n + 1) with T (n) =
∑

x:2≤αx≤w 1 = poly(n). Here x is a
bitstring of length 2n, and w = (κ+ 1)t is a constant defined
in Lemma 14. Here Ga and Gb are defined in Eqs. (29) and
(30), where Oa = V and Ob = UT . The orthogonal matrices
U and V are defined from the singular-value decomposition of
ĉ(1) as ĉ(1) = UΣV T , where Σ = diag(d̂1, d̂2, . . . , d̂2n) with
d̂i the singular values and where U , V are orthogonal matri-
ces. Moreover, we can always modify Oa and Ob suitably
such that they are in SO(2n) and Eq. (33) holds.

Proof. We first order the basis such that for ĉ(1) = UΣV T ,
Σei = d̂iei, and d̂i satisfies Eq. (28) for i = M + 1, . . . , 2n.
We define Ũt = G†

aUt, where Ga is defined by the equation
GaγiG

†
a =

∑
k O

a
kiγk and Oa = V . We can then compute
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Ũ†
t γiŨt as follows:

Ũ†
t γiŨt =

∑
k

Oa
kiU

†
t γkUt (A36)

=
∑
k

Oa
ki

∑
x

cxkγx (A37)

=
∑
j

(c(1)Oa)jiγj +
∑

x:2≤αx≤w

(c(2)Oa)xiγ̃x

(A38)

=
∑
j

(ĉ(1)Oa)jiγj −
∑
j

(E(1)Oa)jiγj

+
∑

x:2≤αx≤w

(c(2)Oa)xiγ̃x (A39)

=
∑
j

Ujid̂iγj −
∑
j

(E(1)V )jiγj

+
∑

x:2≤αx≤w

(c(2)V )xiγ̃x (A40)

=
∑
j

d̂iUjiγj −
∑
j

(E(1)V ei)jγj

+
∑

x:2≤αx≤w

(c(2)V ei)xγ̃x, (A41)

where αx denotes the Hamming weight of x, and w is a con-
stant defined in Lemma 14. In Eq. (A36), we use Eq. (A14).
In Eq. (A39), we use ĉ(1) = c(1) + E(1). In Eq. (A40), we
use Oa

ki = (V ei)k, where Σei = d̂iei. In Eq. (A41), we use
the fact that Vki = (V ei)k, where ei is the ith computational
basis state.

We now compute W †
t γiWt, where Wt = ŨtG

†
b with

GbγiG
†
b =

∑
k O

b
kiγk and Ob = UT , as follows:

W †
t γiWt

=
∑
k

(ObU)kid̂iγk −
∑
k

(E(1)V ei)jGbγjG
†
b

+
∑

x:αx≥2

(c(2)V ei)xGbγ̃xG
†
b (A42)

=d̂iγi −
∑
j

(E(1)V ei)jGbγjG
†
b +

∑
x:αx≥2

(c(2)V ei)xGbγ̃xG
†
b.

(A43)

We can then obtain the bound

∥W †
t γiWt − γi∥

≤|d̂i − 1|+
∑
j

|(E(1)V ei)j |+
∑

x:2≤αx≤w

|(c(2)V ei)x|

(A44)

≤|d̂i − 1|+ |E(1)V ei|
∑
j

1 + |c(2)V ei|
∑

x:2≤αx≤w

1 (A45)

≤|d̂i − 1|+ 2n|E(1)V ei|+ |c(2)V ei|T (n) (A46)

≤|d̂i − 1|+ 2n∥E(1)∥+ |c(2)V ei|T (n), (A47)

where we use the triangle inequality, the facts that ∥γ̃x∥ =
1 and ∥.∥ is unitarily invariant. We define T (n) :=

∑
x:2≤αx≤w 1. We use here the fact that the Majorana weight

of γ̃x in the above equations is bounded by the constant w
from Lemma 14. To simplify the last term in the expression
above, let us first consider the following:

|cV ei|2 =|c(1)V ei|2 + |c(2)V ei|2 (A48)

=|ĉ(1)V ei − E(1)V ei|2 + |c(2)V ei|2 (A49)

=|ĉ(1)V ei|2 + |E(1)V ei|2

− 2(ĉ(1)V ei) · (E(1)V ei) + |c(2)V ei|2, (A50)

where we use ĉ(1) = c(1) + E(1) in Eq. (A49), giving us

|c(2)V ei|2 =|cV ei|2 − |ĉ(1)V ei|2 − |E(1)V ei|2

+ 2(ĉ(1)V ei) · (E(1)V ei). (A51)

Using the results

|cV ei|2 ≤ ∥c∥2 ≤ 1, (A52)

(1− ∥E(1)∥)2 ≤ |ĉ(1)V ei|2 = d̂2i ≤ (1 + ∥E(1)∥)2, (A53)

|E(1)V ei|2 ≥ 0, (A54)

−d̂i∥E(1)∥ ≤ (ĉ(1)V ei) · (E(1)V ei) ≤ d̂i∥E(1)∥,
(A55)

where inequality (A52) follows from Lemma 4, inequality
(A53) follows from ĉ(1) = UΣV T (and the condition that
∥E(1)∥ ≤ 1) and Lemma 4, and inequality (A55) follows from
Cauchy’s inequality. Using these inequalities, Eq. (A51) be-
comes

|c(2)V ei|2 ≤ 1− (1− ∥E(1)∥)2 + 2d̂i∥E(1)∥
≤ ∥E(1)∥(2− ∥E(1)∥) + 2∥E(1)∥(1 + ∥E(1)∥)
≤ 5∥E(1)∥, (A56)

where we used the condition ∥E(1)∥ ≤ 1. Using the above in
inequality (A47) gives us

∥[Wt, γi]∥ =∥W †
t γiWt − γi∥

≤(2n+ 1)∥E(1)∥+ (5∥E(1)∥)1/2T (n)
≤T1(n)∥E(1)∥1/2, (A57)

where T1(n) is a polynomial defined by T1(n) = (
√
5T (n)+

2n+ 1).
We now consider the case where either U or V are outside

of SO(2n). The idea is that we can set Ga → Ga(Ḡ)
p and

Gb → (Ḡ)qGb, where p = 1 (q = 1) if U (V ) is outside
SO(2n) and p = 0 (q = 0) if U (V ) is inside SO(2n). We
can then consider the unitary Ŵt = (Ḡ†)pWt(Ḡ

†)q , where Ḡ
corresponds to the orthogonal matrix Ō = diag(−1, 1, . . . , 1)

using Eq. (8). Computing Ŵ †
t γiŴt for i > M as follows

Ŵ †
t γiŴt = (Ḡ)qW †

t (Ḡ)
pγi(Ḡ

†)pWt(Ḡ
†)q (A58)

= (Ḡ)qW †
t γiWt(Ḡ

†)q (A59)

= (Ḡ)qγi(Ḡ
†)q + (Ḡ)qW †

t [γi,Wt](Ḡ
†)q (A60)

= γi + (Ḡ)qW †
t [γi,Wt](Ḡ

†)q (A61)
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gives us ∥[Ŵt, γi]∥ ≤ ϵ0. Here we used the fact that
∥[Wt, γi]∥ ≤ ϵ0, that ∥.∥ is unitarily invariant, and that
ḠγiḠ

† = γi for i > M from the definition of Ḡ.

We now prove Lemma 10, which shows that, in the qubit
implementation, the matrix elements cxk can be obtained by
measuring observables in states prepared using the unitary Ut.
This lemma is used in defining Algorithm 1 which constructs
the matrix c(1), a submatrix of cxk. For the fermionic imple-
mentation, the analogous result is proved in Appendix D.

Lemma 10 (Finding the coefficients cxk (qubit implementa-
tion)). Let A be the d = 2n dimensional Hilbert space upon
which the unitary Ut acts. Furthermore, let B be the Hilbert
space of an ancilla register of the same size, and let C be the
Hilbert space of another single ancilla qubit. Consider the
state |ψx⟩ defined as

|ψx⟩ =
1√
2

[
(Ut ⊗ I) |Φd⟩AB |0⟩C

+ (Ut ⊗ I)(γ†x ⊗ I) |Φd⟩AB |1⟩C
]
, (48)

where |Φd⟩ = 1√
d

∑d−1
i=0 |i, i⟩AB is the maximally entangled

state between systems A and B, and γx = γx1
1 . . . γx2n

2n . The
coefficients cxk [defined in Eq. (25)] can be obtained using
expectation values of observables

O+
k = Ok +O†

k = (γk ⊗ I)AB ⊗XC , (49)

O−
k = iOk − iO†

k = (γk ⊗ I)AB ⊗ YC , (50)

such that cxk = tr
[
|ψx⟩⟨ψx|O+

k

]
for γ†x = γx, and cxk =

tr
[
|ψx⟩⟨ψx|O−

k

]
for γ†x = −γx.

Proof. Let ρx = |ψx⟩⟨ψx|. We show that the operator

Ok = (γk ⊗ I)AB ⊗ |1⟩⟨0|C , (A62)

can be used to estimate cxk from the following computation.
We can write ρxOk as follows:

ρxOk =
1

2

[
(Ut ⊗ I) |Φd⟩⟨Φd| (γxU†

t γk ⊗ I)⊗ |0⟩⟨0|

+ (Utγ
†
x ⊗ I) |Φd⟩⟨Φd| (γxU†

t γk ⊗ I)⊗ |1⟩⟨0|
]
.

(A63)

Computing the trace on both sides gives us

tr[ρxOk] =
1

2
tr
[
(Ut ⊗ I) |Φd⟩⟨Φd| (γxU†

t γk ⊗ I)
]

=
1

2
tr
[
(γxU

†
t γkUt ⊗ I) |Φd⟩⟨Φd|

]
=

1

2
⟨Φd| γxU†

t γkUt ⊗ I |Φd⟩

=
1

2d

∑
i

⟨i| γxU†
t γkUt |i⟩

=
1

2d
trA

[
U†
t γkUtγx

]
. (A64)

Let axk = tr[ρxOk]. First, consider the case γ†x = γx. We
have

a∗xk =
1

2d
tr
[
(U†

t γkUtγx)
†
]

=
1

2d
tr
[
U†
t γkUtγ

†
x

]
= axk, (A65)

showing tr[ρxOk] is real. We can compute tr
[
ρxO

+
k

]
using

Eq. (49) as follows:

tr
[
ρxO

+
k

]
= tr[ρxOk] + tr

[
ρxO

†
k

]
= tr[ρxOk] + tr

[
(ρxOk)

†]
= 2Re tr[ρxOk]

= 2 tr[ρxOk], (A66)

where we used the fact that tr[ρxOk] is real. We now consider
γ†x = −γx. We then have

a∗xk =
1

2d
tr
[
U†
t γkUtγ

†
x

]
= − 1

2d
tr
[
U†
t γkUtγx

]
= −axk, (A67)

showing tr[ρxOk] is imaginary. We can compute tr
[
ρxO

−
k

]
using Eq. (50) as follows:

tr
[
ρxO

−
k

]
= i tr[ρxOk]− i tr

[
ρxO

†
k

]
= i tr[ρxOk]− i tr

[
(ρxOk)

†]
= i tr[ρxOk]− i tr[ρxOk]

∗

= −2 Im tr[ρxOk]

= 2i tr[ρxOk], (A68)

where we use the fact that tr[ρxOk] is imaginary. Finally, the
coefficient cx can be written as

cxk = 2 tr[ρxOk] = tr
[
ρxO

+
k

]
for γ†x = γx, (A69)

cxk = 2i tr[ρxOk] = tr
[
ρxO

−
k

]
for γ†x = −γx, (A70)

where we use the definition of cx in Eq. (25), as well as
Eqs. (A66) and (A68). We can specialize to the case where
αx = 1 and xj = 1, which makes c(1)jk a real matrix. In
this case, we only measure O+

k since Ok ∝ (O+
k − iO−

k ) and
c
(1)
jk ∝ tr[ρjOk] (since c(1)jk is a real matrix).

We now prove Lemma 11 that gives, for the qubit imple-
mentation, guarantees on the error in measuring the matrix
c(1) using shadow tomography. The analogous result for the
fermionic implementation is proved in Appendix D.

Lemma 11 (Estimating the matrix c(1) through shadow to-
mography for the qubit implementation). Using shadow to-
mography with the fermionic Gaussian unitary ensemble [26],
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we can estimate the matrix c(1)jk = tr
[
U†
t γkUtγj

]
/d by mea-

suring the expectation values of the operators O+
k in state

|ψj⟩. With probability ≥ 1 − δ, we obtain the matrix ĉ(1) =

c(1) + E(1) such that ∥E(1)∥ ≤ ∥E(1)∥2 ≤ ϵ. For each row
j ∈ [2n] of c(1)jk , we need Nc copies of the state |ψj⟩, where

Nc =
(
1 +

ϵ

6n

)
log
(
8n2/δ

)4n2(4n+ 1)

ϵ2
. (54)

Moreover, the required classical post-processing to compute
the expectation values can be done efficiently [26].

Proof. We first reorder the Hilbert spaces as C⊗A⊗B so that
observables O+

k can be written as Majorana strings of weight
two. We then define new Majorana operators γ̂i as follows:

γ̂1 = XC , (A71)
γ̂2 = YC , (A72)
γ̂i = ZCγi−2, i = 3, . . . , 4n+ 2, (A73)

where γi are the Majorana operators defined in the same way
as in Eqs. (5) and (6) on A ⊗ B containing qubits 1, . . . , 4n.
This gives us the following representation of the operatorsO±

k
defined in Eqs. (49) and (50):

O+
k = iγ̂k+2γ̂2, (A74)

O−
k = −iγ̂k+2γ̂1. (A75)

From Eq. (12) in Theorem 2 of Supp. Mat. in Ref. [26], es-
timating a Majorana observable Oj with Majorana weight 2k
with error ϵ with probability ≥ 1−δ requiresNc copies of the
state, where Nc is

Nc =
(
1 +

ϵ

3

) log(2L/δ)

ϵ2
max1≤j≤L∥Oi∥2U , (A76)

where ∥Oi∥2U =
(
2n̄
2k

)
/
(
n̄
k

)
, where n̄ is the number of qubits,

and 2k is the Majorana weight of the observable Oj (equal to
2 in our case). Since each state |ψj⟩ is used to construct each
row of c(1)jk , we have L = 2n observables. Moreover, because
we want the entire error matrix E(1) to have Frobenius norm
≤ ϵwith probability ≥ 1−δ, we set δ → δ/2n, and ϵ→ ϵ/2n
to obtain Eq. (54).

Appendix B: The Pauli decoupling theorem for W̄t and
guarantee for the reduced quantum channel

In this Appendix, we first show that W̄t from Definition 7
satisfies the Pauli decoupling condition in Eq. (39). We then
state and prove Lemma 9, which shows that the Pauli decou-
pling property satisfied by Wt in Eq. (35) and W̄t in Eq. (39)
ensures that these unitaries can be approximated by their cor-
responding reduced quantum channels from Definition 8.

Let’s first consider the case where [Wt, γi] = 0 for i > M .
We can then show that W̄t acts only on the firstm qubits. This
is shown in the following lemma.

Lemma 16 (Properties of W̄t for exact Majorana decoupling).
In the case where [Wt, γi] = 0 for i = M + 1, . . . , 2n, the
following holds:

W̄t = ⟨0̄|Wt |0̄⟩A ⊗ IB , (B1)

where register A contains qubits labeled 1, . . . ,m, register B
contains qubits labeled m + 1, . . . , n, IB is the identity on
qubits in register B, |0̄⟩ is the state |0n−m⟩ defined on qubits
in register B, and ⟨0̄|Wt |0̄⟩ is an operator defined on register
A.

Proof. We first consider the following expression for Wt:

Wt =
∑
x̄,ȳ

⟨x̄|Wt |ȳ⟩A ⊗ |x̄⟩⟨ȳ|B , (B2)

where |x̄(ȳ)⟩ is a computational basis state on qubits m +
1, . . . , n. The first observation is that ⟨x̄|Wt |ȳ⟩ = 0 unless
x̄ = ȳ. This is because Πz̄ := I [1] ⊗ |z̄⟩⟨z̄|, where I [1] is
the identity on the qubit block [1] which consists of qubits
1, . . . ,m, commutes with Wt for all z̄. This follows because

Πz̄ =
1

2n−m
[1 + (−1)zm+1(−iγ2m+1γ2m+2)]

· · · [1 + (−1)zn(−iγ2n−1γ2n)], (B3)

and [Wt, γi] = 0 for i = 2m+ 1, . . . , 2n. Then ⟨x̄|Wt |ȳ⟩ =
⟨x̄|WtΠȳ |ȳ⟩ = ⟨x̄|ΠȳWt |ȳ⟩ = 0 unless x̄ = ȳ. This allows
us to simplify Wt as follows:

Wt =
∑
x̄

⟨x̄|Wt |x̄⟩A |x̄⟩⟨x̄|B . (B4)

We now relate ⟨x̄|Wt |x̄⟩ to ⟨0̄|Wt |0̄⟩ as follows:

⟨x̄|Wt |x̄⟩ =
∑
x′y′

⟨x′x̄|Wt |y′x̄⟩ |x′⟩⟨y′| (B5)

=
∑
x′y′

⟨0|Γ†
x′x̄WtΓy′x̄ |0⟩ |x′⟩⟨y′| , (B6)

where |0⟩ := |01 · · · 0n⟩ and

Γx := γx1
1 γx2

3 . . . γxn
2n−1. (B7)

We further simplify the matrix element ⟨0|Γ†
x′x̄WtΓy′x̄ |0⟩ as

follows:

⟨0|Γ†
x′x̄WtΓy′x̄ |0⟩ (B8)

=Γ2
y′x̄Γ

2
x′x̄ ⟨0|Γx′x̄WtΓ

†
y′x̄ |0⟩ (B9)

=Γ2
y′x̄Γ

2
x′x̄ ⟨0|Γx′Γx̄WtΓ

†
x̄Γ

†
y′ |0⟩ (B10)

=Γ2
y′x̄Γ

2
x′x̄ ⟨0|Γx′Γx̄Γ

†
x̄WtΓ

†
y′ |0⟩ (B11)

=Γ2
y′x̄Γ

2
x′x̄ ⟨0|Γx′WtΓ

†
y′ |0⟩ (B12)

=Γ2
y′x̄Γ

2
x′x̄Γ

2
x′Γ2

y′ ⟨0|Γ†
x′WtΓy′ |0⟩ (B13)

=Γ2
y′x̄Γ

2
x′x̄Γ

2
x′Γ2

y′ ⟨x′0̄|Wt |y′0̄⟩ , (B14)
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where we use the following facts:

Γx = Γ2
xΓ

†
x, (B15)

Γ2
x = (Γ2

x)
† = ±1, (B16)

Γx′ȳ = Γx′Γȳ, (B17)

[Wt,Γ
†
x̄] = 0, (B18)

ΓxΓ
†
x = 1, (B19)

where we define Γx′ = Γx′0...0 and Γx̄ = Γ0···0x̄, with x′ =
x1, . . . , xm and x̄ = xm+1, . . . , xn. This gives us

⟨x̄|Wt |x̄⟩ =
∑
x′y′

Γ2
y′x̄Γ

2
x′x̄Γ

2
x′Γ2

y′ ⟨x′0̄|Wt |y′0̄⟩ |x′⟩⟨y′| .

(B20)

We can then write

⟨x̄|Wt |x̄⟩ = UdVx̄ ⟨0̄|Wt |0̄⟩Vx̄Ud, (B21)

where Vx̄ and Ud are diagonal unitaries on registers A and B,
respectively, as follows:

Vx̄ |x′⟩ = Γ2
x′x̄ |x′⟩ , (B22)

Ud |x′⟩ = Γ2
x′ |x′⟩ . (B23)

Using Eq. (B4), we then get

Wt = UdVd
(
⟨0̄|Wt |0̄⟩ ⊗ Ī

)
VdUd, (B24)

where

Vd =
∑
x̄

Vx̄ ⊗ |x̄⟩⟨x̄|B . (B25)

Moreover, we can simplify the form of the unitary V as fol-
lows:

Vd =
∑
x̄

∑
x′y′

⟨x′|Vx̄ |y′⟩ |x′x̄⟩ ⟨y′x̄| (B26)

=
∑
x̄

∑
x′y′

Γ2
y′x̄ ⟨x′|y′⟩ |x′x̄⟩⟨y′x̄| (B27)

=
∑
x′x̄

Γ2
x′x̄ |x′x̄⟩⟨x′x̄| (B28)

=
∑
x

Γ2
x |x⟩⟨x| . (B29)

We now consider the practical case where ∥[Wt, γi]∥ = ϵ0
with i ∈ [M ]. We first gather a few useful properties about
the unitaries Ud and Vd that define Ūd in W̄t = Ū†

dWtŪd via
Eqs. (38) and (37) in the following lemma.

Lemma 17 (Some properties of unitaries Ud and Vd). The
unitaries Ud and Vd satisfy the following properties.

(a) The diagonal entries of Ud and Vd satisfy ⟨x′|Ud |x′⟩ =
Γ2
x′ and ⟨x|Vd |x⟩ = Γ2

x, respectively, where x′ is the
computational basis state on qubits 1, . . . ,m, x is the
computational basis state on qubits 1, . . . , n, and Γx

is defined in Eq. (B7). Moreover, we can show that
Γ2
x = p(αx), where αx is the Hamming weight of x,

and p(α) = (−1)α(α−1)/2 obeys the following recur-
sive relation:

p(α) = (−1)α−1p(α− 1), (B30)

with p(0) = 1. Both Ud and Vd can be efficiently im-
plemented using Hamiltonian simulation of a 2-local
Hamiltonian.

(b) For k = 1, . . . , n, we have that

[Zk, Vd] = 0, (B31)( n∏
l ̸=k

Zl

)
XkVdXk = Vd. (B32)

(c) For ∥[Wt, γi]∥ ≤ ϵ0, we have the following error
bounds:∥∥[Wt, (Z

xm+1

m+1 · · ·Zxn
n )]

∥∥ ≤ 2αyϵ0, (B33)

where y = xm+1, . . . , xn and αx is the Hamming
weight of x.

Proof.

(a) This follows from the definition of the unitaries in
Eqs. (37) and (38). The recursive formula for Γ2

x follows from
the definition of Γx.

(b) Since Vd and Zk are diagonal unitaries, they commute.
We now prove Eq. (B32). We can write Vd from Eq. (37) as
follows:

Vd =
∑
x\xk

Γ2
βk

|βk⟩⟨βk|+ Γ2
β′
k
|β′

k⟩⟨β′
k| , (B34)

where βk = x1 . . . xk−10kxk+1 . . . xn and β′
k =

x1 . . . xk−11kxk+1 . . . xn. First note that

XkVdXk =
∑
x\xk

Γ2
β′
k
|βk⟩⟨βk|+ Γ2

βk
|β′

k⟩⟨β′
k| . (B35)

We can compute the left-hand side of Eq. (B32) as follows:( n∏
l=1,l ̸=k

Zl

)
XkVdXk =

∑
x\xk

Γ2
β′
k
(−1)αk |βk⟩⟨βk|

+Γ2
βk
(−1)αk |β′

k⟩⟨β′
k| , (B36)

where we use αk := αb with b = βk. Finally, using the rela-
tion Γ2

β′
k
(−1)αk = Γ2

βk
from Eq. (B30), we obtain Eq. (B32).

(c) Using the commutator identity [A,BC] = [A,B]C +
B[A,C], the triangle inequality for the spectral norm, the fact
that ∥U∥ = 1 for a unitary U , and Zi = −iγ2i−1γ2i, we get
Eq. (B33).
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We now prove Lemma 18, which shows that W̄t satisfies
the Pauli decoupling property in Eq. (39) when [Wt, γi] ≈ 0
for i > M .

Lemma 18 (Locality property of W̄t). We consider here the
unitary W̄t = UdVdWtVdUd, whereWt satisfies ∥[Wt, γi]∥ ≤
∥ϵ0∥ for i = 2m+1, . . . , 2n from Eq. (33) in Lemma 5. Then
W̄t satisfies the following properties:

∥[W̄t, Zk]∥ ≤ 2ϵ0, (B37)

∥[W̄t, Xk]∥ ≤ (2n+ 1)ϵ0, (B38)

∥[W̄t, Yk]∥ ≤ 2(n+ 1)ϵ0, (B39)

for k = m + 1, . . . , n. Here ϵ0 is defined in Eq. (34). More-
over, we can then prove that W̄t satisfies the Pauli decoupling
property as follows:

1

2

∑
P∈{X,Y,Z}

∥∥[W̄t, Pi]
∥∥ ≤ ϵP , ϵP = (2n+ 3)ϵ0, (39)

where Pi acts on the qubit labeled i ∈ {m+ 1, . . . , n}.

Proof. We first prove Eq. (B37). We have

W̄tZk = UdVdWtVdUdZk (B40)
= UdVdWtZkVdUd (B41)

= UdVdZkWtVdUd + Õ3 (B42)

= ZkUdVdWtVdUd + Õ3, (B43)

where we used the facts that Ud acts on qubits 1, . . . ,m,
Zk commutes with Vd from Eq. (B31), and that Õ3 =
U (1)[Wt, Zk]U

(2), for some unitaries U (1) and U (2), with
∥[Wt, Zk]∥ ≤ 2ϵ0 from Eq. (B33). This gives us Eq. (B37).

We now prove Eq. (B38). We first compute XkWtXk as
follows:

XkWtXk = (Z1 · · ·Zk−1)γ2k−1Wtγ2k−1(Z1 · · ·Zk−1)
(B44)

= (Z1 · · ·Zk−1)Wt(Z1 · · ·Zk−1) +O1 (B45)
= (Z1 · · ·Zk−1)Uz,k+1Uz,k+1Wt(Z1 · · ·Zk−1)

+O1, (B46)

where O1 = U (3)[Wt, γ2k−1]U
(4) for some unitaries U (3),

U (4), and Uz,k+1 =
∏n

l=k+1 Zl. Continuing the calculation
gives us

XkWtXk =(Z1 · · ·Zk−1)Uz,k+1WtUz,k+1(Z1 · · ·Zk−1)

+O1 +O2 (B47)

=
( n∏

l=1,l ̸=k

Zl

)
Wt

( n∏
l=1,l ̸=k

Zl

)
+O1 +O2,

(B48)

where O2 = U (5)[Uz,k+1,Wt]U
(6) for some unitaries U (5),

U (6). We have ∥O1∥ ≤ ϵ0 from Eq. (33), and ∥O2∥ ≤ 2nϵ0

from Eq. (B33). We can then compute the commutator in
Eq. (B38) as follows. First, consider

W̄tXk = UdVdWtVdUdXk (B49)
= UdXk(XkVdXk)(XkWtXk)(XkVdXk)Ud,

(B50)

where we insert the identity X2
k = 1 in Eq. (B50) and use the

fact that Ud commutes with Vd. Inserting the expression for
XkWtXk from Eq. (B48) and gives us

W̄tXk = UdXk(XkVdXk)
( n∏
l=1,l ̸=k

Zl

)
Wt (B51)

( n∏
l=1,l ̸=k

Zl

)
(XkVdXk)Ud + Õ1 + Õ2

= XkUdVdWtVdUd + Õ1 + Õ2, (B52)

where Õi = U (i5)OiU
(i6) for some unitaries U (i5), U (i6).

We use the fact that
(∏n

l=1,l ̸=k Zl

)
(XkVdXk) = Vd from

Eq. (B32), and (XkVdXk)
(∏n

l=1,l ̸=k Zl

)
= Vd since both

XkVdXk and
(∏n

l=1,l ̸=k Zl

)
are diagonal operators (see

Eq. (B35) for the explicit form of XkVdXk). This gives us
[W̄t, Xk] = Õ1 + Õ2, where ||Õ1|| ≤ ϵ0, ||Õ2|| ≤ 2nϵ0,
proving Eq. (B38). Finally, using Eqs. (B38) and (B39) and
the fact that Y = iXZ gives us Eq. (B39). Finally, we can
obtain Eq. (39) using Eqs. (B37–B39).

We now prove Lemma 9, which shows that the Pauli decou-
pling property, shown to hold for Wt and W̄t in Eqs. (35) and
(39), respectively, leads to a reduced quantum channel that is
close to the action of the unitary channel. This is proved in
the following lemma.

Lemma 9 (Approximating a unitary channel as a reduced
quantum channel). The channel EU

m is a CPTP (completely
positive and trace preserving) map that satisfies

D⋄

(
U , EU

m ⊗ IB
)
≤ nϵ, (41)

where D⋄(E1, E2) is defined in Eq. (14), and IB is the identity
channel on register B, given the following condition holds:

1

2

∑
P∈{X,Y,Z}

∥[U,Pi]∥ ≤ ϵ, (42)

where i ≥ m+ 1.

Proof. We first show here that EU
m is a CPTP map. Let ρ be a

quantum state overm qubits. The channel EU
m can be rewritten

as follows:

EU
m(ρ) =

1

2n−m
tr≥m[U(ρ⊗ I)U†] (B53)

=
1

2n−m

∑
z̄x̄

⟨z̄|U |x̄⟩⟨x̄| (ρ⊗ I)U† |z̄⟩ (B54)

=
∑
z̄x̄

Ez̄x̄ρE
†
z̄x̄, (B55)
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whereEz̄x̄ = ⟨z̄|U |x̄⟩ /
√
2n−m and |x̄⟩ = |xm+1 . . . xn⟩ is a

state on the qubits m+1, . . . , n. Since
∑

z̄x̄E
†
z̄x̄Ez̄x̄ = I⊗m,

it follows that EU
m is a CPTP map (see Corollary 2.27 in [31]

for details).

We now prove Eq. (41). Let’s first define qubit blocks such

that qubits 1, . . . ,m are denoted as [1], qubits m + 1, . . . , n
are denoted as [2], qubits n, . . . , 2n are denoted as [3], and
qubits 2n+ 1, . . . , 3n−m are denoted as [4].

We denote concatenated qubit blocks as [i, . . . , j], where
[i], [j] are the qubit blocks we defined earlier. Consider a state
ρ[1,2,3] over registers [1, 2, 3]. We first note that

∥∥∥(U [1,2] ⊗ I [3])ρ[1,2,3] − (EU,[1]
m ⊗ I [2,3])ρ[1,2,3]

∥∥∥
1

(B56)

=
∥∥∥ tr[4] [(U [1,2] ⊗ I [3,4])

(
ρ[1,2,3] ⊗ I⊗n−m

2n−m

)]
− (EU,[1]

m ⊗ I [2,3])(ρ[1,2,3])
∥∥∥
1

(B57)

=
∥∥∥ tr[2] [(S[2],[4] ◦ (U [1,2] ⊗ I [3,4]))

(
ρ[1,2,3] ⊗ I⊗n−m

2n−m

)]
− (EU,[1]

m ⊗ I [4,3])(ρ[1,4,3])
∥∥∥
1
, (B58)

where the swap unitary S between qubit blocks 2 and 4 is defined as follows:

S[2],[4] = Sm+1,2n+1 ◦ · · · ◦ Sn,3n−m, (B59)

and the channel corresponding to the swap is denoted by S. Now we can use the triangle inequality to get

∥∥∥(U [1,2] ⊗ I [3])ρ[1,2,3] − (EU,[1]
m ⊗ I [2,3])ρ[1,2,3]

∥∥∥
1

(B60)

≤
∥∥∥ tr[2] [(Sm+1,2n+1 ◦ · · · ◦ (U [1,2] ⊗ I [3,4]) ◦ Sn,3n−m)

(
ρ[1,2,3] ⊗ I⊗n−m

2n−m

)]
− (EU,[1]

m ⊗ I [4,3])ρ[1,4,3]
∥∥∥
1
+
∥∥∥Sm+1,2n+1 ◦ · · · ◦ C1

(
ρ[1,2,3] ⊗ I⊗n−m

2n−m

)∥∥∥
1
, (B61)

where C1 = Sn,3n−m ◦ (U [1,2] ⊗ I [3]) − (U [1,2] ⊗ I [3]) ◦
Sn,3n−m, and we used the fact that partial trace cannot in-
crease ∥.∥1. Since all Si,j are unitary channels, the last term
in Eq. (B61) can be simplified to∥∥(Sm+1,2n+1 ◦ · · · ◦ C1)(ρ1)

∥∥
1

=
∥∥C1(ρ1)∥∥1 (B62)

=
∥∥∥ tr[5] [C1 ⊗ I [5]

(
ρ1 ⊗

I⊗3n−m

23n−m

)]∥∥∥
1

(B63)

≤
∥∥∥C1 ⊗ I [5]

(
ρ1 ⊗

I⊗3n−m

23n−m

)∥∥∥
1

(B64)

≤2D⋄(Sn,3n−m ◦ (U [1,2] ⊗ I [3]), (U [1,2] ⊗ I [3]) ◦ Sn,3n−m)
(B65)

≤2ϵ, (B66)

where ρ1 =
(
ρ⊗ I⊗n−m

2n−m

)
, the qubit block [5] is defined by

the qubits 3n−m+1, . . . , 2(3n−m+1), and in Eq. (B65),
we use the following result from Eq. (45) in Ref. [8]:

∥Si,j(U ⊗ Ir)− (U ⊗ Ir)Si,j∥⋄ ≤ 2ϵ, (B67)

where Si,j is the unitary channel corresponding to the swap
operator between qubit i in the first n qubits and qubit j in

the ancilla register of arbitrary size r. To bound the first term
in Eq. (B61), we repeat the same procedure as before with the
other swap operators. Repeating the same step for the jth time
gives the jth error term as follows:∥∥∥Sm+1,2n+1 ◦ · · · ◦ Cj ◦ · · · ◦ Sn,3n−m(ρ1)

∥∥∥
1

(B68)

=
∥∥∥Sm+1,2n+1 ◦ · · · ◦ Cj(ρj)

∥∥∥
1

(B69)

=
∥∥∥Cj(ρj)

∥∥∥
1

(B70)

≤2ϵ, (B71)

where ρj is a normalized density matrix since it is ρ1 acted
upon some unitary channels. Summing all the error terms then
gives us the result from Eq. (B61) as∥∥∥(U [1,2] ⊗ I [3])ρ[1,2,3] − (EU,[1]

m ⊗ I [2,3])ρ[1,2,3]
∥∥∥
1

≤
∥∥∥ tr[2] [(U [1,2] ⊗ I [3,4]) ◦ S[2],[4]

(
ρ[1,2,3] ⊗ I⊗n−m

2n−m

)]
− (EU,[1]

m ⊗ I [4,3])(ρ[1,4,3])
∥∥∥
1
+ 2(n−m)ϵ (B72)

≤2(n−m)ϵ. (B73)
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In line (B72), the first term is zero because tr[2](.) is the defi-
nition of (EU,[1]

m ⊗ I [4,3])ρ[1,4,3]. Finally, using the definition
of D⋄(.) from Eq. (14) gives us the result in Eq. (41).

Appendix C: Details of Algorithm 2

In this Appendix, we gather a few technical lemmas to
prove the guarantees provided in Algorithm 2. In Appendix
C 1, we prove Lemma 12 that shows how to measure fαβ
used to construct the Choi state of the quantum channel EW̄t

m

for the qubit implementation. The analogous result for the
fermionic implementation is provided in Appendix D. In Ap-
pendix C 2, we prove technical lemmas regarding the Choi
states corresponding to the reduced quantum channels learned
in Algorithm 2 for both fermionic and qubit implementations.
We also provide the learning guarantee for the qubit imple-
mentation (see Appendix D for the learning guarantee in the
fermionic implementation).

1. Learning the matrix fαβ

Lemma 12 (Learning Pauli observables with shadow tomog-
raphy for the qubit implementation). The entries of the matrix
fαβ defined as

fαβ =
1

2n
tr
[
S†(P̄β ⊗ IB)S(P̄α ⊗ IB)

]
, (57)

where S = W̄t from Eq. (36), P̄α ∈ {I,X, Y, Z}⊗m are
Pauli strings supported on the first m qubits and α, β are in-
dices for the set of Pauli strings, can be learned using shadow
tomography as follows. We estimate the expectation values of
observables

Ōβ = (P̄β ⊗ I)AB ⊗ |1⟩⟨0|C , (58)

in states

|ψ̄α⟩ =
1√
2

[
(W̄t ⊗ I) |Φd⟩AB |0⟩C

+ (W̄t ⊗ I)AB(P̄α ⊗ I)AB |Φd⟩ |1⟩C
]
, (59)

where |Φd⟩ is the maximally entangled state 1
d

∑
i |i, i⟩AB,

and then construct each row of f̂αβ (where α, β ∈
{I,X, Y, Z}⊗m) such that maxα,β |f̂αβ − fαβ | ≤ ϵ with
probability ≥ 1 − δ. The protocol needs N̄c copies of the
state

∣∣ψ̄α

〉
, where

N̄c = C1
log(C2/δ)

ϵ2
, (60)

with C1 = 68(3m), C2 = 22m+1.

Proof. We can compute ρ̄αOβ , where ρ̄α = |ψ̄α⟩⟨ψ̄α|, as fol-
lows:

ρ̄αŌβ =
1

2

[
(W̄t ⊗ I) |Φd⟩⟨Φd| (P̄αW̄

†
t P̄β ⊗ I)⊗ |0⟩⟨0|C

+ (W̄tP̄α ⊗ I) |Φd⟩⟨Φd| (P̄αW̄
†
t P̄β ⊗ I)⊗ |1⟩⟨0|C

]
.

(C1)

Taking the trace of the above gives us

tr
[
ρ̄αŌβ

]
=

1

2
tr
[
(W̄t ⊗ I) |Φd⟩⟨Φd| (P̄αW̄

†
t P̄β ⊗ I)

]
=

1

2
tr
[
(P̄αW̄

†
t P̄βW̄t ⊗ I) |Φd⟩⟨Φd|

]
=

1

2
⟨Φd| P̄αW̄

†
t P̄βW̄t ⊗ I |Φd⟩

=
1

2d

∑
i

⟨i| P̄αW̄
†
t P̄βW̄t |i⟩

=
1

2

1

2n
tr
[
P̄αW̄

†
t P̄βW̄t

]
=

1

2
fαβ , (C2)

where we use d = 2n. We can then write the operator Ōβ as

Ōβ =
1

2
(Ō+

β − iŌ−
β ), (C3)

where Ō±
β are Hermitian operators defined as

Ō+
β = (P̄β ⊗ I)AB ⊗XC , (C4)

Ō−
β = (P̄β ⊗ I)AB ⊗ YC , (C5)

giving us fαβ = tr[ρ̄αŌ
+
β ] − i tr[ρ̄αŌ

−
β ]. Since fαβ is a real

matrix, we have fαβ = tr[ρ̄αŌ
+
β ]. Ref. [27] on shadow to-

mography using the local Clifford unitary ensemble shows
that estimating the expectation value of tensored single-qubit
Paulis acting non-trivially on k qubits in some state, with
probabability ≥ 1 − δ and error ϵ, needs 68.3k log(2L/δ)ϵ2

copies of the state. Here L is the number of observ-
ables. For additional details, see Eqs. (S13) and (S50) in
Ref. [27]. Since we want to construct the matrix f̂αβ such that
maxαβ |f̂αβ − fαβ | ≤ ϵ, we need to estimate observables Ō+

β

for each state |ψ̄α⟩ with error ϵ with probability ≥ 1 − δ/4m

(since the index α has ≤ 4m many values). The number of
copies N̄c of each state |ψ̄α⟩ is

N̄c =
68

ϵ2
3m log

(
22m+1/δ

)
, (C6)

where we use the facts that there are ≤ 4m observables for
each α and that the observables Ō+

β have Pauli weight ≤ m+
1.

2. Technical lemmas for Choi states

In this subsection, we state and prove key technical lemmas
regarding the Choi state learned in Algorithm 2. The results
presented here apply for channels corresponding to the uni-
taries Wt (for the fermionic implementation) and W̄t (for the
qubit implementation).

Lemma 19 (Learning the reduced quantum channel EQ
m from

shadow tomography). We can learn the Choi state of the re-
duced quantum channel EQ

m , corresponding to the unitary Q,
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such that the distance between the learned Choi state J(Ê) and
the Choi state J(E) corresponding to EQ

m is bounded as

∥J(Ê)− J(E)∥ ≤ d60δ, (C7)

where δ = maxαβ |qα,β − q̂α,β |, qα,β is defined as

qαβ :=
1

2n
tr
[
Q†(P̄β ⊗ IB)Q(P̄α ⊗ IB)

]
, (C8)

and q̂ is the learned version of q.

Proof. We have that

d0qαβ (C9)

=
1

2n−m
tr
[
Q†(P̄β ⊗ IB)Q(P̄α ⊗ IB)

]
=

1

2n−m
tr
[
Q(P̄α ⊗ IB)Q

†(P̄β ⊗ IB)
]

=
1

2n−m
tr
(
tr≥m+1[Q(P̄α ⊗ IB)Q

†(P̄β ⊗ IB)]
)

=
1

2n−m
tr
(
tr≥m+1[Q(P̄α ⊗ IB)Q

†]P̄β

)
=tr

(
EQ
m(P̄α)P̄β

)
, (C10)

giving us the result

2mqαβ = tr
(
EQ
m(P̄α)P̄β

)
. (C11)

For any channel E on m modes (qubits), we can write the
Choi-Jamiolkowski state J(E) as follows:

J(E) = 1

d0

∑
ij

E(|i⟩⟨j|)⊗ |i⟩⟨j| , (C12)

where |i⟩ is a computational basis state on m modes (qubits),
and d0 = 2m. We can expand J(E) as follows:

J(E) = 1

d0

∑
ijkl

tr[E(|i⟩⟨j|) |l⟩⟨k|] |k⟩⟨l| ⊗ |i⟩⟨j| (C13)

=
1

d0

∑
ijkl

∑
αβ

cα,ijcβ,lk tr
[
E(P̄α)P̄β

]
|k⟩⟨l| ⊗ |i⟩⟨j|

(C14)

=
∑
ijkl

∑
αβ

cα,ijcβ,lkqαβ |k⟩⟨l| ⊗ |i⟩⟨j| . (C15)

We can then bound ∥J(Ê)− J(E)∥, where J(Ê) corresponds
to the Choi state constructed using q̂αβ , as follows:

∥J(Ê)− J(E)∥

≤
∑
ijkl

∑
αβ

|cα,ijcβ,lk||q̂αβ − qαβ |∥|k⟩⟨l| ⊗ |i⟩⟨j|∥. (C16)

We used the facts that ∥|k⟩⟨l| ⊗ |i⟩⟨j|∥ ≤ 1 and cα,ij ≤ 1/2m

from cα,ij = tr
[
|i⟩⟨j| P̄α

]
/2m = ⟨j| P̄α |i⟩ /2m. Equa-

tion (C16) then becomes

∥J(Ê)− J(E)∥ ≤ δ

22m

∑
ijkl

∑
αβ

1

= 26mδ, (C17)

where we use
∑

i 1 = 2m and
∑

α 1 ≤ 4m. Taking δ =
maxα,β |q̂αβ − qαβ | then gives us the result in Eq. (C7). We
also get the inequality

∥J(Ê)− J(E)∥1 ≤ d80δ (C18)

from using the inequality ∥X∥1 ≤ rank(X)∥X∥ (see Lemma
11 in Ref. [40] for details).

Once we have the Choi state J(E), we project it using the
steps outlined in Subsec. IV B and show that the projected
Choi state Jp is close to the Choi state J(E) as follows.

Lemma 20 (CPTP-projecting a Choi state). Let J(E) be the
Choi state corresponding to some m-mode (qubit) channel E ,
and let J(Ê) be the learned version of the Choi state such that
∥J(Ê)− J(E)∥22 ≤ ϵ21. The projected Choi state Jp satisfies
the bound

∥J(E)− Jp∥1 ≤ ϵl, (C19)

where ϵl = C0ϵ1 (with C0 being a constant).

Proof. The projection, with respect to the Frobenius norm
(defined as ∥A∥2 =

√
tr[A†A]), to a trace-preserving map

is defined as

ProjTP[X] = argminX′∥X −X ′∥2 (C20)

s.t. trA[X ′] =
1
d0
. (C21)

The unique solution satisfies the inequality

∥ProjTP[X]− Y ∥22 ≤ ∥X − Y ∥22, (C22)

where Y corresponds to a trace preserving map, and X is an
arbitrary matrix. We note that this unique solution has an ex-
act analytical form given in Proposition 11 of Ref. [32], which
means we can find the projection by computing this expres-
sion with a classical computer. The projection, with respect to
the Frobenius norm, to a completely positive map is defined
as

ProjCP[X] = argminX′∥X −X ′∥22, (C23)
s.t. X ′ ≥ 0. (C24)

The unique solution satisfies the following inequality:

∥ProjCP[X]− Y ∥22 ≤ ∥X − Y ∥22, (C25)

where Y ≥ 0 and X is arbitary. This unique solution has an
exact analytical expression which can be found in Proposition
12 of Ref. [32].

Let us define J1 := ProjCP[J(Ê)] and J2 := ProjTP[J1].
Let λi be the eigenvalues of J2, and let λmin be the minimum
eigenvalue. First note that

∥J2 − J(E)∥22 = ∥ProjTP[J1]− J(E)∥22 (C26)

≤ ∥J1 − J(E)∥22 (C27)

= ∥ProjCP[J(Ê)]− J(E)∥22 (C28)

≤ ∥J(Ê)− J(E)∥22 (C29)

≤ ϵ21, (C30)
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where we use Eq. (C22) in Eq. (C27) and use Eq. (C25) in
Eq. (C29). In the case λmin ≥ 0, we choose Jp = J2 as the
projected Choi state that satisfies ∥J2 − J(E)∥1 ≤ d20ϵ1. In
the case λmin < 0, we set Jp = J3, where J3 is defined as
follows:

J3 = (1− p)J2 +
p

d20
1 ⊗ 1, (C31)

(1− p)λmin +
p

d20
= 0. (C32)

From the condition in Eq. (C32), we have J3 ≥ 0 (resulting in
complete positivity of the corresponding channel). Taking the
partial trace of J3 over the first subsystem, which we denote
as system A, gives us trA[J3] = 1/d0 (we use the fact that
trA[J2] = 1/d0). Before we bound ∥J3 − J(E)∥1, we gather
here a few facts. Since J(E) corresponds to a CPTP state,
it has eigenvalues between 0 and 1. Using Weyl’s perturba-
tion theorem in Theorem 15 and the fact that ∥J2 − J(E)∥ ≤
∥J2 − J(E)∥2 ≤ ϵ1 gives us ∥J2∥ ≤ 1 + ϵ1 and λmin ≥ −ϵ1.
Using these facts with Eq. (C32) gives us

p =
−λmin

1/d20 − λmin
≤ d20ϵ1, (C33)

∥J2∥ ≤ 1 + ϵ1. (C34)

Using the above results and the definition of J3 from
Eq. (C31) gives us

∥J3 − J2∥ ≤ p∥J2∥+
p

d20
(C35)

≤ p(1 + ϵ1) +
p

d20
(C36)

≤ 3d20ϵ1, (C37)

where we assume ϵ1 < 1. We can then finally bound
∥J3 − J(E)∥1 as follows:

∥J3 − J(E)∥1 ≤ ∥J3 − J2∥1 + ∥J2 − J(E)∥1
≤ d20∥J3 − J2∥+ d20∥J2 − J∥
≤ d20∥J3 − J2∥+ d20∥J2 − J∥2
≤ (3d40 + d20)ϵ1

= C0ϵ1

= ϵl, (C38)

where we use the triangle inequality, Eqs. (C30) and (C37),
and the property ∥A∥1 ≤ rank(A)∥A∥.

Since the projected Choi state Jp is close to the Choi state
J(E), we can prove the following distance bound between the
channel EQ

m (corresponding to the Choi state J(E)) and the
channel EQ

m,proj (corresponding to the Choi state Jp).

Corollary 21. (Distance between the learned channel and the
projected channel) We can obtain the following bound on the
diamond distance between the channel EQ

m and the channel
EQ
m,proj:

D⋄(EQ
m , EQ

m,proj) ≤ C3ϵ2, (C39)

where C3 = d110 (3d20 + 1)/2, ϵ2 = maxα,β |q̂αβ − qαβ |, d0 =

2m, and m = κt/2. Here EQ
m,proj is obtained by projecting the

learned Choi state of the channel EQ
m from Lemma 20.

Proof. This result follows from the following computation:

D⋄(EQ
m , EQ

m,proj) ≤
d0
2
∥J(E)− Jp∥1 (C40)

≤ d0
2
C0ϵ1. (C41)

In Eq. (C40), we use the following bound from Lemma 26 in
Ref. [41]:

D⋄(E1, E2) ≤
d0
2
∥J(E1)− J(E2)∥1. (C42)

In Eq. (C41), we use Eq. (C19) from Lemma 20, where
∥J(E)− Jp∥2 ≤ ϵ1 and ∥J(E)− Jp∥1 ≤ C0ϵ1. Now note
that ∥J(E)− Jp∥2 ≤ d20∥J(E)− Jp∥ ≤ d80ϵ2, where we use
Eq. (C7) and ϵ2 = maxα,β |q̂αβ − qαβ |. Therefore, we can
choose ϵ1 = d80ϵ2 to get

D⋄(EQ
m , EQ

m,proj) ≤
d90
2
C0ϵ2 (C43)

and the result in Eq. (C39).

We now proceed to provide the learning guarantee for our
algorithm in the qubit implementation. The analogous result
for the fermionic implementation is provided in Appendix D.

Lemma 22 (Learning algorithm guarantee for the qubit imple-
mentation). LetUt be the unknown unitary defined in Eq. (16)
with a qubit implementation. There is a learning algorithm
that learns the unknown unitary as them-qubit channel EW̄t

m,proj
satisfying the distance bound

D⋄(W̄t, EW̄t

m,proj ⊗ IB) ≤ T2(n)ϵ (C44)

with probability ≥ 1 − δ, using O(poly(n, ϵ−1, log δ−1)) ac-
cesses to Ut and O(poly(n, ϵ−1, log δ−1)) classical process-
ing time. Here T2(n) = poly(n).

Proof. Running Algorithm 1 with input parameters (ϵ2, δ/2)

and some postprocessing gives the reduced channel EW̄t
m with

the bound D⋄(W̄t, EW̄t
m ⊗ IB) ≤ n(2n + 3)T1(n)ϵ, where

W̄t is the unitary channel corresponding to the unitary W̄t,
with probability ≥ 1 − δ/2. This follows from the following
computation:

D⋄(W̄t, EW̄t
m ⊗ IB) ≤ n(2n+ 3)ϵ0 (C45)

≤ n(2n+ 3)T1(n)ϵ, (C46)

where line (C45) follows from Eq. (41) in Lemma 9 and
Eq. (39). To obtain Eq. (C46), we use Eq. (34) from Lemma 5.
Running Algorithm 2 with input parameters (ϵ, δ/2) to learn
the reduced quantum channel EW̄t

m and projecting using our
scheme gives us the following bound between the channels
EW̄t
m and the projected channel EW̄t

m,proj from Corollary 21:

D⋄(EW̄t
m , EW̄t

m,proj) ≤ C3ϵ, (C47)
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with probability ≥ 1 − δ/2. Here C3 is a constant defined in
Eq. (C39). We can then use the triangle inequality to obtain
the channel distance bound between the channel W̄t and the
projected version of the learned channel EW̄t

m,proj as follows:

D⋄(W̄t, EW̄t

m,proj ⊗ IB)

≤D⋄(W̄t, EW̄t
m ⊗ IB) +D⋄(EW̄t

m , EW̄t

m,proj) (C48)

≤T2(n)ϵ, (C49)

where T2(n) = n(2n + 3)T1(n) + C3 = poly(n). From the
union bound, the algorithm succeeds with probability ≥ 1−δ.
From the ϵ-dependence of the number of states required for
Algorithms 1 and 2, the learning algorithm uses Nc + N̄c =
O(poly(n, ϵ, log δ−1)) accesses of the unknown unitary Ut to
achieve error ϵ in Eq. (C49), where Nc and N̄c are defined
in Algorithms 1 and 2, respectively. Moreover, each step of
the learning algorithm requires poly(n, ϵ−1, log δ−1) classical
processing time.

Appendix D: Technical lemmas for the fermionic
implementation

In this section, we prove key technical lemmas for the
fermionic implementation.

We first prove Lemma 6, which shows that, in the fermionic
implementation, we can construct Wt such that the condition
[Wt, γi] ≈ 0 for i > M implies that Wt is Pauli decoupled
from modes i > m.

Lemma 6 (Majorana decoupling for Wt in the fermionic im-
plementation implies Pauli decoupling for modes i > m).
Consider the fermionic implementation where the Gaussian
unitaries Gj in Ut correspond to orthogonal matrices in
SO(2n), and the unitary Wt is obtained from Algorithm 1.
Then Wt satisfies the following:

1

2

∑
P∈{X,Y,Z}

∥[Wt, Pi]∥ ≤ 3nϵ0, i > m+ 1, (35)

given ∥[Wt, γj ]∥ ≤ ϵ0 for j > M (see Lemma 5).

Proof. In the case where we are given that Gt′ in Ut cor-
respond to SO(2n), it follows from Lemmas 2 and 5 that
Wt = G†

aUtG
†
b obtained from Algorithm 1 has the form

G1utG2, where both G1 and G2 correspond to orthogonal
matrices in SO(2n) since both Ga and Gb can be chosen to
correspond to SO(2n). This means that Wt is a sum of Majo-
rana strings of even weight and satisfies Eq. (33) in Lemma 5.
We note that Wt can be written as

Wt =W L
t +WNL

t , (D1)

where W L
t is supported on the first M Majorana operators,

andWNL
t contains Majorana strings γ̃x containing at least one

Majorana operator γi with i > M . We first introduce the

following notation. Let fj and f̄j be functions defined on op-
erators as follows:

fj(X) =
1

2
[X, γj ]γj , (D2)

f̄j(X) =
1

2
{X, γj}γj , (D3)

where X is any operator. For any operator X , we can always
write X = Xj + X̄j , where {Xj , γj} = 0, and [X̄j , γj ] = 0.
This is becauseX can be written as a sum of Majorana strings
γ̃x, and each γ̃x either commutes or anticommutes with γj
(since γ̃x and γj are in the Pauli group). The function fj then
satisfies fj(X) = Xj and f̄j(X) = X̄j . Additionally, we
have the following result:

∥fj f̄k(X)∥ ≤ ∥fj(X)∥, (D4)

for anyX and j ̸= k. This follows from the triangle inequality
and the following computation:

fj ◦ f̄k(X) =
1

2
[f̄k(X), γj ]γj

=
1

4
[X + γkXγk, γj ]γj

=
1

4

(
[X, γj ]γj + γk[X, γj ]γjγk

)
=

1

2
(fj(X) + γkfj(X)γk). (D5)

We first write WNL
t as follows:

WNL
t = fM+1(W

NL
t ) +

2n∑
k=M+2

fkf̄k−1f̄k−2 · · · f̄M+1(W
NL
t ),

(D6)

where we use the notation f̄i1 ◦ fi2 ◦ · · · ◦ fin(X) =:
f̄i1fi2 . . . fin(X). The decomposition in Eq. (D6) follows
from the following computation:

WNL
t

=fM+1(W
NL
t ) + f̄M+1(W

NL
t )

=fM+1(W
NL
t ) + fM+2f̄M+1(W

NL
t ) + f̄M+2f̄M+1(W

NL
t )

=fM+1(W
NL
t ) + fM+2f̄M+1(W

NL
t )+

· · ·+ f2nf̄2n−1 · · · f̄M+1(W
NL
t ), (D7)

where we use the fact that all terms in WNL
t contain at least

one γi with i > M . We now proceed to bound WNL
t as fol-

lows:

∥WNL
t ∥

≤∥fM+1(W
NL
t )∥+

2n∑
k=M+2

∥fkf̄k−1f̄k−2 · · · f̄M+1(W
NL
t )∥

≤∥fM+1(W
NL
t )∥+

2n∑
k=M+2

∥fk(WNL
t )∥

≤(2n−M) max
k>M

∥fk(WNL
t )∥,
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where we use the fact that ∥fi1 f̄i2 · · · · · · f̄in(X)∥ ≤
∥fi1(X)∥, which in turn follows from using Eq. (D4) re-
peatedly. Now note that we can write fk(WNL

t ) = fk(Wt)
since W L

t commutes with γk for k > M (since Wt con-
tains Majorana strings γ̃x with even weight). Then the result
∥[Wt, γk]∥ ≤ ϵ0 from Eq. (33) gives us ∥fk(Wt)∥ ≤ ϵ0/2 and
the following result:

∥WNL
t ∥ ≤ nϵ0. (D8)

The above equation then gives us the result in Eq. (35) us-
ing the fact that, for i > m, ∥[Wt, Pi]∥ = ∥[WNL

t , Pi]∥ ≤
2∥WNL

t ∥∥Pi∥ ≤ 2nϵ0.

We now show how to modify the learning algorithm for
the fermionic implementation. For Algorithms 1 and 2, we
modify the states (and the corresponding observables) used
in the shadow tomography protocols to ones that can be pre-
pared on a fermionic computer (i.e., states that can be prepared
by a parity-preserving quantum circuit). Throughout this sec-
tion, we will often describe our fermionic unitaries as parity-
preserving qubit unitaries, related to the actual fermionic ones
we have in mind through the Jordan-Wigner transformation.

1. Fermionic implementation: states and observables for
Algorithm 1

In Lemma 10, we perform state tomography on some qubit
state |ψj⟩ (where the index j corresponds to the bitstring x
with weight 1 and xj = 1) to estimate physical observables
O+

k and construct the matrix c(1). For the fermionic imple-
mentation, we modify the states and observables as follows.
We use the mapping between fermionic and qubit states where
any computational basis state on qubits |z1 . . . zn⟩ is identified
with the corresponding fermionic state in the occupation ba-
sis. We prepare the fermionic state

∣∣ψf
j

〉
defined as∣∣ψf

j

〉
= (Ut ⊗ I)

∣∣ϕf
j

〉
, (D9)∣∣ϕf

j

〉
=

1√
2
U f
j(|00⟩ − |11⟩)A1A2

|Φd⟩ , (D10)

where |Φd⟩ ∝
∑

z∈{0,1}n |z, z⟩, where |z⟩ are the occupation
basis states on n modes.

∣∣ϕf
j

〉
is a fermionic state defined

on modes A1,A2, 1, . . . , 4n, and U f
j is a fermionic unitary

defined as U f
j = (1 − a†A2

aA2
) + a†A2

aA2
γA1

γj , where j ∈
{1, . . . , 2n}. The unitary Ut acts on modes labeled 1, . . . , n.
We write Ut ⊗ I to emphasize the fact that Ut only acts on
modes 1, . . . , n. The state

∣∣ϕf
j

〉
can be simplified as follows:∣∣ϕf

j

〉
=

1√
2
(|00⟩ |Φd⟩+ a†A2

γj |00⟩ |Φd⟩). (D11)

We note here that the state (|00⟩ − |11⟩) |Φd⟩ can be prepared
by a fermionic circuit efficiently using the facts that the qubit
version of this state can be prepared by a circuit composed of
parity-preserving two-qubit gates as shown in Fig. 4, and that
any two-qubit parity-preserving gate can be implemented as a
series of fermionic gates [11].

A1 Z

A2 •
1 · · ·

2 • · · ·
3 • · · ·
...

2n · · · •

• H •

• = X X

FIG. 4. The qubit unitary, composed of parity-preserving two-qubit
unitaries, needed to prepare the qubit state (|00⟩ − |11⟩) |Φd⟩ in
Eq. (D10). This implies that this state, now thought of as a fermionic
state in the occupation basis, can be prepared on a fermionic quan-
tum computer [11].

The observables in Eqs. (49) and (50) are redefined to

O+
k = (a†A2

− aA2)γk, (D12)

O−
k = i(a†A2

+ aA2
)γk, (D13)

giving usOk = a†A2
γk = (O+

k −iO
−
k )/2 in place of Eq. (A62)

with the desired expectation value in Eq. (A64). We mea-
sure only O+

k since Ok ∝ (O+
k − iO−

k ) and c(1)jk ∝ tr[ρjOk]

(since c(1)jk is a real matrix). The shadow tomography step can
be implemented on the fermionic platform by first applying a
unitary from the fermionic Gaussian ensemble, performing a
basis measurement in the occupation basis, and then perform-
ing classical post-processing on a classical computer (e.g. by
representing Majorana operators via the Jordan-Wigner en-
coding). Since the state is defined on a different number of
modes, the shadow tomography step in Algorithm 1 needs

N f
c =

(
1 +

ϵ

6n

)
log
(
8n2/δ

)4n2(4n+ 3)

ϵ2
(D14)

copies of state
∣∣ψf

j

〉
(for more details, see discussion surround-

ing Eq. (A76) in Lemma 11). This step gives us the matrix
c(1), which can be processed, as described in Lemma 5, to
give us the unitaries Ga, Gb, and the unitary Wt = G†

aUtG
†
b

that satisfies the Majorana decoupling property in Eq. (33).

2. Fermionic implementation: states and observables for
Algorithm 2

We now modify the states and observables in Algorithm 2
used to construct the Choi state J(Ê) for the reduced quantum
channel corresponding to the unitary Wt. We define states
on the fermionic modes A1,A2, 1, . . . , 2n, where A1, A2 are
ancilla modes. Instead of using the state defined in Eq. (59),
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we use the state

|ψ̄f
α⟩ = (Wt ⊗ I)

∣∣ϕ̄f
α

〉
, (D15)∣∣ϕ̄f

α

〉
=

1√
2
Ū fp
α

(
|00⟩A1A2

+ |11⟩A1A2
) |Φd⟩ , (D16)

where α ∈ {I,X, Y, Z}⊗m and Wt acts on modes 1, . . . , n.
Here p = 0 when the Pauli observable P̄α is parity-preserving
and p = 1 when it is not. The unitary Ū fp

α is defined as fol-
lows:

Ū fp
α = (|0⟩⟨0|A1

⊗ I + |1⟩⟨1|A1
⊗ (XA2

)pP̄α), (D17)

where P̄α acts on modes 1, . . . ,m. We note that, due to
the Jordan-Wigner transformation, XA2 acts on both modes
A2 and A1. We also note here that the qubit version of
state (|00⟩A1A2

+ |11⟩A1A2
) |Φd⟩ can be prepared using a

circuit composed of parity-preserving two-qubit gates (simi-
lar to the circuit in Fig. 4). Moreover, the unitary Ū fp

α is a
parity-preserving gate, ensuring that the state |ψ̄f

α⟩ can be im-
plemented on a fermionic quantum computer. We can then
employ shadow tomography using the local Clifford unitary
ensemble to estimate the expectation value of the operator Ō+

β
defined as

Ō+
β = XA1

XA2
⊗ P̄β (D18)

for p = 0. For the case where p = 1, we use the observable
Ō+

β defined as

Ō+
β = XA1

ZA2
⊗ P̄β . (D19)

The number of copies required for shadow tomography using
the local Clifford ensemble (for the cases p = 0 and p = 1) is
given by

N̄ f
c = C ′

1 log(C
′
2/δ)/ϵ

2, (D20)

where C ′
1 = 68(3m+2) and C2 = 2(42m). The

choice of observables in Eqs. (D18) and (D19) ensures that
tr
[
Ō+

β |ψ̄f
α⟩⟨ψ̄f

α|
]
= fαβ , where fαβ is defined in Eq. (46) for

S =Wt, and α, β ∈ {I,X, Y, Z}⊗m.
We now show how to implement any unitaryUc from the lo-

cal Clifford ensemble for the shadow tomography step. First,
consider the case where Uc is parity-preserving. In that case,
we can implement the gate built from fermionic gates [11].
For the case where Uc doesn’t preserve parity, as shown in
Ref. [11], we can define the following gate:

Ũc = V †
p (I ⊗ Uc)Vp, (D21)

using an ancilla mode labeled 0, where Vp |z0, z1, · · · , zN ⟩ =
|zp, z1, . . . , zN ⟩ with zp = z0 + z1 + . . . + zN , making Ũc

parity-preserving. We can then decompose Ũc into a product
of two-qubit parity-preserving gates, each of which can be im-
plemented on a fermionic quantum computer using a series of
fermionic gates [11].

By implementing Algorithm 2, we can construct the pro-
jected Choi state Jp of the reduced channel corresponding to

Wt. In the final step, where the Stinespring dilation VS (us-
ing 2m ancilla fermionic modes) is constructed from the pro-
jected Choi state Jp, a parity-preserving unitary ṼS can be
constructed using the same trick that defines Ũc in Eq. (D21).
ṼS can then be used to implement the reduced quantum chan-
nel as shown in Fig. 2.

Lemma 23 (Learning algorithm guarantees for the fermionic
implementation). Let Ut be the unknown unitary defined in
Eq. (16) in a fermionic implementation. There is a learning al-
gorithm that learns the unknown unitary as the m-mode chan-
nel EWt

m,proj satisfying the distance bound

D⋄(Wt, EWt

m,proj ⊗ IB) ≤ T f
2(n)ϵ (D22)

with probability ≥ 1 − δ, using O(poly(n, ϵ−1, log δ−1)) ac-
cesses to Ut and O(poly(n, ϵ−1, log δ−1)) classical process-
ing time. Here T f

2(n) = poly(n).

Proof. Running Algorithm 1 with input parameters (ϵ2, δ/2)
and some postprocessing gives the reduced channel EWt with
the bound D⋄(Wt, EWt ⊗IB) ≤ 3n2T1(n)ϵ, where Wt is the
unitary channel corresponding to the unitary Wt, with proba-
bility ≥ 1 − δ/2. This follows from the following computa-
tion:

D⋄(Wt, EWt
m ⊗ IB) ≤ 3n2ϵ0 (D23)

≤ 3n2T1(n)ϵ, (D24)

where line (D23) follows from Eq. (41) in Lemma 9 and
Eq. (35) in Lemma 6. Line (D24) follows from Eq. (34)
in Lemma 5. Running Algorithm 2 with input parameters
(ϵ, δ/2) to learn the reduced quantum channel and then pro-
jecting it to a CPTP map gives us the following bound on the
distance between the channel EWt

m and the projected channel
EWt

m,proj from Corollary 21:

D⋄(EWt
m , EWt

m,proj) ≤ C3ϵ, (D25)

with probability ≥ 1 − δ/2. Here C3 is a constant defined in
Eq. (C39). We can then use the triangle inequality to obtain
the channel distance bound between the channel Wt and the
projected version of the learned channel EWt

m,proj as follows:

D⋄(Wt, EWt

m,proj ⊗ IB)

≤D⋄(Wt, EWt
m ⊗ IB) +D⋄(EWt

m , EWt

m,proj) (D26)

≤T f
2(n)ϵ, (D27)

where T f
2(n) = 3n2T1(n) + C3 = poly(n). From the union

bound, the algorithm succeeds with probability ≥ 1−δ. From
the ϵ-dependence of the number of states required for Al-
gorithms 1 and 2, the learning algorithm uses N f

c + N̄ f
c =

O(poly(n, ϵ−1, log δ−1)) accesses to the unknown unitary Ut

to achieve error ϵ in Eq. (D27), where N f
c and N̄ f

c are defined
in Algorithms 1 and 2, respectively. Moreover, each step of
the learning algorithm requires poly(n, ϵ−1, log δ−1) classical
processing time.
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Appendix E: Fermionic unitaries and the matchgate hierarchy

In this section, we state and prove Lemma 13, which shows
that, generally, fermionic unitaries with just two non-Gaussian
gates lie outside the matchgate hierarchy.

Lemma 13 (Example of Ut outside the matchgate hierarchy).
The unitary Ut = KG(θ)K with two non-Gaussian gates K,
where

K = exp(iπγ1γ2γ3γ4/4), (64)
G(θ) = exp(θγ1γ5), (65)

θ = π/p, and p is an odd integer, does not belong to any finite
level of the matchgate hierarchy.

Proof. We assume that Ut is in some finite level, say k, of the
matchgate hierarchy. Then the unitary F1 = UtγµU

†
t must

be in Mk−1 from the definition of the matchgate hierarchy,
where µ ∈ [2n]. We define the unitaries

Fj := Fj−1γµF
†
j−1, j ≥ 2. (E1)

Extending the same argument as above shows that Fk−2 must
belong to Mk−2. For Ut = KG(θ)K and µ = 2, the follow-
ing results hold:

F1 = −γ2(cos(2θ) + i sin(2θ)γ2γ3γ4γ5), (E2)

Fj = γ2(cos
(
2jθ
)
+ i sin

(
2jθ
)
γ2γ3γ4γ5), j ≥ 2. (E3)

Choosing θ = π/p, where p is an odd integer, shows that Fj

always has a Majorana string with weight > 1. This means
that Fk−2 is not Gaussian because Fk−2γ2F

†
k−2 = Fk−1 has

a Majorana weight > 1, proving the claim that Ut does not
belong to any finite level of the matchgate hierarchy.
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